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Abstract

Personalized decentralized learning is a promising paradigm for distributed learning, enabling each node to train a local model on its own data and collaborate with other nodes to improve without sharing any data. However, this approach poses significant privacy risks, as nodes may inadvertently disclose sensitive information about their data or preferences through their collaboration choices. In this paper, we propose Private Personalized Decentralized Learning (PPDL), a novel approach that combines secure aggregation and correlated adversarial multi-armed bandit optimization to protect node privacy while facilitating efficient node selection. By leveraging dependencies between different arms, represented by potential collaborators, we demonstrate that PPDL can effectively identify suitable collaborators solely based on aggregated models. Additionally, we show that PPDL surpasses previous non-private methods in model performance on standard benchmarks under label and covariate shift scenarios.

1 Introduction

Collaborative machine learning is a recent paradigm where multiple actors train a joint model without revealing their local datasets [1]. Instead, only the locally trained model parameters are shared among the actors. In applications pertaining to sensitive data, e.g., healthcare and banking, where it may be challenging to collect the data in a single location, collaborative learning has the potential to unlock a plethora of novel collaborations. Collaborative learning is typically distinguished with regard to the underlying network topology. To this end, federated learning (FL) refers to a star topology where an orchestrating parameter server receives model updates from the actors, aggregates the updates, and broadcasts the aggregate. Decentralized learning (DL) constitutes arbitrary network topologies without an orchestrator, i.e., actors in the network learn by exchanging model updates within their neighborhood [2]. Actors within DL are typically referred to as nodes.

There are inherent risks and limitations with FL, such as that it may be challenging to find a trustworthy third party due to regulations or the desire for autonomy (e.g., for hospitals, banks, or other big corporations). Further, FL scales poorly in the number of nodes due to the communication bottleneck and the server constitutes a single-point-of-failure [2]. This has motivated research on fully decentralized systems, which eliminate the need for a central server. Instead, model parameters are directly communicated between peers in the learning setup using a communication protocol, such as gossip learning [3]. However, this approach is not well-suited for non-iid settings, where multiple distinct learning objectives may be present. In such cases, node selection during training is crucial for achieving efficient and effective learning.

The idea of each node identifying useful peers in the network to train a personalized model was proposed in [4]. Therein, nodes jointly learn a collaboration graph, via an alternating optimization method, that dictates whom to communicate to. A score-based method, decentralized adaptive clustering (DAC), was presented in [5] where each node scores its neighboring peers based on the empirical loss, obtained by evaluating the received model parameters on the local dataset. While DAC manages to find beneficial nodes and identifies heterogeneous clusters in the network, model parameters from the nodes’ training updates are still communicated over the network in plain text and the peers receiving the updates must hence be trusted. As such, DAC is vulnerable to inference attacks. This raises the question of how to ensure the privacy of the model parameters in decentralized machine learning systems. In many privacy-critical applications, differential privacy [6] is used in conjunction with FL to protect the data of nodes. Although this adds a layer of privacy, it comes at the expense of a deterioration in model performance.

In this work, we overcome this problem and introduce a communication-efficient and privacy-preserving algorithm named Private Personalized Decentralized Learning (PPDL). We use multi-armed bandits to find beneficial collaborators and secure aggregation [7, 8] to hide individual updates. Our method works in a serverless decentralized setting, but can also apply to standard FL. We protect against inference attacks by only observing aggregated models. In our proposed method, a peer only observes an aggregate of model parameters, which substantially lessens the risk of inference attacks as compared to previous works.

Since a node only receives an aggregate of the parameter updates of $M$ nodes at a given point in time,
it cannot infer a score on the similarity of any one of
the peers in the aggregate (as in DAC); such a score
can only be computed for the aggregate. Instead, our
solution exploits dependencies between different group
selections and makes use of adversarial multi-armed band-
it optimization to efficiently find the subsets of peers
that are beneficial for collaboration. Our experimental
evaluations demonstrate that our approach offers a com-
petitive solution for personalized decentralized learning
that preserves data privacy under covariate shift and la-
bel shift and efficiently finds the beneficial collaborators
within the network. Our solution has a communication
efficiency and performance similar to that of previous
methods, but adds a higher level of privacy.

2 Decentralized learning by finding useful collaborations

Problem formulation. We consider several DL tasks
over a network of \( K \) nodes, each with a private data
distribution \( D_i \), over the inputs \( x \in X \) and labels \( y \in Y \).
Each node \( i \in [K] \) has a model \( f_i \) with parameters \( w_i \in \mathbb{R}^d \) and a loss function \( \ell(f_i(w_i; x), y) : \mathbb{R}^d \times X \times Y \to \mathbb{R} \).
Each note wants to minimize its expected loss over its
distribution \( K \) over a network of \( K \) nodes.
We assume the nodes communicate over a network with its local model after which local training is initiated.
In each round, the learning proceeds as follows.
want to find a set of nodes
without sharing data. If the distributions are substan-
tial or impossible due to privacy reasons. To ad-
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number of rounds [14]. However, as our objective is to simply identify nodes with similar local data distributions within a fixed number of training rounds, the choice of pseudo-reward in (2) will mainly serve to trade-off between exploitation and exploration.

To use the correlated bandit framework in our setting, we notice that groups with large overlap have many parameters in common in the aggregation step, hence, it seems plausible that also their expected rewards should be closer than groups with less overlap. Therefore, we design the pseudo-rewards between two groups to be decreasing in the number of overlapping nodes. Furthermore, it is expected that the discrepancy in accuracy between groups with large overlap decreases over time, hence the time dependency in (2). Let \( u_{t,j} \in \{0, \ldots, M - 1\} \) denote the number of overlapping nodes between group \( j \) and group \( j \). We consider pseudo-rewards of the form

\[
s_{t,j}(\alpha_j^t) = \min \left\{ \alpha_j^t + \frac{q(t)}{u_{t,j}}, 1 \right\}
\]

where \( q : [T] \to \mathbb{R}_+ \) is a non-increasing function in time, i.e., \( q(t_2) \leq q(t_1) \) for \( t_2 > t_1 \). We make this choice as the variance between node models is anticipated to decrease as models converge.

### 2.1 Private multi-armed bands for node selection

In this section, we present our bandit algorithm for a node. For ease of notation, we omit the node index. Let \( k_t(t) \in [C_i] \) be the group chosen at time \( t \) and let \( n_{k_t(t)(t)} \) be the number of times it has been chosen. The reward from choosing group \( j \in [C_i] \) is defined as

\[
\mu_j(t) = \sum_{i=1}^{N} \frac{1}{n_{k_t(t)}} \phi_j(t) \quad \text{and the pseudo-reward for group } l \in [C_i] \setminus \{j\} \text{ when group } j \in [C_i] \text{ is selected, is given by}
\]

\[
\phi_{j,l}(t) = \sum_{i=1}^{N} \frac{1}{n_{k_t(t)}} \phi_j(t) \quad \text{We reduce the problem size by selecting only competitive arms, i.e., arms whose minimum pseudo-rewards are higher than the maximum reward.}
\]

To this end, we define the set of significant arms as \( S_t = \{ j \in [C_i] : n_{j}(t) > t/N \} \) and let \( \tilde{k}(t) = \arg \max_{l \in S_t} \mu_l(t) \). The set of empirically competitive arms is defined as

\[
A_t = \left\{ j \in [C_i] : \min_{l \in S_t} \phi_{j,l} \geq \mu_{k_{t}(t)} \right\} \cup \{ \tilde{k}(t) \}
\]

Note that \( A_t \) is not monotonically decreasing in \( t \) as arms may be non-competitive in one round and competitive in the next. Once \( A_t \) has been obtained, an arbitrary multi-armed bandit algorithm may be applied over the set of arms. As we consider adversarial rewards, we employ the Tsallis-Inf algorithm that is known to achieve a pseudo-regret with the optimal scaling [15], where large \( q(t) \) encourages exploration whereas a small \( q(t) \) encourages exploitation.

### 3 Experiments

Our code is made available upon publication to encourage reproducibility 1. All experiments were carried out on an Nvidia 3090 Ti GPU. We conduct experiments on various cluster configurations and employ the CIFAR-10 and Fashion-MNIST datasets, which are commonly used in the literature for decentralized machine learning evaluations on covariate and label shift, see Section 3.1 [16]. We follow previous work [5, 9] and assume a fully connected graph among the nodes. Our algorithm aims to find a sub-graph for each node that maximizes its local task performance. In other words, we want to find the best collaborators for each node based on its local, private data.

**Baselines.** In all experiments we use decentralized adaptive clustering (DAC) [5] as a baseline for comparison, as it is most similar to our work. In addition, we also make comparisons to a random gossip communication protocol (denoted Random) and an oracle (denoted Oracle) that has perfect information of cluster assignments and only communicates (randomly) within these. Moreover, we also compare with local training on the nodes where no communication is allowed (denoted Local).

**Covariate shift.** To evaluate the performance of our method under non-iid data distributions, we replicate some of the experiments outlined in [5] for covariate shift with 100 nodes by dividing the data uniformly into four partitions, each with images rotated 0°, 90°, 180° and 270°, respectively. We also experiment with heterogeneous cluster sizes by dividing the data into clusters of 0°, 180°, 350° and 10° rotation, with 70, 20, 5 and 5 nodes in each cluster, respectively.

**Label shift.** Moreover, we also conduct experiments on label shift. As in [5], for the CIFAR-10 dataset we divide the data into two clusters based on labels, one for animal images and one for vehicle images. Additionally, we extend the experiments on label shift where we partition the data such that each node only has two labels, and these labels are grouped into clusters of five, where each cluster contains 20 nodes with the same two labels.

In our experiments, we evaluate all models on a test set with the same distributional shift as the training set for each node in the network. This is because the goal is to solve the local learning task for each node as effectively as possible. We use early stopping locally on each node.

**Model and data.** We use the same CNN architecture as [5], with three convolutional and two fully connected layers. We simulate 100 nodes for CIFAR-10 and Fashion-MNIST, and average results over three runs. Each node has equal data samples, uses the Adam optimizer and batch size of 8, and samples \( M = 3 \) other nodes per round. We train for three local epochs and 200 rounds. We use two \( q(t) \) in (3): constant (PPDL) and exponentially decaying (PPDL-var), tuned by validation. We also tune learning rates using a validation set.

1https://github.com/edvinli/ppdl
Figure 1. Heatmaps visualising how often node \( x \) communicates with node \( y \) for the four different methods on the CIFAR-10 dataset with 5 clusters.

Table 1. CIFAR-10 label shift test accuracy with 5 clusters.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cluster 0</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>74.70</td>
<td>68.51</td>
<td>73.78</td>
<td>77.74</td>
<td>74.60</td>
<td>73.87</td>
</tr>
<tr>
<td>PPDL-var</td>
<td>71.82</td>
<td>80.40</td>
<td>78.72</td>
<td>82.06</td>
<td>76.05</td>
<td>77.81</td>
</tr>
<tr>
<td>DAC</td>
<td>79.41</td>
<td>76.83</td>
<td>78.52</td>
<td>80.58</td>
<td>76.94</td>
<td>78.46</td>
</tr>
<tr>
<td>Random</td>
<td>68.90</td>
<td>63.31</td>
<td>66.70</td>
<td>69.98</td>
<td>69.92</td>
<td>67.76</td>
</tr>
<tr>
<td>Local</td>
<td>77.11</td>
<td>88.79</td>
<td>82.60</td>
<td>61.83</td>
<td>68.32</td>
<td>75.73</td>
</tr>
<tr>
<td>Oracle</td>
<td>88.85</td>
<td>91.25</td>
<td>64.69</td>
<td>81.34</td>
<td>79.62</td>
<td>85.15</td>
</tr>
</tbody>
</table>

Table 2. Test accuracies for covariate shift on CIFAR-10 and Fashion-MNIST, with varying node numbers per cluster (70,20,5,5). Mean values over clusters are also provided.

<table>
<thead>
<tr>
<th>CIFAR-10</th>
<th>Method</th>
<th>0°</th>
<th>180°</th>
<th>350°</th>
<th>10°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>52.37</td>
<td>45.21</td>
<td>50.60</td>
<td>51.03</td>
<td>49.80</td>
<td></td>
</tr>
<tr>
<td>PPDL-var</td>
<td>54.63</td>
<td>47.27</td>
<td>51.84</td>
<td>53.30</td>
<td>51.76</td>
<td></td>
</tr>
<tr>
<td>DAC</td>
<td>53.70</td>
<td>47.73</td>
<td>52.84</td>
<td>51.35</td>
<td>51.41</td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>54.85</td>
<td>44.70</td>
<td>52.64</td>
<td>52.43</td>
<td>51.16</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>34.06</td>
<td>31.64</td>
<td>29.92</td>
<td>32.68</td>
<td>31.91</td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>55.74</td>
<td>46.80</td>
<td>38.55</td>
<td>38.00</td>
<td>44.55</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fashion-MNIST</th>
<th>Method</th>
<th>0°</th>
<th>90°</th>
<th>180°</th>
<th>270°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>84.62</td>
<td>81.81</td>
<td>81.01</td>
<td>82.11</td>
<td>82.39</td>
<td></td>
</tr>
<tr>
<td>PPDL-var</td>
<td>80.68</td>
<td>81.12</td>
<td>80.42</td>
<td>80.66</td>
<td>80.72</td>
<td></td>
</tr>
<tr>
<td>DAC</td>
<td>82.48</td>
<td>80.44</td>
<td>79.85</td>
<td>80.43</td>
<td>80.80</td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>84.26</td>
<td>79.61</td>
<td>78.42</td>
<td>78.99</td>
<td>80.32</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>78.72</td>
<td>76.83</td>
<td>77.40</td>
<td>77.26</td>
<td>77.55</td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>83.60</td>
<td>81.95</td>
<td>79.01</td>
<td>79.76</td>
<td>80.33</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Test accuracies for covariate shift on CIFAR-10 and Fashion-MNIST, with the same number of nodes per cluster (25). Mean values over clusters are also provided.

<table>
<thead>
<tr>
<th>CIFAR-10</th>
<th>Method</th>
<th>0°</th>
<th>90°</th>
<th>180°</th>
<th>270°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>43.48</td>
<td>43.31</td>
<td>43.73</td>
<td>43.10</td>
<td>43.40</td>
<td></td>
</tr>
<tr>
<td>PPDL-var</td>
<td>45.06</td>
<td>44.05</td>
<td>44.60</td>
<td>43.14</td>
<td>44.22</td>
<td></td>
</tr>
<tr>
<td>DAC</td>
<td>45.21</td>
<td>45.08</td>
<td>45.18</td>
<td>45.78</td>
<td>45.31</td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>41.35</td>
<td>41.19</td>
<td>42.39</td>
<td>41.46</td>
<td>41.60</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>32.01</td>
<td>32.34</td>
<td>31.47</td>
<td>33.07</td>
<td>32.22</td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>49.47</td>
<td>49.66</td>
<td>49.57</td>
<td>48.45</td>
<td>49.28</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fashion-MNIST</th>
<th>Method</th>
<th>0°</th>
<th>90°</th>
<th>180°</th>
<th>270°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>80.69</td>
<td>81.12</td>
<td>80.43</td>
<td>80.66</td>
<td>80.73</td>
<td></td>
</tr>
<tr>
<td>PPDL-var</td>
<td>80.81</td>
<td>81.71</td>
<td>82.36</td>
<td>80.19</td>
<td>81.26</td>
<td></td>
</tr>
<tr>
<td>DAC</td>
<td>78.83</td>
<td>79.51</td>
<td>78.69</td>
<td>79.02</td>
<td>79.01</td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>80.20</td>
<td>80.72</td>
<td>79.3</td>
<td>79.99</td>
<td>80.05</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>78.84</td>
<td>79.36</td>
<td>79.98</td>
<td>77.04</td>
<td>78.81</td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>82.76</td>
<td>83.18</td>
<td>84.25</td>
<td>83.79</td>
<td>83.92</td>
<td></td>
</tr>
</tbody>
</table>


### Table 4. CIFAR-10 label shift test accuracy with 'animal' and 'vehicle' clusters.

<table>
<thead>
<tr>
<th>Method</th>
<th>Vehicles</th>
<th>Animals</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDL</td>
<td>51.86</td>
<td>36.31</td>
<td>43.81</td>
</tr>
<tr>
<td>PPDL-var</td>
<td>52.86</td>
<td>36.33</td>
<td>44.60</td>
</tr>
<tr>
<td>DAC</td>
<td>52.78</td>
<td>33.87</td>
<td>43.32</td>
</tr>
<tr>
<td>Random</td>
<td>44.79</td>
<td>30.00</td>
<td>37.40</td>
</tr>
<tr>
<td>Local</td>
<td>51.10</td>
<td>35.11</td>
<td>43.11</td>
</tr>
<tr>
<td>Oracle</td>
<td>57.17</td>
<td>39.74</td>
<td>48.45</td>
</tr>
</tbody>
</table>

**Covariate shift.** Tables 2 and 3 show the results of our covariate shift experiments with two cluster setups. Our method, PPDL, performs similarly to DAC, but with secure aggregation for privacy. Random favors large clusters and penalizes small ones, as seen in Table 2. DAC and PPDL avoid collaborating with “poisonous” nodes by their sampling schemes, improving test accuracy in the 180° cluster. Oracle has low test accuracies for small clusters, likely due to limited data (only 5 nodes per cluster). For the smallest clusters, 350° and 10°, PPDL and DAC find similar nodes in the large 0° cluster, improving performance. Thus, DAC and PPDL increase performance and fairness for smaller clusters that differ from large ones. The Fashion-MNIST results are less different between methods, likely due to the easier problem than CIFAR-10. Also, rotating images may not be challenging for small CNNs, as they can learn rotation-invariant representations with enough data. We analyze harder label shift problems next.

**Label shift.** The results of our label shift experiment with two clusters (animals and vehicles) are presented in Table 4. We observe that both PPDL and DAC perform well, with PPDL achieving superior results. The highest accuracy is achieved with PPDL-var, in which $q(t)$ is exponentially decayed. We note that Random performs worse than local training without collaboration, likely due to model poisoning caused by nodes communicating with incorrect clusters. For Random, the node models learn different representations for the different clusters, and when merging models from two distinct clusters, the resulting model is inferior due to the significant dissimilarity between the models, a phenomenon known as **client drift**. Both DAC and PPDL are able to mitigate this problem by identifying useful collaborators.

The results of our five-cluster experiment on CIFAR-10 are presented in Table 1, where each cluster consists of two unique labels. We observe that Random performs worse than the Local baseline on average also in this setting. Our experiments also reveal a high degree of variance within a cluster for the Local baseline, which can be attributed to the small size of node data. In contrast, the PPDL and DAC methods perform comparably and are able to correctly identify beneficial collaborators, as depicted in Figure 1.

### 4 Related work

**Decentralized learning.** Previous studies have demonstrated the effectiveness of gossip algorithms, as highlighted in references such as [3, 17, 18]. Furthermore, collaborative gossip algorithms, where nodes possess distinct local tasks, have been investigated in the context of multi-task learning (MTL) as seen in [4, 19]. While gossip learning has been demonstrated to be effective in convex optimization, its application in non-convex optimization, which is required for training deep neural networks, has not been as extensively studied. One of the first works that explored the use of gossip-based optimization for non-convex deep learning was conducted on convolutional neural networks (CNNs) in [20]. The authors demonstrated that high accuracies could be achieved at low communication costs using a decentralized and asynchronous framework. However, it is important to note that gossip learning is not well-suited for non-iid settings, where several distinct learning objectives may be present. Indeed, a protocol based on random communication between nodes does not take into consider the benefits of node selection during training.

In centralized FL, methods based on hard clustering [21–23] can efficiently identify node clusters, but they limit the collaboration of nodes to their own clusters. This prevents nodes from utilizing useful information from similar clusters in forming a global model. Recent works have advanced decentralized learning of deep neural networks on non-iid data. [9] used expectation-maximization, while [24] improved node selection and communication cost with gradient-based cosine similarity and model pruning. [25] identified similar nodes by empirical loss, but only allowed hard clustering. [5] proposed a decentralized adaptive clustering algorithm that used empirical loss similarity to discover beneficial peers, but without privacy guarantees for model weights. This probability vector is then used for sampling similar nodes in the next communication round for each node, allowing for soft cluster assignments and communication within the entire graph. Empirical results demonstrate the effectiveness of this method in identifying clusters of nodes and improving the performance of the models. Although this method identifies useful node collaborations, there are a lot of privacy risks as model weights are being shared without any privacy guarantees.

**Secure aggregation.** Secure aggregation is a method to enhance node privacy in FL by protecting against server inference attacks [7, 26]. The idea relies on random masking of the node models, before uploaded to the server, such that the masks cancel out when models are aggregated. Extensions based on secret sharing schemes [11] have been proposed, e.g., [27]. For decentralized learning, where the communication topology may be arbitrary, only few works have considered privacy. One protocol for secure aggregation over arbitrary networks is presented in [8]. Specifically, for node $i$, the scheme consists of two phases: i) node $j \in N_i$ broad-
casts a public key that is used to privately collect shares of a random mask generated by node \( l \in \mathcal{N}_i \), ii) node \( i \) receives the masked models and the aggregated shares of the random masks at from each node and reconstructs the aggregated masks to recover the aggregated model. Note that all of the above schemes require the models to be mapped to a finite field, an operation that may impact the training. A step towards avoiding this step for secure aggregation over connected graphs was recently proposed in [28].

**Multi-armed bandits.** Random node sampling in FL and DL can be improved by biasing towards nodes’ local losses [29]. Multi-armed bandits for node selection were introduced in [30] with rewards based on node latency and objective to minimize training time. Extensions for model averaging [31], asynchronous FL [32], and dropout and fairness handling [33] were proposed. However, multi-armed bandits may perform poorly when the number of arms is large or dependent. Dependency-based clustering [34] and pseudo-reward shrinking [14] are two methods to exploit dependencies and reduce the number of arms.

## 5 Conclusions and future work

We introduce **Private Personalized Decentralized Learning (PPDL)**, a novel privacy-preserving node selection approach for personalized decentralized deep learning based on adversarial multi-armed bandits. Our approach uses secure aggregation to hide individual node metrics and exploits node dependencies to sample groups of collaborators efficiently. To the best of our knowledge, this is the first privacy-preserving node selection scheme for decentralized learning. We show that PPDL achieves comparable performance to existing (non-private) techniques on multiple experiments, while also providing privacy protection with secure aggregation.

For future research, it would be interesting to explore aggregation methods for models trained on different datasets in order to enhance the robustness of nodes to merging with other clusters. Another direction is to understand how privacy is affected by the number of nodes participating in the secure aggregation. Intuitively, as shown in, e.g., Section V.A in [8], privacy improves with larger group sizes.
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