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Abstract
The bulk of the research effort on brain connectivity revolves around statistical associations among
brain regions, which do not directly relate to the causal mechanisms governing brain dynamics.
Here we propose the multiscale causal backbone (MCB) of brain dynamics, shared by a set of
individuals across multiple temporal scales, and devise a principled methodology to extract it.

Our approach leverages recent advances in multiscale causal structure learning and optimizes
the trade-off between the model fit and its complexity. Empirical assessment on synthetic data
shows the superiority of our methodology over a baseline based on canonical functional connectiv-
ity networks. When applied to resting-state fMRI data, we find sparse MCBs for both the left and
right brain hemispheres. Thanks to its multiscale nature, our approach shows that at low-frequency
bands, causal dynamics are driven by brain regions associated with high-level cognitive functions;
at higher frequencies instead, nodes related to sensory processing play a crucial role. Finally, our
analysis of individual multiscale causal structures confirms the existence of a causal fingerprint of
brain connectivity, thus supporting the existing extensive research in brain connectivity fingerprint-
ing from a causal perspective.

Code: https://github.com/OfficiallyDAC/cb
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1. Introduction

The study of brain connectivity is a fundamental pursuit in neuroscience that has a rich history
spanning decades (Felleman and Van Essen, 1991; Biswal et al., 1995). The development of mag-
netic resonance imaging (MRI) paved the way to connectomics (Sporns et al., 2005; Bullmore and
Sporns, 2009), i.e., the study of the brain as a network, where nodes represent brain regions of in-
terest (ROIs).1 Arcs among ROIs are defined either by observing anatomic fiber density (structural
connectome), or by exploiting the link between neural activity and blood flow and oxygenation2

1. Regions of interest (ROIs), encompassing millions of neurons, are constructed by aggregating neighboring voxels,
which are the finest units in 3D images. This aggregation procedure, named parcellation, is based on the observation
that adjacent voxels display correlated activities, acting as a single entity.

2. This technique is known as functional magnetic resonance imaging, or fMRI for short.
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to associate a time series to each ROI and then creating a link between two ROIs that exhibit co-
activation, i.e., strong correlation in their time series (functional connectome) (Fox et al., 2005).

Typical measures of functional connectivity between ROIs can be categorized into undirected
measures, which capture statistical dependence without specifying the direction, and directed mea-
sures, which explore statistical causation by specifying the direction of the dependencies (Wiener,
1956; Granger, 1969). Directed connectivity measures often rely on the assumption that the cause
precedes the effect, and thus focus on estimating lagged dependencies. Examples of bivariate mea-
sures include Granger causality (Granger, 1969) and transfer entropy (Schreiber, 2000). Extensions
to the multivariate case include conditional Granger causality (Ding et al., 2006), partial Granger
causality (Guo et al., 2008), directed transfer function (DTF, Kaminski and Blinowska, 1991), and
partial directed coherence (PDC, Baccalá and Sameshima, 2001) (see Blinowska (2011); Bastos
and Schoffelen (2016) for comprehensive reviews). Directed functional connectivity measures can-
not be considered causal in the strict sense, because they do not describe the underlying causal
mechanisms that generate the observed time series.

One step closer to causal modeling is effective connectivity (Harrison et al., 2003), which stud-
ies directional and causal relationships between ROIs to understand how information flows within
the brain. Effective connectivity is considered a first-order data feature: a cause of the observed
functional connectivity (Razi and Friston, 2016). The reference model for effective connectivity
is the dynamic causal model (DCM) by Friston et al. (2003). DCM is essentially a state-space
model where the behavior and coupling of K hidden neuronal states determine the variation of K
observed signals. However, DCM is not a causal structure learning method, but rather a model
for testing specific causal hypotheses. Conversely, our work aims to infer causal relationships in a
data-driven manner.

Specifically, given a group of individuals, where each individual is described by fMRI data
(i.e., a set of time series corresponding to different ROIs, where the ROIs are the same across
the individuals), we tackle the learning problem of discovering the multiscale causal backbone
(MCB), the largest causal network shared by individuals that still preserves personal idiosyncrasies.
Studying the brain connectivity of groups is crucial for several tasks, such as detecting diseases and
disorders, designing effective therapeutic interventions, and mapping brain networks (Craddock
et al., 2012; Bassett and Sporns, 2017). Conscious that brain functions vary over different time
scales (Jacobs et al., 2007; Ide et al., 2017), we approach the discovery of brain causal mechanisms
from a multiscale perspective. A time scale refers to one of the resolutions at which a given signal
(ROI time series) is analyzed. The coarsest time scales correspond to the low-frequency components
of the signal, whereas the finest to the high-frequency ones. For instance, one might be interested in
coarser time scales to examine neuronal oscillations during sleep. Conversely, the finer time scales
might be relevant to understand how neuronal populations fire in response to a specific stimulus.

We develop our method by leveraging recent advances in multiscale causal structure learning
(MS-CASTLE, D’Acunto et al., 2023) to retrieve individual multiscale DAGs, i.e., a multi-layer
causal graph where the brain ROIs correspond to graph nodes, and time scales to graph layers. MS-
CASTLE falls under functional causal structure learning methods, as it expresses a node’s value
as a function of parent nodes. It is a gradient-based causal discovery method that builds upon the
continuous approximation of the acyclicity property of a graph (Zheng et al., 2018). Given the
learned individual multiscale DAGs, we adopt the minimum description length (MDL) principle
to detect the MCB which optimizes the trade-off between the model’s fit (i.e., the likelihood of
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observing the data given the MCB and individual idiosyncrasies) and its complexity (i.e., the number
of arcs in the multiscale causal graph consisting of the MCB and the individual idiosyncrasies).
Contributions. From a methodological perspective:

• We formally define the learning problem of discovering the MCB from a sample of individual
fMRI recordings in a resting state.

• We devise a methodology to solve this learning task that first uses MS-CASTLE (D’Acunto
et al., 2023) to learn individual multiscale DAGs, and then runs a score-based search pro-
cedure on top of the learned individual multiscale DAGs. The proposed score-based search
procedure is related to score-based causal structure learning methods (Heckerman et al., 1995;
Chickering, 2002; Gu and Zhou, 2020). The score function we optimize however represents
a generalization to the multi-subject, multiscale setting of the widely used scores for learning
Gaussian Bayesian networks, e.g., the BIC score (Schwarz, 1978). Our methodology differs
from multi-domain causal structure learning methods (Ghassami et al., 2018; Zeng et al., 2021;
Perry et al., 2022), which instead typically learn a single causal structure from multi-domain
data. Indeed, the weights of the arcs composing the MCB vary over the subjects. This way, we
can learn the causal structure shared across multiple subjects while preserving the idiosyncra-
cies of each individual. Our empirical assessment on synthetic data shows the superiority of
our method over a baseline based on functional connectivity networks.

From an application standpoint:

• Using the proposed methodology, we study a dataset of resting-state functional magnetic reso-
nance imaging (rs-fMRI), constituted by 100 healthy subjects, publicly available as part of the
Human Connectome Project (HCP, Smith et al., 2013). We find that MCBs can be detected
for both the left and right hemispheres and that they are sparse. Our method also allows us
to discover the ROIs driving the brain activity at different frequency bands. In particular, we
find two sets of ROIs that play different roles depending on the considered frequency band.
The first set of nodes, relevant at lower frequencies, is associated with high-level cognitive
functions, such as self-awareness and introspection; while the second set, significant for higher
frequencies, includes nodes that are key drivers in sensory processing.

• We compare the learned MCBs with the single-scale causal backbones (SCBs). Despite the
agreement of single-scale and multiscale analyses on the identification of the key drivers within
the system at hand, the SCBs result in an aggregated version of the MCBs. This aggregation
hinders the capability to localize (in the frequency domain) changes in the causal structure, and
to distinguish that higher-level cognitive functions prevail at lower frequencies, i.e., below 0.1
Hz, as also supported by Biswal et al. (1995); Fox et al. (2005); Van Dijk et al. (2010).

• We investigate the viability of causal fingerprinting, i.e., using the variability of individual
multiscale DAGs to identify individuals in large-scale studies. We show that causal finger-
printing is indeed possible at various hard-thresholding levels and that it outperforms canonical
fingerprinting based on functional connectivity alone.

Roadmap. Section 2 provides the notation and background information needed to formally define

the problem we tackle in this paper. Next, Section 3 details the learning problem of individual mul-
tiscale DAGs and its solution. Then, Section 4 formally defines the MCB, poses the corresponding
learning problem, and devises the score-based search procedure to solve it. Section 5 compares
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our proposal to baseline methods on synthetic data, while Section 6 shows our application to fMRI
resting-state data. Finally, Section 7 concludes and outlines future research directions.

2. Preliminaries

Notation. The range of integers from 1 to Y is denoted by [Y ]. Scalars are lowercase, y, vectors
are lowercase bold, y, and matrices are uppercase bold, Y. Given y ∈ RY , the diagonal matrix
of size Y by Y having y as main diagonal is diag(y). The set of block-diagonal matrices of
RȲ×Ȳ , Ȳ = BY ∈ N, having B blocks of size Y by Y is denoted by BȲ . The Frobenious norm of
a matrix is denoted by ||Y||F, while the Hadamard product is ◦. N(µ,Σ) is the multivariate normal
distribution with mean µ ∈ RK and covariance matrix Σ ∈ RK×K .

Signal multiscale representation via wavelet transform. To analyze input data at different time
resolutions we use the wavelet transform (see Percival and Walden, 2000 for detailed discussion).
Let us consider S ∈ N individuals. For each individual s ∈ [S], we are given as input the fMRI
data set Xs = [xs

1, . . . ,x
s
K ]⊤ ∈ RK×N . Here xs

i ∈ RN represents the signal corresponding to
the i-th ROI, K is the number of ROIs, and N = M · 2J , M and J ∈ N, is the length of the
signals. Furthermore, we leverage the following assumption, which is common when dealing with
resting-state fMRI data (Hlinka et al., 2011; Fiecas et al., 2013; Garg et al., 2013).

Assumption 1 The input data set Xs consists of i.i.d. samples xs[n] ∼ N(0,Ωs), for each s ∈ [S].

Each column xs[n] within the data set represents a recorded sample collected at a specific time
point denoted as n ·∆t, where ∆t is the sampling interval. The wavelet decomposition at level J−1
transforms each individual time series xs

i into J − 1 vectors of wavelet coefficients, in addition to
an extra vector of scaling coefficients. To delve deeper into this, the vector of wavelet coefficients
indexed by j characterizes the fluctuations within xs

i at a temporal scale of 2j−1 ·∆t. Essentially,
this vector represents the frequency band [1/2j+1, 1/2j ]. These vectors of wavelet coefficients
capture changes within the input signal across temporal scales spanning from ∆t to 2J−2 · ∆t,
which translates to frequencies encompassed between 1/2J and 1/2. Conversely, the vector of
scaling coefficients encapsulates information regarding variations occurring at the scale 2J−1 and
coarser, related to frequencies slower than 1/2J . We denote the finest scale with j = 1 and the
coarsest one with j = J .

Thus, by means of stationary wavelet transform (SWT, Nason and Silverman, 1995), the input
fMRI data set Xs is converted to a multiscale data set X̃s ∈ RK̄×N , K̄ = JK ∈ N, where at each
sample xs[n] corresponds its multiscale representation

x̃s[n] = [x̃s,11 [n], x̃s,12 [n], . . . , x̃s,1K [n], . . . , x̃s,J1 [n], x̃s,J2 [n], . . . , x̃s,JK [n]]⊤ ∈ RK̄ . (1)

Here, x̃s,ji [n] represents the wavelet coefficient at scale j, of the i-th ROI, for the individual s, at time
n. As shown in Percival and Walden (2000), the wavelet transform is a linear transformation that
enables the decomposition of an input signal without loss of information. Consequently, the input
signal can be perfectly reconstructed from the obtained wavelet coefficients. Given Assumption 1,
the following lemma holds.

Lemma 1 The wavelet coefficient x̃s,ji [n] is distributed according to a zero-mean Gaussian distri-
bution, for all s ∈ [S], j ∈ [J ], and n ∈ [N ].
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Proof See Appendix A.
Model selection via MDL. Our approach differs from the existing work in two ways. First, we
leverage multiscale DAGs instead of functional connectivity networks at the individual level. Sec-
ond, we do not apply averaging over the individuals’ connectivity networks, rather we learn the
MCB in a data-driven manner, abiding by the MDL principle. Since we can assume to conduct the
MCB discovery in a Gaussian setting (as formally stated in Section 4), leveraging the well-known
equivalence results for Gaussian Bayesian networks by Chickering (2013), we can adhere to MDL
principle by using the BIC score for model selection. Specifically, consider a data set D ∈ RQ×R,
and a causal structure G = (VG, EG) parameterized by θG, and entailing the joint distribution of the
data. By denoting the likelihood with L(θG | D), the maximum likelihood reads as

ML(D) = max
θG
L(θG | D). (2)

Hence, by using (2), we can write the BIC score (Schwarz, 1978) as

BIC(G,D) = −2 logML(D) + ξ|EG|; (3)

where ξ = logR.

3. Learning individuals multiscale DAGs

Our goal requires formulating two learning problems, where the output of the first feeds as input the
second. The first problem concerns learning the multiscale DAGs of the individuals. The second,
learning the MCB from these causal graphs. Let us start with the former.

Definition 1 (Multiscale linear DAG for the s-th individual) The multiscale linear DAG for the
individual s is a multi-layer DAG Gs = (V, Es) with J independent layers. Each layer j ∈ [J ]
corresponds to the j-th time scale, V = [K], and Es = {Es,1 ∪ Es,2 ∪ . . . ∪ Es,J}. At layer j, the
node l, corresponds to the representation of the signal xs

l at time scale j, namely x̃s,j
l . The directed

arc es,jlm ∈ Es,j from node l to m has weight cs,jlm ∈ R, representing the strength of a linear causal
connection from l to m occurring at time scale j. Inter-layer arcs are forbidden.

By following D’Acunto et al. (2023), given X̃s, i.e., the multiscale representation of the input
fMRI data for the s-th individual introduced in Section 2, the multiscale linear DAG in Definition 1
underlies the following linear causal model:

X̃s = Cs⊤X̃s + Zs. (4)

In Equation (4), the weighted adjacency Cs ∈ BK̄ is nilpotent, and we assume that Zs ∈ RK̄×N is
an i.i.d. multivariate Gaussian noise, Zs ∼ N(0,Σs), Σs = diag(σs2), σs2 = [(σs

1)
2, . . . , (σs

K̄
)2].

Notice that the block-diagonal structure of Cs complies with the independence among layers.

Problem 1 For each individual s ∈ [S], the matrix Cs in Equation (4) is learned by solving the
following continuous optimization problem:

min
Ĉs∈B

1

2

∣∣∣∣∣∣X̃s − Ĉs⊤X̃s
∣∣∣∣∣∣2
F
+ λ

∣∣∣∣∣∣Ĉs
∣∣∣∣∣∣
1
,

subject to h(Ĉs) = Tr
(
eĈ

s◦Ĉs
)
− K̄ = 0;

(P1)

where λ ∈ R is a tunable parameter that promotes sparse solutions.
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Problem (P1) is non-convex due to the acyclicity constraint introduced by Zheng et al. (2018).
To solve it, we resort to the gradient-based linear method MS-CASTLE (D’Acunto et al., 2023).
MS-CASTLE solves Problem (P1) by introducing a linearization of the acyclicity constraint, and
then by leveraging the alternating direction method of multipliers (ADMM, Boyd et al., 2011). MS-
CASTLE has been empirically proven to be robust to (i) different choices of the orthogonal wavelet
family employed to obtain the multiscale representation in (1), and (ii) different distributions of the
noise Zs in (4). The multiscale weighted adjacencies {Ĉs}, s ∈ [S], induce the multiscale linear
DAGs {Ĝs}, with Ĝs = (V, Ês).

4. Learning the multiscale causal backbone

We can now move to our second challenge: learning the MCB. To formally define the MCB, we
need to introduce the concepts of (i) p-persistent, directed, and unweighted arc ujlm; (ii) candidate
universe Up; and (iii) set of idiosyncratic causal arcs Isp .

Definition 2 (p-persistent arc) The directed, unweighted arc ujlm is p-persistent iff Ĉs ∋ ĉs,jlm ̸= 0
∀s ∈ P , such that P ⊆ [S] and | P |> p.

Informally, we say an arc is p-persistent if it appears (i.e., its weight in the j-th layer is non-zero) in
more than p of the learned weighted adjacency matrices.

Definition 3 (Candidate universe) Given an integer p, the candidate universe Up is defined as

Up := {ujlm | u
j
lm is p-persistent, j ∈ [J ], and l,m ∈ V}. (5)

That is, the candidate universe comprises the set of all p-persistent arcs.

Definition 4 (Set of idiosyncratic causal arcs) Given the multiscale linear DAG Ĝs = (V, Ês)
for the s-th individual, the set of idiosyncratic causal arcs is

Isp := Ês \ Up. (6)

The sets {Isp} are instrumental in isolating the information within the data that we want to
explain only by the arcs in Up, adhering to MDL. We are now ready to formally define the MCB.

Definition 5 (Multiscale causal backbone, MCB) Given a collection of individual multiscale causal
DAGs {Ĝs} and a subset of p-persistent arcs Up ⊆ {Ê1 ∪ Ê2 ∪ . . . ∪ ÊS}, the multiscale causal
backbone MCB is the unweighted, multiscale, linear DAG (V,Ap), Ap ⊆ Up, that minimizes the
description length of the collection of individual multiscale DAGs {Ĝs} when represented as the
union of the MCB and individual (i.e., p-persistent & idiosyncratic) arcs.

According to Definition (5), the MCB strictly relates to the value of p. Specifically, different
choices for p are tied to different assumptions in the generative model. Choosing p = 0 implies
assuming that the fMRI data for the individuals are generated by a single common multiscale DAG.
This is a very strong assumption, experimentally opposed by the evidence of causal fingerprinting
provided in Section 6. Setting p = S − 1 means assuming that the individual multiscale DAGs
are composed of the union of the idiosyncratic arcs {Isp} and a set of shared backbone arcs Ap.
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Moreover, it potentially considers idiosyncratic arcs that occur in S−1 individual multiscale DAGs.
In reality, we expect to have idiosyncratic arcs that occur in fewer individual DAGs. Finally, it
assumes that MS-CASTLE has maximum recall in the learning task for each subject s. Clearly,
this hypothesis is also unrealistic given the difficulty of the causal structure learning task from real-
world data. A third, more reasonable choice is p ∈ (0, S − 1). In this case, the assumption of
perfect discovery by MS-CASTLE is relaxed, which allows the MCB to contain causal arcs that
are not present in all DAGs {Ĝs}. In addition, idiosyncrasy can be defined at a level p < S − 1.
Of course, here the value of p represents a trade-off between the dissimilarity of the idiosyncratic
components along the subjects and the potential size of the MCB. Given that p is a hyperparameter
of the algorithm, tuning it automatically from data would be desirable. However, as shown in
Appendix B, the computational cost of the score-based search procedure we employ is quite high
for low values of p. We plan to develop a data-driven procedure for fine-tuning p in future work.

Problem 2 Given Lemma 1 and the Gaussianity assumption of Zs in Equation (4), considering as
input data {X̃s}, the MCB in Definition (5) can be learned by solving the following problem:

min
Âp ⊆Up

BIC({Ĝs
Âp
}, {X̃s}). (P2)

Here Ĝs
Âp

= (V, Âp ∪ Isp), s ∈ [S], is the multiscale causal structure for individual s, whose arc
set consists of the union of the arcs in the learned MCB and those in the idiosyncratic set Isp in
Definition (4).

In Problem (P2) the BIC score operationalizes the MDL, given the Gaussianity of our setting
(cf. Section 2). Interestingly, in Problem (P2), the weights of the arcs in Ĝs

Âp
vary over s ∈ [S].

This property reflects the spirit of our work, which is to learn an MCB while preserving features at
the individual level.

To solve Problem (P2), we propose a score-based causal structure learning method. Let us
indicate with B̂s ∈ BK̄ the ML estimate for causal coefficients corresponding to Ĝs

Âp
, where the K

by K block associated with the j-th scale is B̂s,j = [b̂s,j
1 , . . . , b̂s,j

K ]. Here, b̂s,j
k are the weights of

the incoming causal arcs for the node k, at scale j and for individual s.
Hence, given (i) the Gaussianity of the setting, (ii) the independence among the s individuals,

and (iii) the independence of the time scales in the {Gs}, the log-likelihood evaluated at the ML
estimates (B̂s, Σ̂s), s ∈ [S], reads as

ℓ({B̂s},{Σ̂s} | {X̃s})=
S∑
s

J∑
j

K∑
k

−N

2
log

(
σ̂s,j
k

)2
− 1(

σ̂s,j
k

)2

∣∣∣∣∣∣x̃s,j−b̂s,j
k X̃s,j

∣∣∣∣∣∣2
2

 . (7)

Then, given Equations (3) and (7), the score to optimize for our case is

score({Ĝs
Âp
}, {X̃s}) = −2 log ℓ({B̂s},{Σ̂s} | {X̃s}) + ξ

∑
s∈[S]

|Âp ∪ Isp |. (8)

Remark 6 If ξ = logN the score in Equation (8) corresponds to the BIC. If ξ = 2 logK, the
score corresponds to the risk inflation criterion (RIC, Foster and George, 1994). RIC is a penalized
version of the BIC for multiple regression, suitable when the number of nodes is large, i.e., K >√
N . Since in our setting K >

√
N (cf., Section 6), we use the RIC score.
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The score in Equation (8) is consistent (cf. Definition 18.1 and Theorem 18.2 in Koller and
Friedman, 2009). Therefore, as the amount of data increases, the true underlying structure mini-
mizes the score. Given the form of ℓ({B̂s},{Σ̂s} | {X̃s}) in Equation (7), according to Proposi-
tion 18.2 in Koller and Friedman (2009), the score in Equation (8) is decomposable since it can be
written as the sum over s and j of family scores corresponding to each node k ∈ V , mathematically,

RICk({Ĝs
Âp
}, {X̃s,j}) = −N

2
log

(
σ̂s,j
k

)2
− 1(

σ̂s,j
k

)2

∣∣∣∣∣∣x̃s,j−b̂s,j
k X̃s,j

∣∣∣∣∣∣2
2
+ ξ|Âj

p,k ∪ I
s,j
p,k|. (9)

Here, Âj
p,k ⊂ Âp and Is,jp,k ⊂ Isp are the subsets of incoming arcs in k at scale j. Intuitively,

RICk({Ĝs
Âp
}, {X̃s,j}) measures how well a set of nodes perform as parents for the child node k,

for subject s and at scale j, while penalizing larger parents sets.
Together, the consistency and decomposability properties imply local consistency of the score

(cf. Definition 6 and Lemma 7 in Chickering, 2002). This property in turn guarantees asymptotically
that an arc absent from the MCB does not minimize the score in Equation (8).

Given that our method is iterative, let us denote with Âp,t = {Â1
p,t ∪ Â2

p,t ∪ . . . ∪ ÂJ
p,t} the

solution at iteration t, with Âj
p,t being the set of arcs for the scale j. Let us consider that the last

added p-persistent arc for the scale j is q → r, namely ujqr. Let us indicate with U j
p ⊆ Up the

subset of p-persistent arcs at scale j. The decomposability of the score in Equation (8) implies that
at scale j, before evaluating the addition of another p-persistent arc from U j

p , we need to update
only the family score for the child node r given in Equation (9), i.e., RICr({Ĝs

Âp
}, {X̃s,j}), for

each s ∈ [S]. Accordingly, we only consider the p-persistent arcs ujlr ∈ U
j
p ending in r, where U j

p

no longer contains previously evaluated arcs.
Specifically, for each of these p-persistent arcs, we compare the models

M0 : Âj
p,t+1 = Âj

p,t, and M1 : Âj
p,t+1 = Âj

p,t ∪ {ujlr},

by means of the following linear regression model

x̃s,j
r = bs,jlr x̃s,j

l +
∑

y∈Ps,j
r

bs,jyr x̃
s,j
y + zs,jr , ∀s ∈ [S], (10)

where Ps,j
r is the current parent set of the node r, at scale j for individual s. Hence, we compute the

least-squares estimates for the regression coefficients, for all the S individuals in a parallel fashion.
RICM0 corresponds to the case in which the log-likelihoods of all the individuals are evaluated at the
least-squares estimates with bs,jlr = 0, whereas RICM1 to the case in which bs,jlr ̸= 0. At this point,
each p-persistent arc ujlr ending in r is associated with an updated ∆j

RIC = RICM1 − RICM0 =∑
s∈[S]∆

s,j
RIC. Thus, ∆j

RIC is the sum of contributions coming from all the S individuals, each

possibly having distinct b̂s,j
r .

Subsequently, we add to Âj
p the p-persistent arc ujlm ∈ U

j
p associated with the lowest ∆j

RIC < 0,
while not inducing cycles in the solution Âp. The procedure ends when none of the remaining p-
persistent arcs reduces the RIC if added to Âj

p. Due to independence, the search procedure is
parallelizable over the time scales j ∈ [J ] and the individuals s ∈ [S], with further benefits to the
computational cost. The overall procedure is given in Algorithm 1.
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Algorithm 1 MCB score-based search procedure
Input: Up, Isp
Output: Âp

Initialize: Âp ← ∅
do in parallel over j ∈ [J ]

do in parallel over s ∈ [S]
do in parallel over k ∈ V

Compute RICk({Ĝs
Âp
}, {X̃s,j}) in Equation (9) ▷ At the beginning Ĝs

Âp
= (V, Isp)

while ∃uj
lm ∈ U

j
p | ∆j

RIC < 0 do:
Select uj

lm for which ∆j
RIC is mimimum

if uj
lm does not induce cycles then:
Âj

p = Âj
p ∪ {uj

lm} ▷ Add the arc to the MCB
do in parallel over s ∈ [S]

Update RICm({Ĝs
Âp
}, {X̃s,j}) in Equation (9) corresponding to the child node m

end if
Uj
p = Uj

p \ {uj
lm} ▷ Remove the evaluated arc

end while
Âp =

⋃
j∈[J]

Âj
p

5. Empirical assessment on synthetic data

In this section, we present the empirical assessment of the proposed method on synthetic data. In
this way, we can effectively evaluate the performance of the proposed methodology since we exactly
know the MCB, along with the set of idiosyncratic arcs of individuals, generating the observed data.
In detail, we use the following data-generating process.

Data generation. We generate 50 data sets, each consisting of S = 100 individuals. Each indi-
vidual is described by K = 10 ROIs, each with a time series of length N = 1200 determined by
an underlying causal structure that is the union of a shared causal backbone and the individual id-
iosyncratic set. Furthermore, w.l.o.g., we consider the case J = 1. Indeed, since the time scales are
independent, the performance of Algorithm 1 is not affected by the number of time scales. We gen-
erate a strictly lower triangular masking matrix MB ∈ {0, 1}K×K , where [MB]ij ∼ B(0.25) and B
is the Bernoulli distribution. The non-zero entries of this matrix correspond to the arcs in the causal
backbone. Similarly, we generate strictly lower triangular masking matrices Ms

I ∈ {0, 1}K×K ,
where [Ms

I ]ij ∼ B(0.5), with s ∈ [S]. The non-zero entries of these matrices, which are not in the
backbone, represent the idiosyncratic connection for the individuals. Hence, Ms = MB+Ms

I is the
adiaciency matrix corresponding to Gs for individual s. At this point, we sample Ws ∈ RK×K from
a uniform U(−1, 1), thus obtaining the causal matrix for each individual Cs = Ms◦Ws, ∀s ∈ [S],
representing the weights of the arcs of Gs. Finally, we generate data according to Equation (4). As
mentioned above, we build 50 data sets according to this procedure.

Results. We compare the proposed methodology to baselines based on widely used measures of
functional connectivity, in terms of F1 score and structural Hamming similarity (SHS). Appendix D
describes the metrics used. In particular, among the connectivity measures outlined in Section 1,
we consider (i) directed transfer function (DTF) and partial directed coherence (PDC) among the
directed measures, and (ii) Pearson’s correlation, partial correlation, and mutual information among
the undirected ones. Appendix E.1 provides details on the application of the baselines.
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Figure 1: Raincloud plots of the distributions of (left) F1 score and (right) SHS, obtained by the
tested methods over 50 synthetic data sets. For readability, we omit the results by DTF and PDC.

Figure 1 depicts the results obtained by the considered methods over the 50 synthetic data
sets. Here, we omit DTF and PDC for readability reasons, as their performance is quite low
(Appendix E.1 shows the complete figure). Our methodology outperforms the baselines on both
metrics. Specifically, the kernel density estimate (KDE) corresponding to our method is highly con-
centrated around the maximum value. Conversely, the KDEs associated with mutual information
and Pearson’s correlation exhibit high dispersion. The results obtained from these two methods are
statistically equivalent, as expected. Finally, the second most effective method is partial correlation.
In a linear setting, this method benefits from information regarding conditional dependence.

6. Analysis of resting-state fMRI data

We study the data set introduced by Termenon et al. (2016), which encompasses a large sample of
rs-fMRI data, publicly released as part of the HCP (Smith et al., 2013). The data set comprises
rs-fMRI recordings from 100 healthy adults, with each subject undergoing two rs-fMRI acquisi-
tions on separate days. During the acquisition, subjects were instructed to lie with their eyes open,
maintaining a relaxed fixation on a white cross against a dark background. They were asked to keep
their minds wandering and remain awake throughout the session.

Accordingly, we have S = 100 individual data sets, for two separate days. The parcellation
scheme divides the brain into 89 ROIs. We separately analyze the ROIs of the left hemisphere
and those of the right hemisphere. This approach prevents signal averaging across brain regions
corresponding to different hemispheres. Consequently, each hemisphere contains K = 45 ROIs,
with the vermis region being common to both. Additionally, each acquisition session has a duration
of 14 minutes and 24 seconds, which results in a total of N = 1200 timestamps. For further details
regarding the data source, we refer the interested reader to Termenon et al. (2016).

Analysis of the MCBs. We apply our methodology and the baseline methods considered in Sec-
tion 5 to this dataset. To retrieve the brain connectivity backbone according to the baselines, we use
the same approach as in Section 5, which is detailed in Appendix E.1. For the multiscale decom-
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position performed by MS-CASTLE, we use the SWT with Daubechies wavelets with filter length
equal to 10, consistently with the approach used by Termenon et al. (2016). The set of p-persistent
arcs Up is constructed by selecting arcs that are present in more than p = 80 individuals on each
day of the acquisition. This criterion is also used within the application of the baseline methods
to decide whether an arc has to be added to the connectivity backbone. Furthermore, we set the
threshold parameter to τ = 0.2, for all the methods, after having explored the effect of τ on the car-
dinality of the arc sets of the individual multiscale DAGs (see Appendix E.2). Finally, we evaluate
the statistical significance of the arcs within the MCB retrieved by our method via a bootstrap with
resampling. More in detail, starting from the 200 multiscale DAGs learned by MS-CASTLE, we
create 100 samples, where each sample consists of 200 multiscale DAGs obtained using bootstrap.
At this point, we retrieve the MCB corresponding to each sample, and we retain the arcs that are
associated with weights statistically different from zero at 10% level within the {Ĝs

Âp
}.

Baseline methods retrieve dense networks for both the right and left hemispheres, and it is
challenging to draw any conclusion from the results. Due to space constraints, the corresponding
connectivity backbones are given in Appendix E.3.

Conversely, our methodology produces sparse MCBs for both hemispheres, provided in Fig-
ure 7 in Appendix E.3 for space reasons. Our findings suggest that finer scales are characterized by
more complex structures. Here ROIs associated with different functionalities interact. Conversely,
at coarser scales causal interactions mainly occur between ROIs associated with the same function-
alities. Furthermore, as expected nodes related to the processing of external stimuli (i.e., visual,
auditory, speech, and language) appear and interact at the first three scales. Conversely, nodes asso-
ciated with higher-level cognitive functions and emotions appear throughout the considered scales,
as expected in the resting state.

Specifically, our findings are the following:
• The occipital lobe consistently plays a central role within the visual network (VN) across var-

ious frequency scales. This suggests its fundamental role in visual processing (Utevsky et al.,
2014; Cunningham et al., 2017).
• The superior parietal gyrus, crucial for sensory integration and attention, has widespread im-

pacts. It influences the precuneus in the default mode network (DMN), indicating a link be-
tween sensory integration and self-awareness (Freedman and Ibos, 2018; Tamietto et al., 2015).
• The postcentral gyrus, primarily involved in somatosensory information processing, is a key

node. At finer scales, it connects to the precentral gyrus, which governs voluntary motor
movements, and further activates the middle frontal gyrus, involved in high-level cognitive
functions (Johansen-Berg and Matthews, 2002; Brown, 2001).
• Nodes in the frontal regions (e.g., orbital surface of the inferior frontal gyrus, lateral surface of

the superior frontal gyrus) have significant impacts. They govern emotion processing, cognitive
flexibility, decision-making, and cognitive control (Boisgueheneuc et al., 2006; Rolls, 2000).
• The middle temporal gyrus, involved in various functions like language, memory, and cogni-

tion (Davey et al., 2016), influences other temporal regions, including the superior temporal
gyrus and the temporal pole (Allison et al., 2000; Diveica et al., 2021). Additionally, several
works in neuroscience point out a link between abnormalities in these brain regions and the
autism disorder spectrum (see Jou et al., 2010; Sato et al., 2017 and references therein).
• The nature of brain connectivity is dynamic, with certain nodes serving as common causes

across different networks and frequency scales. The multiscale causal analysis points out the
presence of bi-directional connections (e.g., between the precentral gyrus and the postcentral

11275



D’ACUNTO BONCHI DE FRANCISCI MORALES PETRI

gyrus), and effectively locates the occurrence of the change of direction of the arcs in the
frequency domain. Additionally, it suggests two regimes in causal interactions: (i) at higher
frequencies, sensory information is a key driver in the network (Mantini et al., 2007; Smith
et al., 2009), together with the high-level cognitive function of the lateral surface of the su-
perior frontal gyrus; (ii) at lower ones the shared brain activity is driven by the nodes of the
DMN, specifically the lateral surface of the superior frontal gyrus and the precuneus, which
contribute to processes related to self-awareness, introspection, and self-referential thinking
(Raichle et al., 2001; Uddin et al., 2008).

The detailed analysis organized per scales is given in Appendix E.3.

Comparison with the SCBs. An interesting point concerns the comparison between the MCBs and
the SCBs that can be obtained by the application of the backbone search procedure (equipped with
bootstrap with resampling) to subject-specific single-scale causal graphs.

The SCBs provided in Figure 8 in Appendix E.4 confirm the importance of the regions high-
lighted by the multiscale analysis, which also appear to be the main drivers in this analysis. How-
ever, while the MCBs allow us to study causal structures in distinct frequency bands, thus enabling
us to locate the predominance of certain brain activities over others in the frequency domain and
detect structural changes, in the SCBs the information is aggregated. As an example, consider the
causal connection from the superior parietal gyrus (node 26) to the precuneus (node 30) in Fig-
ure 8a. Looking at the MCBs in Figures 7a to 7e, we see that this connection only occurs at the
first three time scales, i.e., frequencies greater than 0.087 Hz. Moreover, the aggregation of infor-
mation within the SCBs also leads to the loss of certain connections, such as the bidirectional one
between the precentral gyrus (node 0) and the postcentral gyrus (node 25). These regions belong
to the sensory-motor network (Mantini et al., 2007; Smith et al., 2009), and the bi-directionality of
this causal relation confirms that they collaborate to control and sense movements.

Causal fingerprinting. Finally, an intriguing point concerns the individual variability of multiscale
causal structures, that we name causal fingerprinting. This concept relates to the well-studied func-
tional connectivity fingerprinting, i.e., the usefulness of functional connectivity in identifying sub-
jects within large groups (Miranda-Dominguez et al., 2014; Finn et al., 2015; Liu et al., 2018; Elliott
et al., 2019). Let us indicate with Gi

h,t the individual multiscale DAG learned by MS-CASTLE, and
corresponding to the hemisphere h of subject i at acquisition t, where h ∈ {left, right}, t ∈ {t1, t2},
and i ∈ [S]. The tested hypothesis is that the similarity between Gi

h,t1
and Gi

h,t2
is statistically dif-

ferent from the similarity between Gi
h,t1

and Gj
h,t1

for j ∈ [S − 1]. Mathematically, this can be

expressed as H0 : J(Gi
h,t1

, Gi
h,t2

) = J(Gi
h,t1

, Gj
h,t1

), where J represents the Jaccard score used for
measuring the similarity between individual multiscale DAGs (Jaccard, 1912). Statistical signifi-
cance is assessed by the two-sample Cramér-von Mises (Anderson, 1962) test at 0.1% level, after
applying the Bonferroni correction (Bonferroni, 1936).

The results are depicted in Figure 2. The individual multiscale DAGs for the same subject are
indeed more similar than those of different subjects across various hard-thresholding levels τ . The
null hypothesis is rejected at each τ . Thus, individual multiscale DAGs can effectively differentiate
between different subjects within large groups, supporting the existence of causal fingerprinting.
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Figure 2: Comparison of the Jaccard
score between the individual multiscale
DAGs corresponding to the same hemi-
sphere and the same subject at differ-
ent timestamps (acquisitions) t1 and t2,
to the Jaccard score between the in-
dividual multiscale DAGs correspond-
ing to the same hemisphere of differ-
ent subjects at the same timestamp. The
analysis is conducted at different hard-
thresholding levels τ ∈ (0, 1].

7. Conclusion and future work

In this paper, we investigate the discovery of an MCB in brain dynamics across individuals. We pro-
pose a principled methodology that leverages recent advances in multiscale causal structure learning
that optimizes the balance between model fit and complexity by adopting the MDL. Being a general
principle, we need to tailor the MDL principle to the application’s needs. From this perspective,
Algorithm 1 is the result of modeling choices and assumptions appropriate for resting-state fMRI
data. In this regard, the usage of a linear model adheres to Assumption 1, which is supported by
previous work on resting-state fMRI data (Hlinka et al., 2011; Garg et al., 2013; Novelli and Razi,
2022, and references therein). Our approach outperforms a baseline based on canonical functional
connectivity in learning the MCB, as demonstrated on synthetic data. Applying this method to real-
world resting-state fMRI data reveals sparse MCBs in both the left and right brain hemispheres.
The multiscale nature of our approach allows us to extract that high-level cognitive functions drive
causal dynamics at low frequencies, while sensory processing nodes are relevant drivers at higher
frequencies. Our analysis confirms the presence of a causal fingerprinting of brain connectivity
among individuals, from a causal standpoint.

We believe that our approach can be useful as an input for downstream computational models,
to augment existing fingerprinting approaches (Van De Ville et al., 2021) and markers of changes
in personal backbone through aging, neurodegeneration, and other pathological functional patterns
(Cole and Franke, 2017; Pievani et al., 2014; Hohenfeld et al., 2018). Future work should be de-
voted to studying MCBs by using data from individuals performing various tasks and individuals
with neurological disorders. In these cases, our modeling choices need to be revised to meet the
application needs (see, e.g., Huang et al., 2020). However, comparing our method to state-of-the-
art functional connectivity methods on task-based fMRI data would still be insightful, as the vast
majority of these latter methods are based on Pearson’s correlation. Discovering MCBs in these
contexts is crucial for understanding how brain dynamics operate when the brain is subject to stim-
uli, and how they are affected by neurological disorders. Such studies can lead to insights that may
facilitate the development of targeted interventions and therapies for cognitive enhancement or the
treatment of neurological conditions.
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Jaroslav Hlinka, Milan Paluš, Martin Vejmelka, Dante Mantini, and Maurizio Corbetta. Functional
connectivity in resting-state fMRI: Is linear correlation sufficient? NeuroImage, 54(3):2218–
2225, 2011.

Christian Hohenfeld, Cornelius J Werner, and Kathrin Reetz. Resting-state connectivity in neurode-
generative disorders: Is there potential for an imaging biomarker? NeuroImage: Clinical, 18:
849–870, 2018.

Matthew A Howard, IO Volkov, R Mirsky, PC Garell, MD Noh, M Granner, H Damasio, Mitchell
Steinschneider, RA Reale, JE Hind, et al. Auditory cortex on the human posterior superior tem-
poral gyrus. Journal of Comparative Neurology, 416(1):79–92, 2000.

Sien Hu, Jaime S Ide, Sheng Zhang, and R Li Chiang-shan. The right superior frontal gyrus and
individual variation in proactive control of impulsive response. Journal of Neuroscience, 36(50):
12688–12696, 2016.

Biwei Huang, Kun Zhang, Jiji Zhang, Joseph Ramsey, Ruben Sanchez-Romero, Clark Glymour,
and Bernhard Schölkopf. Causal discovery from heterogeneous/nonstationary data. Journal of
Machine Learning Research, 21(1):3482–3534, 2020.
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Appendix A. Proof of Lemma 1

Lemma 1 The wavelet coefficient x̃s,ji [n] is distributed according to a zero-mean Gaussian distri-
bution, for all s ∈ [S], j ∈ [J ], and n ∈ [N ].

Proof Let us consider the signal xs
i ∈ RN , and define cs,0i = x̃s,0

i = xs
i . Consider an orthogonal

wavelet family defined by the high-pass and low-pass filters, h ∈ RL and g ∈ RL, respectively.
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Hence we have that

x̃s,ji [n] =

L−1∑
l=0

h[l]cs,j−1
i [n+ l],

cs,ji [n] =
L−1∑
l=0

g[l]x̃s,j−1
i [n+ l].

Thus, given Assumption 1, x̃s,ji [n] and cs,ji [n] are distributed according to a zero-mean Gaus-
sian distribution, since linear combinations of i.i.d. Gaussian variables from the i-th dimension of
N(0,Ωs).

Appendix B. Computational cost

In our setting N > K (cf, Section 6). At each step, we have to update the family score in (9) for
the child node of the last added p-persistent arc. Let’s say that the child node is r, and it has Ks,j <
K − 1 parents for the scale j and individual s. According to Section 4, to evaluate the candidate p-
persistent arc ujlr, we need to compute the least-squares estimates in (10). The cost of evaluating the
least-squares estimates of the regression coefficients for all the candidate p-persistent arcs ujlr ending
in r is asymptotically O(N(Ks,j + 1)2). Indeed, we first compute the pseudo-inverse of X̃s⊤ ∈
RN×(Ks,j+1) using SVD decomposition, requiring O(N(Ks,j + 1)2) flops. Then, we multiply the
pseudo-inverse by x̃s,j

r ∈ RN , requiring a cheaper cost, i.e., O(2(Ks,j + 1)N). Since we can
parallelize over the individuals and over the time scales, the overall cost for the update of the family
score for each candidate p-persistent arc is O(N(K ′ + 1)2), where K ′ = maxs,j K

s,j . Now, let us
define U = maxj |U j

p |. Since we might have more than one p-persistent arc to evaluate, the total cost
for evaluating all the least-squares estimated is asymptotically upper-bounded byO(UN(K ′+1)2).

At this point, we compute ∆j
RIC for the candidate p-persistent arcs ujlr, which requires evalu-

ating (9) given the least-squares estimates. In particular, here the most demanding operation is the
computation of the quadratic term, which is upper-bounded byO((2N+3)K ′). Again, considering
that we might have multiple p-persistent arcs, the overall cost for this step is O(U(2N + 3)K ′).

Subsequently, we select the arc having the minimum absolute ∆j
RIC , with a cost linear in |U j

p |.
Finally, we check the acyclicity of the j-th layer of MCB with arc set Âj

p, requiring O(|Âj
p|) flops.

Based on this analysis, the most demanding step is the computation of least-squares estimates for
updating the family scores, which at the beginning is done for all the p-persistent arcs in U j

p , in
parallel over j ∈ [J ].

Appendix C. Hyper-parameters

The values for the relevant hyper-parameters used in the empirical assessment on synthetic data are
provided in Table 1. The ℓ1-regularization strength is only used by SS-CASTLE.

Appendix D. Metrics

We define the considered metrics similarly to Zheng et al. (2018). Specifically, we denote:

• cp as the count of true positive arcs, i.e., the number of arcs present in the ground truth.
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Table 1: The table shows the values for the relevant hyper-parameters used in the results depicted in
Figures 1 and 3.

Method Persistence p Hard-thresholding τ ℓ1-regularization strength, λ
MCB 65 0.15 0.01

Mutual information 60 0.05 N/A
Pearson’s correlation 65 0.15 N/A

Partial correlation 65 0.25 N/A
DTF 60 0.0 N/A
PDC 60 0.0 N/A

• cn as the count of true negative arcs, i.e., the number of arcs that are absent in the ground truth.

• tnnz as the total number of arcs in the ground truth.

• nnz as the total number of estimated arcs.

• tp as the count of true positives, i.e., the number of estimated arcs present in the ground truth
and with the correct direction.

• r as the count of reversed arcs, i.e., the number of learned arcs present in the ground truth but
with the opposite direction.

• fp as the count of false positives, i.e., the number of learned extra arcs not present in the
undirected skeleton of the ground truth.

• e as the count of missing arcs, i.e., the number of arcs in the skeleton of the learned graph that
are extra compared to the skeleton of the ground truth.

• m as the count of extra arcs, i.e., the number of arcs in the skeleton of the learned graph that
are missing compared to the skeleton of the ground truth.

With these definitions in place, we can calculate the following metrics:

• False Discovery Rate (FDR) is given by fdr = (r + fp)/nnz.

• True Positive Rate (TPR) is calculated as tpr = tp/cp.

• False Positive Rate (FPR) is determined as fpr = (r + fp)/cn.

Consequently, the F1-score is equal to 2 · (1−fdr)tpr
1−fdr+tpr , the normalized Structural Hamming Dis-

tance (nSHD) is computed as (r+m+e)
tnnz , and the structural Hamming similarity is SHS = 1−nSHD.

Appendix E. Additional results

E.1. Synthetic data

Here we dive into the procedure used for testing the considered methods on synthetic data, and we
provide additional discussion about the comparison.

Baselines. As shown in Section 5, we compare the proposed methodology with widely used mea-
sures of functional connectivity in terms of F1 score and structural Hamming similarity. In detail,
among the connectivity measures outlined in Section 1, we consider (i) DTF and PDC among the
existing directed measures, and (ii) Pearson’s correlation, partial correlation, and mutual informa-
tion among the undirected ones. We apply these connectivity measures to each subject s ∈ [S] in
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Figure 3: Rain plots depicting the (left) F1 score and (right) SHS, obtained by the considered
methods over 50 synthetic data sets.

order to retrieve individual brain connectivity networks, where each node corresponds to one of the
ten synthetically generated time series.

In the case of undirected measures, the resulting individual brain connectivity networks are
undirected. For subject s, the weight of the arc between nodes l and m represents the value of
the considered connectivity measure when it is computed by taking as input the time series corre-
sponding to nodes l and m associated with subject s. In the case of directed measures, the obtained
networks are directed, but not necessarily acyclic. In addition, given two time series, DTF and PDC
evaluate the statistical dependence by analyzing the spectral Granger causality. In brief, DTF and
PDC consider F ∈ N different frequencies, and for each f ∈ [F ], they return the measure of sta-
tistical dependence between the time series (refer to Kaminski and Blinowska, 1991; Baccalá and
Sameshima, 2001 for details). This means that, by considering all the K time series, we obtain
K by K connectivity matrices for every f . Let us denote this matrix with Ds,f . Now, in order to
obtain the weight of the arcs for the individual brain connectivity networks, we stack the connec-
tivity matrices Ds,f along the frequency dimension, i.e., along f , thus obtaining a K by K by F
tensor {Ds,f}f∈[F ]. Hence, to aggregate this information in a matrix D̃s ∈ RK×K , we compute the
ℓ2-norm along the tube dimension of the tensor corresponding to the frequency index, i.e., f . At
this point, we obtain the weighted adjacency of the brain connectivity network for the s-th individ-
ual (and thus the weights for the arcs), by computing D̂s = RsD̃sRs, where Rs ∈ RK×K is the
diagonal matrix with entries [D̃s]

−1/2
ii , ∀i ∈ [K].

Once we have obtained all the brain connectivity networks, we apply hard-thresholding to retain
only those arcs whose absolute weights are greater than a hyper-parameter τ ∈ R+. The same
hyper-parameter is also used for pruning the single-scale causal DAGs returned by the single-scale
counterpart of MS-CASTLE, i.e., SS-CASTLE (D’Acunto et al., 2023).

At this point, for each baseline, we consider as an estimate of Ap the set of connections that
occur in more than p individual brain connectivity networks, where p < S, p ∈ N. Our approach,
instead, uses the same hyper-parameter p to individuate the p-persistent arcs in Definition 2 com-
posing Up. Then, the score-based search procedure in Section 4 is run over the pruned single-scale
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individual causal DAGs to retrieve the Ap. Details concerning the fine-tuning of τ and p are given
in Appendix C.

Additional comparison with baselines. Figure 3 depicts the results obtained by the considered
methods over 50 synthetic data sets. In addition to the discussion provided in Section 5, here we
see that both DTF and PDC fail in backbone discovery, returning the fully connected single-scale
causal backbone (SCB) in every case. We believe that there are two reasons behind this behavior.
Firstly, the underlying ground truth causal structure contains only instantaneous connections, while
DTF and PDC are based on the spectral formulation of Granger causality, which pertains to lagged
causal connections. Secondly, according to both methods, a relationship between two signals is
identified if the measured value is different from zero for at least one frequency. Consequently,
noisy estimates can lead to the presence of spurious arcs.

E.2. Analysis of the cardinality of individual multiscale DAGs
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Figure 4: The figure
depicts the behavior of
the cardinality of the
individual multiscale
causal DAGs for the two
hemispheres and differ-
ent days of acquisition
along τ , normalized
by the number of arcs
of the fully connected
individual multiscale
causal DAG.

Figure 4 shows the impact of the hard-thresholding level τ on the cardinality of the arc set of
the individual multiscale causal DAGs for the two hemispheres and different days of acquisition. To
facilitate the interpretation of the plot, we normalize the cardinality of the arc sets by the number of
arcs of the fully connected individual multiscale causal DAG, i.e., (J ·N · (N − 1))/2. As we see,
τ = 0.2 is the first value (among those considered) that effectively reduces the cardinality of the arc
sets. Accordingly, we use this value in the analysis given in Section 6.

E.3. Comparison with baselines and analysis of the resulting MCBs by scale

Figures 5 and 6 show that the baseline methods retrieve dense networks for both the right and left
hemispheres. Consequently, these methods suggest that the common connectivity matrix involves
all the ROIs, in an intricate fashion.

Conversely, our method proposes sparse MCBs, which allow to extract meaningful informa-
tion from data. Figure 7 depicts the obtained results for the left (depicted on top) and the right
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(e) PDC

Figure 5: Connectivity backbones retrieved by the considered baseline methods for the left hemi-
sphere. ROIs numbering in Table 2.

hemispheres (bottom). We plot separately the causal backbones for distinct time scales, from the
finest on the left to the coarsest on the right. Additionally, to better visualize the results, we use the
following color coding inspired by the ROIs functions given in Table 2 :
• Red for ROIs corresponding to cognitive functions, attention, emotion, and decision-making;
• Orange for those related to auditory processing, speech and language processing, and memory;
• Blue for those concerning memory formation and memory retrieval;
• Pink for those associated with sensory integration and somatosensory;
• Purple for the ROIs within the visual network and related to the visual memory;
• Green for those within the motor network;
• Yellow for those regarding the motor control and the posture.

We provide below a detailed discussion of the obtained results, organized by scales.

Scale 1 ([0.694 − 0.347]Hz). Looking at the MCBs in Figures 7a and 7f, corresponding to the
finest scale, we observe a central role of the occipital lobe (23) within the visual network (VN), for
both hemispheres. It is also interesting to see the impact of the superior parietal gyrus (26), linked
to sensory integration and attention (Corbetta and Shulman, 2002; Culham and Kanwisher, 2001
and references therein), on the precuneus (30), central node of the default mode network (DMN,
Raichle et al., 2001; Buckner et al., 2008). This means that the integration of sensory informa-
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(e) PDC

Figure 6: Connectivity backbones retrieved by the considered baseline methods for the right hemi-
sphere. ROIs numbering in Table 2.

tion from different modalities, such as proprioception and vision, activates the self-awareness and
self-referential processing of 30. Continuing on this line, we see that the postcentral gyrus (25),
primarily involved in processing somatosensory information (Iwamura et al., 1994; Disbrow et al.,
2000), plays an important role. Specifically, it has an impact on the precentral gyrus (0), responsible
for the planning and execution of voluntary motor movements (Penfield and Boldrey, 1937; Rizzo-
latti and Luppino, 2001), which then activate the middle frontal gyrus (3), involved in higher-order
cognitive processes, such as decision-making Ridderinkhof et al. (2004); Koechlin et al. (2003).
Furthermore, 25 is shown to cause the activity of the supramarginal gyrus (28), which is involved in
sensorimotor integration and helps to bridge the gap between sensory perception and motor action
(Rushworth et al., 2003). We also notice, on the left hemisphere, an impact on the parietal inferior
gyrus (27), involved in cognitive processes (Caspers et al., 2006). We attribute to this connection
the same meaning as 26 → 30. In addition, we see that the inferior frontal gyrus (7), associated in
both hemispheres to emotion processing (Rolls, 2000 and references therein), impacts the middle
frontal (4) and superior frontal (2) orbital gyri, involved in emotion regulation (Zhao et al., 2020
and references therein) and cognitive functions (Hu et al., 2016), respectively. Finally, the mid-
dle temporal gyrus (39), which is involved in language and visual processing but also in episodic
memory and higher-level cognition (Davey et al., 2016; Briggs et al., 2021), is reported to influence
the activity of the superior temporal gyrus (37), related to auditory and language-related functions
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(Howard et al., 2000), and the temporal pole (38) which is linked to emotion, memory and social
cognition (Olson et al., 2007, 2013).

Scale 2 ([0.347 − 0.174]Hz). Looking at the MCBs in Figures 7b and 7g, corresponding to the
second finest scale, we still observe the key role of the 23 within the VN, for both hemispheres.
Interestingly, we have connections from 26 to nodes belonging to the DMN, but also a causal link
toward 23 in the VN, thus acting as a common cause. Hence, here the integration of sensory infor-
mation impacts visual processing as well. Furthermore, we see that the processing of somatosen-
sory information done by 25 is a common cause for the planning and execution of voluntary motor
movements, sensorimotor integration, and auditory and language-related functions. Among the red
nodes, we see again the central role of 7 within the orbital surface of the frontal lobe. Also, it is
interesting to see that the triangular part of the inferior frontal gyrus (6) mediates the effect of 3
on 7. This is consistent with the fact that the three nodes belong to the frontal executive network,
which enables cognitive flexibility, decision-making, planning, inhibition of irrelevant information,
and goal-directed behavior. Additionally, the superior frontal gyrus (lateral surface, 1), involved in
cognitive functions and attention (Boisgueheneuc et al., 2006), impacts the superior frontal gyrus
(medial surface, 11), which belongs to the DMN and thus relates to self-awareness and introspec-
tion. Finally, 39 tends to cause the other regions within the temporal lobe.

Scale 3 ([0.174 − 0.087]Hz). Referencing Figures 7c and 7h, we see that also at this scale we can
draw similar conclusions regarding the position of 23 within the VN, and the common cause role
of 25 and 26 related to sensory integration. Another analogy with the previous scales concerns
nodes 1 and 7, which continue to cause the DMN activity and executive control functions. In
addition, the causal graph corresponding to the left hemisphere highlights again the importance of
39 within the temporal lobe, and its impact on the angular gyrus, part of the DMN. However, two
distinctions from the previous scales emerge. The first concerns node 30, which is a common cause
for nodes in the DMN and the cuneus (21) of the VN. Specifically, 21 processes visual information
received from 23, as also shown in the previous two scales. Hence, the precuneus provides context
(e.g., episodic memory retrieval) to the cuneus, influencing how visual information is interpreted
during mind-wandering. The second regards the relations between nodes 0 and 25, belonging to
the sensory-motor network (Mantini et al., 2007; Smith et al., 2009), which is now reversed. The
bi-directionality of this interaction confirms that the two regions collaborate to control and sense
movements. Node 0 sends signals to initiate the movement, and 25 receives sensory feedback about
the position and state of the body during the action. Then, this information is used to calibrate
the subsequent voluntary action. Finally, in the left hemisphere, the central role of 39 within the
temporal lobe is further highlighted.

Scale 4 ([0.087− 0.043]Hz). The analysis of Figures 7d and 7i leads to conclusions similar to scale
3. Nodes 1 and 30 are confirmed to be key drivers for high-level cognitive processes and visual
processing. The impact of node 0 on 25 is reported, and the connections 26→ 23, 39→ 29 persist
at this scale as well.

Scale 5 ([0.043− 0.022]Hz). Looking at Figures 7e and 7j, we see that here the MCBs are sparser.
While the V-structure 11 ← 1 → 3 and the chain 0 → 25 → 8 persist in both hemispheres, the
connections 30→ 16 and 39→ 29 appear only on the left one. In addition, the interaction between
30 and 21 disappears at this frequency band.
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Figure 7: MCBs for the left and the right hemispheres. The main driver nodes are color-filled. ROIs
numbering in Table 2.
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E.4. Graphical representation of the SCBs
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(a) Left
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(b) Right

Figure 8: SCBs for (a) the left and (b) the right hemispheres. Color-filled nodes are the main drivers
within the MCBs in Figure 7.

In this appendix we provide the plots pertaining to the SCBs discussed in Section 6. In order to
facilitate the comparison with the MCBs in Figure 7 we use the same numbering and color-coding
for the ROIs.
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