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Abstract

Causal inference of exact individual treatment outcomes in the presence of hidden confounders is rarely possible. Recent work has extended prediction intervals with finite-sample guarantees to partially identifiable causal outcomes, by means of a sensitivity model for hidden confounding. In deep learning, predictors can exploit their inductive biases for better generalization out of sample. We argue that the structure inherent to a deep ensemble should inform a tighter partial identification of the causal outcomes that they predict. We therefore introduce an approach termed Caus-Modens, for characterizing causal outcome intervals by modulated ensembles. We present a simple approach to partial identification using existing causal sensitivity models and show empirically that Caus-Modens gives tighter outcome intervals, as measured by the necessary interval size to achieve sufficient coverage. The last of our three diverse benchmarks is a novel usage of GPT-4 for observational experiments with unknown but probeable ground truth.
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1. Introduction

In order for a regression model to make causal predictions, the effect of confounders must be disentangled from the effect of the treatment. For this reason, causal inference is closely related to the problem of domain shift, since the outcome predictor may be learned on observational data while being expected to perform well on the hypothetical domain with fully randomized treatments. More often than not, the available covariates are imperfect proxies for all the confounders in the causal system. This further compounds the task of causal inference, as the hidden confounders must somehow be taken into account. The best hope in these cases is to produce “ignorance intervals” that partially identify the causal estimands. The tighter the intervals, the more useful the partial identification, which depends on what can be said about the hidden confounders.

A sensitivity model (Rosenbaum and Rubin, 1983) in causal inference is a structural assumption (Manski, 2003) about the possible behavior of hidden confounders. It allows causal estimands to be partially identified as long as the extent of hidden confounding is consistent with the sensitivity model. The dependence of the treatment assignment on confounders, i.e. the conditional treatment propensity, is what makes a study observational rather than a fully randomized experiment. We consider sensitivity models that bound the complete propensity (colloquially, the true propensity of
treatment assignments for an individual, taking into account all relevant variables, observed or not) in terms of the nominal propensity (based just on observed covariates, allowing it to be estimated by regression.) Sensitivity models of this kind were first introduced by Tan (2006) and have become popular due to their generality and simplicity. The most common setting for these models, in line with Tan’s initial formulation, is of binary treatments (Jesson et al., 2021a; Kallus et al., 2019; Dorn et al., 2021), in which the Marginal Sensitivity Model (MSM) bounds the ratio of nominal-propensity odds to complete-propensity odds. When that ratio is unit, and the complete propensity equals the nominal propensity at all points, then the covariates are adequate to explain all the confounders. It is worthwhile to broaden the notion of the MSM in light of recent developments with MSM-like sensitivity models for continuous treatments (Jesson et al., 2022; Marmarelis et al., 2023) and other nonbinary domains. To accommodate these settings, we consider a general form of sensitivity model.

In this paper, we explore prediction intervals of causal outcomes due to interventions on the treatment variable, termed outcome intervals, that incorporate empirical uncertainties (Jesson et al., 2020) in addition to the orthogonal concept of hidden-confounding uncertainty. Outcome intervals predict individual outcomes of treatments disentangled from confounders, relying on a sensitivity model to guide partial identification in the presence of hidden confounders.

Figure 1. An illustration of the proposed method for causal outcome intervals. First, one samples predictors from a Bayesian posterior or otherwise learns an ensemble to approximate the distribution of outcome predictors that agree with the observational data. The ensemble average (grey dot) could be used to predict actual causal outcomes (red/blue dots). With hidden confounding, the learned ensemble might diverge substantially from the best predictor distribution to model causal outcomes. One cannot identify the correct distribution from observational data alone. Instead, a sensitivity model says how wrong this learned ensemble could be, and one optimizes with respect to weights on the ensemble elements for each individual and treatment in order to upper-bound the \((1 - \alpha/2)\) quantile and lower-bound the \((\alpha/2)\) quantile of the ensemble prediction. These intervals incorporate both empirical uncertainties from prediction quantiles and hidden-confounding uncertainties from the ensemble modulation. They are evaluated against ground-truth causal outcomes by removing confounding through interventions on test-set individuals, using (semi-)synthetic data.
1.1. Related Work

Our goal diverges from the great strides that have been made in the realm of multiply debiased and robust estimators for average outcomes of populations or subpopulations (Athey et al., 2019; Chernozhukov et al., 2018). Largely in the binary-treatment context, these estimators have been augmented with sharp partial identification methods (Dorn and Guo, 2022) that are guaranteed to be valid while not overly conservative. Dorn et al. (2021) accomplishes this partial identification at the cost of having to re-estimate outcome regressions every time the sensitivity model changes. Partial identification is less explored for nonbinary treatments, which are receiving increased attention (Nie et al., 2021; Kaddour et al., 2021; Bica et al., 2020; Wang et al., 2022). Separately, outcome statistics that are more complex than expectations are also of key interest in machine learning (Kallus and Oprescu, 2023), with diverse purposes like fairness-oriented measures (Kallus, 2022). Tight partial identification of these other statistics requires novel methodology. Partially identified outcome quantiles would be a step in that direction. We solve that problem in this paper for the purpose bounding above and below the individual outcome intervals—our current focus.

The state of the art for partially identified outcome intervals from binary treatments is conformalized (Yin et al., 2022; Jin et al., 2023), building on domain shift (Lei and Candès, 2021). Conformal inference looks at the empirical performance of a model to decide how to size its prediction set (interval). The simplicity of this approach coupled with its finite-sample statistical guarantees makes it widely applicable. However, conformalized intervals even in the causal setting are based on the behavior of the outcome predictor on the observed distribution. We hypothesize that heavily confounded observational data might make it difficult for causal conformal prediction to extrapolate to the unconfounded domain. In this paper, we offer an alternative approach that can benefit from a predictor ensemble’s inductive biases when constructing the causal outcome intervals.

1.2. Motivation

Instead of partial identification of (conditional) average treatment effect, (C)ATE, the conformal sensitivity analysis (CSA) (Yin et al., 2022; Jin et al., 2023) produces rigorous intervals for the individual treatment effect (ITE), in other words the outcome realization rather than expectation. CSA considers a predictor’s performance in a calibration set as a guide for determining prediction intervals out of sample. Partial identification tends to be formulated adversarially, in terms of minimizing/maximizing a causal estimand that is admitted by the problem’s constraints. CSA involves an optimization problem over the rebalancing weights applied to the calibration sample (Tibshirani et al., 2019; Lei and Candès, 2021). As the conformal method requires quantile estimates, it is impacted by theoretical implications on weighted quantile estimators. The variance of the estimator scales with the variance of the weights (Glynn et al., 1996, Theorem 1). If the weights were not inverse-propensity adjusted, then the conformal guarantees would fail due to distribution mismatch, so a large variance from covariate shift, for instance, cannot be avoided.

To avoid the statistical challenges associated with reweighing an observational sample, we posit that an ensemble capturing empirical uncertainties from the observational data could harness its inductive biases to extrapolate to causal outcomes (Jesson et al., 2020; Rame et al., 2022). These elements exist in Bayesian reasoning (Jaynes, 2003), which is a sound and scientific way to reconcile models with data. It incorporates parametric, distributional, structural, and prior knowledge into a posterior distribution of learned models that agree with the data. Even with large, deep models that are commonly developed in machine learning, the structural elements of the model contribute to its
performance in a general domain (e.g. Edelman et al., 2022). In the method presented below, we allow an ensemble’s learned biases to aid in extrapolation of the partially identifiable causal estimands. The mathematical connections are clear when the ensemble is supposedly from a Bayesian posterior, but in practice it can be learned in any way that sufficiently captures empirical uncertainties (Wild et al., 2023). See Figure 1 on the ensemble reweighing.

2. Approach

We present a versatile, modular procedure for taking an ensemble of outcome predictors and, in coordination with some causal sensitivity model, producing tight causal outcome intervals. We term this approach for causal outcome intervals via modulated ensembles “Caus-Modens.” The idea is to min/max an ensemble’s conditional quantiles by reweighing the predictors, yielding individual causal outcome intervals. First we list the fundamental assumptions for our causal inference.

Assumption 1 (Potential Outcomes) We adopt Rubin (1974)’s first two assumptions for potential outcomes. First, observation tuples of (outcome, assigned treatment, covariates) denoted as \( \{(y^{(i)}, t^{(i)}, x^{(i)})\}_{i=1}^{n} \), are i.i.d from a single joint distribution. This subsumes the Stable Unit Treatment Value Assumption (SUTVA), where units/individuals cannot depend on one another. Secondly, all treatment values have a nonzero chance of assignment for every individual in the data.

For a family of outcome predictor models \( M \), we use \( p_{M}(y | t, x ; \theta) \) to denote probability density functions constrained by one or more models in \( M \)—that is, \( M \) conveys the hard constraints implied by the choice of parametrization \( \theta \) and any other structural assumption. These models predict an outcome \( Y \) due to treatment assignment \( T \) and covariate \( X \). In Bayesian notation the posterior \( P(\Theta | D) \), given a dataset \( D \), induces a posterior predictive outcome distribution, which is described by a conditional expectation that averages the individual model predictions \( p_{M}(y | t, x ; \Theta) | D \):

\[
p_{M}(y | t, x ; D) = E_{\Theta} [p_{M}(y | t, x ; \Theta) | D].
\]  

In practice, this integration over viable parameters is simulated by Monte Carlo with an ensemble of learned models. For our purposes, \( \{\theta^{(j)}\}_{j=1}^{m} \) is assumed to be i.i.d from an estimator distribution (in the frequentist case) or posterior (in the Bayesian case, Li et al., 2023) with a density denoted as \( p(\theta | D) \) in either case. Our sensitivity analysis requires the estimation of a nominal propensity function as well, denoted by \( e_{t}(x) \), which can be a discrete probability or a continuous density.

The third potential-outcomes assumption is ignorability: absence of hidden confounders, where \( \{(Y_{t})_{t \in T} \perp \perp T \} | X \). It states that while the outcome would depend on the assigned treatment, a potential outcome for any treatment should not be affected by the treatment assignment, after conditioning on covariates. Our setting allows a bounded violation to the ignorability assumption.

Definition 1 (Hidden Confounding) \( \{(Y_{t})_{t \in T} \perp \perp T \} | X \), hence \( P(Y_{t} | T, X) \) may differ from \( P(Y_{t} | X) \) for the potential outcomes \( Y_{t} \) outside the assigned treatment \( (T \neq t) \), and similarly the complete propensity \( P(T | X, Y_{t}) \) is not the nominal propensity \( P(T | X) \) for any \( Y_{t} \).

Whichever sensitivity model is invoked to bound the extent of hidden confounding, all that is required for Caus-Modens is a pair of weight-bounding functions \( \omega(t, x), \overline{\omega}(t, x) \) that are partial identifiers of the potential-outcome probability density function, \( p(y_{t} | x) \). We introduce one layer of
indirect by referring to potential outcome models \( \theta_t \), heterogeneous in treatment \( t \) and covariate \( x \) (conditioning on the latter), that can only be partially identified by means of the learned outcome model \( \theta \). The real potential outcomes are therefore (partially) identified by marginalization over the potential models: \( p(y_t|x) = \int p(y|t,x,\theta_t) p(\theta_t|x;\bar{D}) \, d\theta_t \), assuming integrability. The role of the weights is in the relation \( p(\theta_t|x;\bar{D}) = \omega(\theta, t, x) p(\theta|t, x;\bar{D}) \), where \( p(\theta|t, x;\bar{D}) = p(\theta|\bar{D}) \) because the learned model is invariant. As mentioned, the weights can only be partially identified by the given sensitivity model. The reason for pushing our causal sensitivity analysis to the level of the outcome model is that it can be empirically favorable while remaining largely intuitive.

**Assumption 2 (Sensitivity Model as Weights)** The sensitivity model under consideration uses the propensity \( e_t(x) \) to produce bounds \( 0 < \omega(t, x) \leq 1 \leq \varpi(t, x) < +\infty \) on weights for partial identification of the outcome model, in the sense that there exists some \( \theta \mapsto \omega(\theta, t, x) \in [\omega(t, x), \varpi(t, x)] \) that recovers the true potential outcome model density function, \( p(\theta_t|x;\bar{D}) = \omega(\theta, t, x) p(\theta|\bar{D}) \).

This formulation readily accommodates a variety of recently proposed sensitivity models once we pose the complete propensity in terms of potential outcome models rather than direct potential outcomes. Instead of \( P(T \mid Y_t, X) \), we consider \( P(T \mid \Theta_t, X;\bar{D}) \).

**Example 1** For binary treatments, an MSM with violation-of-ignorability \( \Gamma > 1 \) bounds the ratio of complete-propensity odds and nominal-propensity odds to \( [1/\Gamma, \Gamma] \), implying (Kallus et al., 2019)

\[
\omega(t, x) = e_t(x) + \Gamma[1 - e_t(x)], \quad \varpi(t, x) = e_t(x) + (1/\Gamma)[1 - e_t(x)],
\]

where \( e_t(x) \) is the nominal propensity of binary treatment \( t \in \{0, 1\} \). Suppose the complete propensity is denoted as \( e_t(x, \theta) \) and gives the propensity of (binary) treatment given that the potential outcome model \( \Theta_t \) is known to be \( \theta \). The MSM can help partially identify this quantity, which on its own would make it possible to identify the potential outcome model. By the MSM,

\[
\left[ \frac{e_t(x)}{1 - e_t(x)} \right]^{-1} \frac{e_t(x, \theta)}{1 - e_t(x, \theta)} \in [\Gamma^{-1}, \Gamma^1].
\]

The bounded ratio of odds permits characterization of the counterfactual in the following equation:

\[
p(\theta_t|x) = \frac{p(\theta_t \mid T = t, X = x) e_t(x) + p(\theta_t \mid T = 1 - t, X = x)[1 - e_t(x)]}{\text{(factual)}}
\]

\[
+ \frac{p(\theta_t \mid T = 1 - t, X = x)[1 - e_t(x)]}{\text{(counterfactual)}}
\]

\[
= p(\theta|t, x)e_t(x) + [1 - e_t(x, \theta)]p(\theta_t|x), \quad \therefore \quad p(\theta_t|x) = \frac{e_t(x)}{e_t(x, \theta)}p(\theta|t, x),
\]

and \( \omega(\theta, t, x) \triangleq e_t(x)/e_t(x, \theta) \) according to Assumption 2, partially identifiable by Equation 2.

**Example 2** For continuous-valued treatments, a \( \delta \)MSM (Marmarelis et al., 2023) with parameter \( \Gamma > 1 \) likewise defines \( [\omega, \varpi] \) in terms of analytically tractable integrals over the propensity density.

Formally, Assumption 2 can be derived as a consequence of using a sensitivity model on the Radon-Nikodym derivative of the potential model \( \Theta_t \) with respect to the learned model \( \Theta \), while assuming absolute continuity between the two distributions:

\[
\omega(\theta, t, x) \triangleq \frac{dP(\Theta_t = \theta \mid X = x;\bar{D})}{dP(\Theta = \theta \mid T = t, X = x;\bar{D})} = \frac{p(\theta_t \mid x;\bar{D})}{p(\theta \mid \bar{D})}.
\]
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Moving forward, we denote empirical propensity estimates as \( \hat{e}_t(x) \) and hence the empirical weights as \( \hat{\omega}(\theta, t, x) \) with sensitivity bounds \([\hat{\omega}, \hat{\omega}]\). These are learned from the training data with sample size \( n \). On the other hand, posterior quantities approximated by a finite ensemble of size \( m \) shall use the hat symbol. The finite-sample version of Equation 3 below, for instance, is denoted as \( \hat{p}_M(y_t \mid x; D) \).

### 2.1. Sensitivity Analysis on Quantiles via Ensemble

Our proposal is to apply the weights from Assumption 2 directly over the outcome models. Concretely, the potential outcomes are described as a weight-modulated version of Equation 1:

\[
p_M(y_t \mid x; D) = \mathbb{E}_{\Theta} [\omega(\Theta, t, x) p_M(y \mid t, x; \Theta) \mid D], \quad \text{where } \omega(\cdot \mid t, x) \in [\bar{\omega}(t, x), \bar{\omega}(t, x)].
\]

Prediction intervals for individual outcomes would take the form \( [F^{-1}(\alpha/2), F^{-1}(1 - \alpha/2)] \) with expected miscoverage \( \alpha \) (mirroring the conformal usage,) where \( F_\omega(y) \) is the cumulative density of \( p_M(y_t \mid x; D) \), given in Equation 3. Partial identification entails an optimization over the outcome interval for maximal ignorance as admitted by the sensitivity model. We construct the program

\[
Y_t \mid X \in \left[ \inf F_{\omega_1}(\alpha/2), \, \sup F_{\omega_2}(1 - \alpha/2) \right],
\]

subject to \( \omega_1(y), \omega_2(y) \in [\bar{\omega}(t, x), \bar{\omega}(t, x)] \),

\( F_{\omega_1}(y) \) and \( F_{\omega_2}(y) \) are probability distributions.

A globally optimal greedy solution to the finite-sample problem with an ensemble is presented in Supplementary Algorithm 2, with the optimality criterion addressed in Theorem 4. A general procedure for maximizing (& minimizing) the ensemble quantile is provided in Algorithm 1.

---

**Algorithm 1: General Quantile Maximizer**

**Input:** Quantile rank \( \beta \), weight bounds \( (\hat{\omega}, \bar{\omega}) \) like those described in Assumption 2, and invertible cumulative density functions \( F_1(y), F_2(y), \ldots, F_n(y) \), which can be considered the conditional prediction distributions from the ensemble.

**Output:** Ensemble’s \( \beta \)-quantile, \( q := \sup \omega F^{-1}(\beta) \).

Initial \( w_i \leftarrow 1 \) for all \( i = 1, 2, \ldots, n \);

**while** global optimality is not met, according to Theorem 4, **do**

- Compute \( \beta \)-quantile of current \( F(y) := n^{-1} \sum_i w_i F_i(y) \);
- Find pair(s) of weight indices \((r, s)\) that violate the optimality condition per Theorem 4;
- Transfer weight between pair(s) \((w_r, w_s)\) such that the condition is satisfied for the pair(s);

**end**

---

### 3. Estimation Properties

Our main assumption beyond Assumptions 1 & 2 that enables a simple coverage guarantee of causal outcomes \( Y_t \) is that they are independently generated by some unobserved \( \Theta_t \sim P(\Theta_t \mid D) \). This requirement, marked by the subscript \( M \), aligns with our parametric setting and a Bayesian perspective. However, we acknowledge that this result is not as general as the conformal alternatives. We note, additionally, that the empirical evaluations of §4 do not necessarily enforce these conditions.
Lemma 2 (Empirical Coverage) For fixed values $t, x,$ and $\alpha \in (0,1)$, consider empirical weights $\hat{\omega}(\theta, t, x)$. Let $\hat{F}_{\hat{\omega}}$ be the cumulative distribution of the empirical, finite-ensemble estimate for the potential outcome of Equation 3, i.e. $\hat{p}_M(y \ | \ x; D) = \hat{E}_m[\hat{\omega}(\theta, t, x) \times p_M(y \ | \ t, x; \Theta) \ | \ D]$. Then for any $\varepsilon > 0$ and $\beta = \alpha + \varepsilon + 2E|\hat{\omega} - \omega|$, it holds with probability at least $1 - \beta$ that

$$
P_M[Y_t \in (\hat{F}_{\hat{\omega}}^{-1}(\alpha/2), \hat{F}_{\hat{\omega}}^{-1}(1 - \alpha/2)) \ | \ X = x] > 1 - 2\exp\{-m\varepsilon^2/2\}.
$$

We blend the finite-sample coverage result in Lemma 2 with partial identification. Theorem 3 characterizes the validity of the causal-outcome intervals from a finite ensemble of size $m$.

Theorem 3 (Valid Partial Identification) For fixed values $t, x,$ and $\alpha \in (0,1)$, consider weight boundary estimates $[\underline{\omega}, \overline{\omega}]$ yielded from a sensitivity model according to Assumption 2. Estimating a solution to the program in Equation 4 produces outcome intervals with hidden-confounding ignorance. Assume for the admitted extrema $\inf \hat{F}_{\hat{\omega}}^{-1}(\alpha/2)$ and $\sup \hat{F}_{\hat{\omega}}^{-1}(1 - \alpha/2)$, that $\hat{\omega}(\Theta) \in [\underline{\omega}, \overline{\omega}]$ almost surely. Now let $\beta = \alpha + \varepsilon + 2E[|\underline{\omega} - \hat{\omega}| \lor |\overline{\omega} - \hat{\omega}|]$ for any margin constant $\varepsilon > 0$. In this case, with probability at least $1 - \beta$,

$$
P_M[Y_t \in (\inf \hat{F}_{\hat{\omega}}^{-1}(\alpha/2), \sup \hat{F}_{\hat{\omega}}^{-1}(1 - \alpha/2)) \ | \ X = x] > 1 - 2\exp\{-m\varepsilon^2/2\}. \quad (5)
$$

Next, we justify our Supplementary Algorithm 2 by revealing a global optimality condition that can be reached greedily. Theorem 4 suggests a simple, monotonically nondecreasing update rule for an optimization algorithm: find pairs of ensemble components that disprove the optimality condition, and transfer weight between them.

Theorem 4 (Global Optimality Condition) The weight assignments $\hat{\omega}(\theta^{(i)}) \in [\underline{\omega}, \overline{\omega}]$ for a predictor ensemble $\{\theta^{(i)}\}_{i=1}^m$ maximize the $\beta$-quantile of the finite weighted mixture in the space of all admissible weight assignments if and only if there exists no pair of mixture components $(\theta^{(j)}, \theta^{(k)})$ such that weight can be transferred from $j$ to $k$, i.e. $\hat{\omega}(\theta^{(j)}) > \underline{\omega}$ and $\hat{\omega}(\theta^{(k)}) < \overline{\omega}$, and $j$ has more leftward mass than $k$, i.e. $F(q; \theta^{(j)}) > F(q; \theta^{(k)})$ where $q$ is the current $\beta$-quantile: $\beta = m^{-1}\sum_i \hat{\omega}(\theta^{(i)}) F(q; \theta^{(i)})$.

Some of the empirical tightness of the outcome intervals might stem from the preservation of continuity in the partially identified densities; by the definition of Lipschitz continuity on the reals,

Proposition 5 (Continuity of Outcome Density) If the predictor densities $p_M(y \ | \ t, x; \theta_i)$ are $C$-Lipschitz continuous, then the posterior outcome density $p_M(y_t \ | \ x; D)$ is $\overline{\omega}C$-Lipschitz.

On the other hand, a sample-based reweighing scheme like from Kallus et al. (2019); Jesson et al. (2021a) does not preserve any implied continuity of the partially identified probability density.

4. Empirical Evaluations

We present three benchmarks comparing the tightness of the outcome intervals produced by CausModens and the prevailing conformalized causal sensitivity analyses. As discussed in §1, these conformal approaches encompass the state of the art in partial identification of individual outcomes and not outcome expectations. We first list the baselines and then detail the evaluation procedure.
**The baseline methods.** We consider various combinations and ablations of conformal sensitivity analysis (CSA) (Yin et al., 2022; Jin et al., 2023) with the two state-of-the-art conformal backbones: distributional conformal prediction (DCP) (Chernozhukov et al., 2021) and conformalized quantile regression (CQR) (Romano et al., 2019). The CSA studies relied on CQR for their implementations. In the meanwhile an even more adaptive procedure, DCP, was proposed. For completeness in our analysis we constructed a “supercharged” baseline that combined CSA with DCP.

Since we learned an entire ensemble for each benchmark, we usually allowed the conformal alternatives to also harness the empirical uncertainties captured by the ensemble. Again, this was done in an attempt to be as favorable to the conformal alternatives as possible. Ensembled baselines were marked by the “Ens.” prefix, and the one baseline without that simply used a single model drawn from the ensemble. The predictive modeling foundations for all methods were kept the same so that there was no question about differential modeling performance leading to different results between Caus-Modens and baselines. This ensured the benchmarks were commensurate. For instance, whereas CQR normally calls for quantile regression, we fed it quantiles of the ensemble-marginalized distributional prediction. We list the actual baselines implemented:

- Ens-CSA-DCP — the main conformal baseline with all the beneficial components;
- Ens-CSA-CQR — similar to the above, but with the more standard CQR;
- CSA-DCP — the non-ensembled ablation;
- Ens-DCP — the non-CSA (non-causal) ablation.

**How tightness is measured.** Most of our results were reported with a concept of coverage efficiency. As is customary with studies on conformal inference, we set a target coverage level. Then we observed the size of the intervals required to achieve that level of coverage on a causal test set where treatments were de-confounded (the smaller the intervals, the more efficient the coverage.) The logic of this strategy is that a tighter partial identification should require less implied hidden confounding (via the sensitivity model) to cover the causal outcomes, relative to a more conservative method that does not utilize the sample statistics or problem assumptions effectively. Each result section (§4.1, §4.2, §4.3) defined a domain-specific cost function to measure the size of the outcome intervals. Tighter intervals had lower cost. We always used Tan (2006)’s sensitivity model for binary treatments (MSM) and varied its single parameter \( \Gamma \) for the extent of violation to the ignorability assumption. We explored the landscape between and including \( \Gamma = 1 \), where ignorability holds, and \( \Gamma = 50 \), where all methods would plateau. We used binary search to identify the smallest \( \Gamma := \Gamma^* \in [1, 50] \) that achieves a target coverage, like 95% of the test set. That point could be \( \Gamma = 1 \), the no-hidden-confounding condition. On the other hand, an experiment was classified as a failure if the method never reached the target coverage. The cost function evaluated at a successful \( \Gamma^* \) was termed the coverage cost.

**Training the predictors.** Whereas Caus-Modens was conceived in a Bayesian framework, in practice, deep ensembles tend to achieve better accuracy than Bayesian neural networks and similarly quantify empirical uncertainty (Lakshminarayanan et al., 2017; Pearce et al., 2018; Fort et al., 2019; Rahaman et al., 2021). Caus-Modens ultimately requires a sample of predictive models, whether from a posterior or an estimator distribution. The focus of our evaluations is the sensitivity analyses once models have been learned. Hence, we use deep ensembles of cardinality 16 in our reported benchmarks. We trained fully connected feedforward neural networks with sigmoid activations for both the outcome and the propensity predictors. Hyperparameter and architecture selection was done...
4.1. Classical Benchmark (IHDP)

The IHDP dataset in causal literature is a semi-synthetic classical benchmark for CATE estimation (e.g. Louizos et al., 2017; Jesson et al., 2021b; Samothrakis et al., 2022). It contains binary treatments with covariate shift, and simulated real-valued outcomes, for 747 individuals. The original covariates are eight real and nineteen binary attributes. To induce hidden confounding, we obscured the binary covariates. The benchmark task was to predict the $T = 1$ (potential) outcomes of the test set. Due to the smallness of the sample, we randomly allocated 10% of the data to the validation set and 20% to the test set. In addition to hyperparameter selection, the validation set served for calibration in the conformal baselines for maximal resourcefulness. The whole calibration set consisted of $3/7$ths of the otherwise-labeled training set for an ultimate 50-50 estimation-calibration split, as is recommended with split conformal prediction (SCP) (Papadopoulos et al., 2002). In other words, Caus-Modens utilized the entire training set, and the conformal baselines used $4/7$ths of the training set for estimation and the rest for calibration. We also tested a 75-25 SCP split rather than 50-50, to similar effect.

Cost function & results. The cost function was the absolute length of the interval scaled to the empirical standard deviation of the outcomes. We first tested Caus-Modens against Ens-CSA-DCP for three target coverages shown in Figure 2. Caus-Modens produced tighter intervals with Wilcoxon signed-rank test $p < 0.05$. This dataset was noteworthy for the occurrence of failures in the conformal approach and complete success in Caus-Modens for achieving the target coverage. Supplemental Table 3 shows how other conformal configurations induced more failures. For Caus-Modens we found that the size of the ensemble beyond 16 predictors ceased to impact the coverage cost.
4.2. Novel Semi-synthetic Benchmark (PBMC)

Recent widely celebrated single-cell RNA sequencing (scRNAseq) modalities have enabled an unprecedented view into human physiology (Jovic et al., 2022). The complex relations between the expressions of roughly 20,000 genes makes it a good source for benchmark datasets with unintuitive statistics. We obtained a relatively clean dataset of well-characterized peripheral blood mononuclear cells (PBMCs) (Kang et al., 2018) and randomly projected the gene expressions into 32 observed and 32 unobserved confounders, as well as a treatment variable that was discretized to binary values. The simulated outcome was a completely random quadratic form of all these 32+32+1 variables, ensuring arbitrary relations between treatment assignment, confounders, and outcome.

A current shortcoming of partial identifiers for expectations of causal quantities, like ATE and CATE, is that they were not designed for heavy-tailed outcomes. We showcase Caus-Modens in this light, using the Cauchy distribution for simulated PBMC outcomes. The Cauchy distribution has several scientific uses, including the modeling of physical & financial phenomena (e.g. Kagan, 1994) and specifying priors for variance (Gelman, 2006). It is considered “pathological” because it has no mean or higher moments. The sample mean is also Cauchy distributed—for it is a stable distribution (Nolan, 2020)—and diverges in large samples. However, a viable alternative is to estimate the tail parameters by maximum likelihood (e.g. Huisman et al., 2001; Taleb, 2020). Parametric approaches are paramount to characterizing pathological distributions like the Cauchy, which are punctuated by extreme rare events. This simple benchmark highlights the value of inductive bias.

Cost function & results. For an interpretable measure than can be aggregated across multiple experiments, the cost function for Cauchy-outcome intervals was the interval length scaled to the smallest achieved length in each setting. Table 1 displays these relative costs for a high coverage target of 99%, evaluating each method’s ability to characterize Cauchy tails. Caus-Modens achieved significantly lower costs than the CSA baselines while meeting target coverage on average, and the non-causal Ens-DCP had similar cost for greater miscoverage, with failure on average.

<table>
<thead>
<tr>
<th>Method</th>
<th>Achieved Coverage ↑</th>
<th>Coverage Cost ↓</th>
<th>Avg. Coverage Loss ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caus-Modens</td>
<td>99.15 (0.20) %</td>
<td>0.28 (0.15)</td>
<td>0.028 % pts</td>
</tr>
<tr>
<td>Ens-CSA-DCP</td>
<td>99.58 (0.32) %</td>
<td>1.51 (1.94)</td>
<td>0.002 % pts</td>
</tr>
<tr>
<td>Ens-CSA-CQR</td>
<td>99.57 (0.32) %</td>
<td>1.51 (1.84)</td>
<td>0.003 % pts</td>
</tr>
<tr>
<td>CSA-DCP</td>
<td>99.60 (0.32) %</td>
<td>1.50 (1.82)</td>
<td>0.002 % pts</td>
</tr>
<tr>
<td>Ens-DCP</td>
<td>98.95 (0.45) %</td>
<td>0.30 (0.20)</td>
<td>0.206 % pts</td>
</tr>
</tbody>
</table>

Table 1. PBMC results from 16 independent dataset generations and inferences. We set the random seed to the predetermined value 0 prior to generation for reproducibility and transparency. We present average achieved coverages and standard deviations for a target of 99%, accompanied by relative coverage costs for the trials that met the target, and the average nonnegative loss in coverage percentage points, which was positive for trials with coverage below 99%.

4.3. Novel Benchmark via GPT-4 (AITA)

Semi-synthetic causal benchmarks like PBMC can be designed to harness the arbitrary statistical relations in real data. Still, the outcome must have pre-specified functional relations with the
treatment and confounders. With the proliferation of causal-inference studies proposing new methods for various settings, there is a need for flexible yet realistic benchmarks. In this result section we took a step in building a new kind of observational dataset that includes intervention results without the challenges of actually bringing in a randomized control experiment for testing the causal inference. We used the celebrated large language model (LLM) GPT-4 (OpenAI, 2023) that has demonstrated remarkable capabilities in emulating human text (Brown et al., 2020). One can use an LLM to sample complex outcomes from observational datasets and also query textual interventions. We seek to promote this usage of large generative models for benchmarking causal inference (Curth et al., 2021).

We framed the novel inference task in the format of the r/AmITheAsshole subreddit (hence the name of this benchmark, AITA.) The subreddit is a scientifically attractive setting because the rules and structure of the forum are clean: users post personal stories of conflict, and comments offer opinions on whether the author was at fault in the way the story transpired. A verdict is determined by the upvote mechanism on comments. Data from this subreddit have recently served as a vessel for human perspectives (Botzer et al., 2022) and moral judgment (Plepi et al., 2022) in the computational social sciences. For the sake of a causal benchmark, we asked GPT-4 to act as moral arbiter on real posts from the subreddit (O’Brien, 2020). That way there would be no doubt about the real-world salience of the data, while permitting interventions via the LLM. The treatment variable was the customary self-identified gender, which is binary between ‘F’ and ‘M’ (a limiting and problematic format.) Nevertheless, this variable allowed us to assess a bias in GPT-4’s verdicts.

The mechanics of GPT-4’s “intuitive process” are so complex that it would be difficult to predict its moral judgments through a much simpler outcome predictor that would necessarily be trained on a relatively small sample of text embeddings: the AITA posts that have discernible gender markers. We changed this benchmark in order to simplify the prediction problem. Concretely, the outcome predictor was tasked with denoising an artificially noised GPT-4 verdict, utilizing the gender (treatment) and topic (covariates) information of the post. See Supplemental Figure 4 for a diagram. Topics were represented by five-dimensional embeddings like in BERTopic (Grootendorst, 2022). To strengthen the bias in GPT-4, we coupled the real indicated gender with synthetic ages so that authors were either 30-year old men \( (T = 0) \) or 70-year old women \( (T = 1) \). Caus-Modens and baselines were tasked with predicting the causal effect of \( T \) on the denoised verdict.

**Cost function & results.** The GPT-4 verdict was a number from 1–99, afterwards rescaled to the unit interval, and then logit-transformed to be modeled by normal distributions. These outcomes had a standard deviation of 0.62 and the artificial noise standard deviation was selected to be 0.5. After learning the outcome (and propensity,) we focused on the woman gender arm of potential outcomes for the intervention testing set. Verdict-noise variance out of sample was reduced by 40% with the predictors. We chose two cost functions for evaluating coverage efficiency: the absolute units of outcome interval size, and mass units computed as the integral of the empirical marginal outcome distribution along the interval. Figure 3 shows the rate of tightest intervals for all the evaluated methods that reached sufficient coverage, in both units and at a wide array of coverage targets.

At 70% coverage, the verdict overlap between genders is smaller with Caus-Modens outcome intervals than with Ens-CSA-DCP for 20.0 (0.8) % of the posts, with the rest being equal in the empirical probability mass units, and none in the other direction. This suggests that Caus-Modens identifies more gender bias in GPT-4’s moral judgments. The doubly robust and debiased ATE estimator (Yao et al., 2021) for gender effect suggests that \( \text{ATE} = -0.07 \) with Student \( t \)-test \( p < 0.05 \), likewise revealing a gender bias towards young men being more wrong than old women according to
Figure 3. Share of the test set that each method produced the tightest intervals, shown in absolute (left) and mass (right) units, at a wide range of target coverages. Lines are widened by standard errors. The four listed methods always achieved the target, whereas the unlisted Ens-DCP failed frequently. The presence of ties, particularly in the right subplot, allows the shares to add up to more than unit.

GPT-4. Table 2 compares GPT-4 verdicts to the original Reddit verdicts and displays coverage costs for different judgment regimes. Caus-Modens consistently outperformed Ens-CSA-DCP, which was the best of the baselines according to Figure 3, even in empirical mass units.

<table>
<thead>
<tr>
<th>Counts</th>
<th>Reddit right</th>
<th>Reddit wrong</th>
<th>Costs</th>
<th>Reddit right</th>
<th>Reddit wrong</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4 right</td>
<td>1303 [58%]</td>
<td>276 [12%]</td>
<td>GPT-4 right</td>
<td>0.36* / 0.38</td>
<td>0.38 / 0.39</td>
</tr>
<tr>
<td>GPT-4 wrong</td>
<td>430 [19%]</td>
<td>250 [11%]</td>
<td>GPT-4 wrong</td>
<td>0.39* / 0.41</td>
<td>0.35 / 0.37</td>
</tr>
</tbody>
</table>

Table 2. Confusion matrix of Reddit versus GPT-4 verdicts (left) and the 70%-coverage costs of Caus-Modens against Ens-CSA-DCP for those stratified posts (right). Bold: $p < 0.05$; asterisk: $p < 0.01$. As the GPT-4 verdict was given on a sliding scale, we chose a right/wrong threshold by equalizing its marginal rate with Reddit’s. If we chose the midpoint of the verdict spectrum, there would have been many more wrong than right verdicts from GPT-4. This can be explained by a higher threshold for the designation of “asshole” to the author of a post, as is the Reddit protocol.

5. Discussion

We present three benchmarks, IHDP, PBMC, and AITA, on which our proposed Caus-Modens yields tighter coverage than the state of the art in adaptive conformal prediction with causal sensitivity analysis. In IHDP (§4.1), the conformal baselines failed at least once out of ten trials to achieve coverage by reweighing the calibration set. The costs of non-failures tended to be larger than Caus-Modens’ at the same target coverage. Caus-Modens did not fail at all for IHDP. The failure rate of the conformalized sensitivity analyses highlights potential pitfalls of reweighing a finite observational sample to achieve coverage of causal outcomes. Valid coverage for CSA is contingent on correct propensity specification (see Lemma 3, Yin et al., 2022), which may be a challenge in certain applications with strong, high-dimensional covariate shift.
Prediction Intervals for Causal Outcomes

In the much larger PBMC (§4.2) benchmark, Caus-Modens achieved the tightest coverage for the majority of the trials. PBMC leveraged the relations between gene expressions in human cells by randomly projecting them into confounders and treatment. Further, it enabled the demonstration of Caus-Modens quantile predictions for extremely heavy tails. In the novel AITA benchmark (§4.3), which used an LLM to generate extremely complex causal outcomes with access to interventions, we also demonstrated that the outcome intervals produced by Caus-Modens were consistently more informative, in terms of share of tightest coverage, than the intervals produced by the baselines.

Empirical uncertainty via ensembles. Ensemble-based uncertainty quantification in deep learning remains an active field of study (Shen and Cremers, 2022; Ashukha et al., 2020; Wimmer et al., 2023; Theisen et al., 2024). We employed the classic deep ensemble (Lakshminarayanan et al., 2017) for our results. However, our approach is flexible and works with many kinds of “ensembles,” even those that are implicitly defined, as with MC dropout (Gal and Ghahramani, 2016), or the inducible model distribution in Bayesian neural networks (Wenzel et al., 2020).

Using a sensitivity model. As mentioned in Examples 1 & 2, popular sensitivity models for hidden confounding like the MSM are parametrized by a single $\Gamma \geq 1$, with $\Gamma = 1$ signifying no hidden confounders. In past studies, $\Gamma$ has been informed by domain knowledge (Cornfield et al., 1959) or data-driven heuristics (Hsu and Small, 2013). Without domain knowledge, a sensitivity model can help rank heterogeneous causal effects (across observational units, or even types of treatment) by apparent robustness to hidden confounding. Our empirical evaluations tested the alignment of the ensembled sensitivity model with the ground truth of semi-synthetic hidden confounders.

Societal concerns. We wish to emphasize that GPT-4’s verdicts on morality in the AITA scheme should not be considered as an approximation of human moral judgements. GPT-4 is biased in poorly understood ways by its architecture and training data (Yu et al., 2024; Gallegos et al., 2023; Ferrara, 2023). Further, the biases isolated in the circumscribed scope of these experiments do not necessarily even reflect the general biases present in GPT-4.

Limitations. Causal inference methods always depend on the appropriateness of the assumptions. In our case, this includes assumptions about the data-generating process (namely constraints on the hidden confounders, via a sensitivity model) and the quality of the estimates. Our method elevates the role of empirical uncertainty relative to many prior works. However, in contrast with recent alternatives, Caus-Modens may be less conservative by relying more on parametric, structural, and inductive constraints. Hence, it could also be more vulnerable to model misspecification.

6. Conclusion

Our simple ensemble-based partial identification of outcome quantiles is a promising approach to prediction intervals that leverages the inductive biases of deep models. In addition to coverage efficiency, it accommodates various sensitivity models and adapts them to a novel formulation of potential posteriors that justifies the weight-modulation of an ensemble. Future work could explore how to regularize Caus-Modens to be sharper in its partial identification, especially in general (non-binary) treatment domains that are less explored.
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Appendix A. Algorithm

**Algorithm 2: Greedy Quantile Maximizer** (minimizer version is trivial)

**Input:** Quantile rank $\beta$, weight bounds $(\underline{w}, \bar{w})$ like those described in Assumption 2, and invertible cumulative density functions $F_1(y), F_2(y), \ldots, F_n(y)$, which can be considered the conditional prediction distributions from the ensemble.

**Output:** Ensemble’s $\beta$-quantile, $q := \sup_w F^{-1}_i(\beta)$.

Initialize $w_i \leftarrow 1$ for all $i = 1, 2, \ldots n$;

Compute initial search bounds $\underline{q} \leftarrow \min_i F^{-1}_i(\beta)$ and $\bar{q} \leftarrow \max_i F^{-1}_i(\beta)$;

while not converged do

  Binary-search for $q \leftarrow F^{-1}(\beta) \in (\underline{q}, \bar{q})$, where $F(y) := n^{-1} \sum_i w_i F_i(y)$;

  Compute masses $\alpha_i := F_i(q)$ for every $i$ and sort in ascending order (without relabeling);

  Find receiver $r := \arg \min_i \alpha_i$ such that $w_i < \bar{w}$;

  Find sender $s := \arg \max_i \alpha_i$ such that $w_i > \underline{w}$;

  if $r \geq s$ then

    break;

  end

  Compute receivable $a := \bar{w} - w_r$ and sendable $b := w_s - \underline{w}$;

  if $a < b$ then

    Transfer $w_r \leftarrow \bar{w}$ and $w_s \leftarrow w_s - a$;

  else

    Transfer $w_s \leftarrow \underline{w}$ and $w_r \leftarrow w_r + b$;

  end

  Refine search bounds $\underline{q} \leftarrow q$;

end

This algorithm has quadratic asymptotic runtime in the ensemble size. As the bottleneck tends to be the quantile-search subroutine, one may benefit from implementing a bulk weight-transfer procedure using Algorithm 2 as a starting point.

Appendix B. Proofs

**Proof** [Lemma 2] We study estimation errors in the weights in a manner inspired by Theorem 3 (supplementary) of Lei and Candès (2021). In our case, we study the cumulative distribution function (CDF) estimate

$$\hat{F}_\omega(y) = m^{-1} \sum_{j=1}^m \tilde{\omega}_j F_j(y) = m^{-1} \sum_{j=1}^m \tilde{\omega}(\Theta^{(j)}) F(y; \Theta^{(j)})$$

for $\hat{p}_M(y_t | x; D) = \hat{E}_m[\tilde{\omega}(\Theta, t, x) \times p_M(y | t, x; \Theta) | D]$ with $t$ and $x$ omitted for brevity. We wish to accurately predict $Y_t \sim p_M(Y_t | X = x; D)$. Our main tool will be Hoeffding’s inequality (Wainwright, 2019) in this endeavor. Namely, for any $u > 0$,

$$\mathbb{P}[m\hat{F}_\omega(y) - \mathbb{E} m\hat{F}_\omega(y) \geq u] \leq \exp\{-2u^2/m\}$$
because the individual CDFs are independent conditional on a fixed \( y \), and take the range \([0, 1]\). We focus on the upper bound (with quantile \( 1 - \alpha/2 \)) of the prediction interval first, and extend that result to the lower bound by a symmetry argument.

Resolving the expectation and factoring out \( m \), we find

\[
\mathbb{P}[\hat{F}_\omega(y) - F_\omega(y) \geq u] \leq \exp\{-2mu^2\} \quad \text{where} \quad F_\omega(y) = \mathbb{E}[^\omega F(y; \Theta)].
\]

We observe that \( \hat{F}_\omega(y) = \mathbb{E}[\omega F(y; \Theta)] + \mathbb{E}[(\tilde{\omega} - \omega)F(y; \Theta)] = F_\omega(y) + F_{\omega - \omega}(y) \). Now let \( u = 1 - F_\omega(y) + \alpha/2 \) for the upper bound. This implies \( \mathbb{P}[\hat{F}_\omega(y) \geq 1 - \frac{\alpha}{2}] \leq \exp\{-2m[1 - F_\omega(y) + \frac{\alpha}{2}]^2\} \).

Now we introduce the margin \( \epsilon > 0 \) and note that when \( F_\omega(y) + \epsilon \leq 1 - \frac{\alpha}{2} \), then \( u > 0 \) and we have

\[
\mathbb{P}[\hat{F}_\omega(y) \geq 1 - \frac{\alpha}{2}] \leq \exp\{-2m\epsilon^2\} \iff \mathbb{P}[\hat{F}_\omega(y) < 1 - \frac{\alpha}{2}] > 1 - \exp\{-2m\epsilon^2\}. \]

Plugging in \( y := Y_t \) from the test set defined above, we find that this law is satisfied when \( F_\omega(Y_t) \leq 1 - ((\frac{\alpha}{2} + \epsilon + F_{\omega - \omega}(Y_t)) \). The fact that \( F_\omega(Y_t) \) is uniformly distributed (following Assumption 2) allows us to conclude that the condition is met with probability at least \( 1 - (\frac{\alpha}{2} + \epsilon + \mathbb{E}|\tilde{\omega} - \omega|) \), observing the triangle inequality of the absolute norm.

Applying the same reasoning to the prediction interval’s lower bound eventually yields

\[
\mathbb{P}\left[\frac{\alpha}{2} < \hat{F}_\omega(Y_t) < 1 - \frac{\alpha}{2}\right] > 1 - 2 \exp\{-2m\epsilon^2\}.
\]

with aggregate probability \( 1 - \beta' \) for \( \beta' = \alpha + 2\epsilon + 2\mathbb{E}|\tilde{\omega} - \omega| \). Applying the inverse CDF and substituting \( \epsilon := \epsilon/2 \) (without loss of generality), we obtain the final form \( \beta = \alpha + \epsilon + 2\mathbb{E}|\tilde{\omega} - \omega| \); hence with probability \( 1 - \beta \),

\[
\mathbb{P}\left[Y_t \in \left(\hat{F}_\omega^{-1}(\alpha/2), \hat{F}_\omega^{-1}(1 - \alpha/2)\right]\right] > 1 - 2 \exp\{-m\epsilon^2/2\}.
\]

\[\blacksquare\]

**Proof** [Theorem 3] Here we extend Lemma 2 to partially identifiable weights that yield an admissible set of prediction intervals. The outcome interval under consideration is the union of all these admissible intervals. This is attained by a supremum over the upper bound and an infimum over the lower bound. In applying Hoeffding’s bound on the upper bound, we can replace Equation 6 with

\[
\mathbb{P}[\hat{F}_\omega^+(y) - F_\omega^+(y) \geq u] \leq \exp\{-2mu^2\} \quad \text{such that} \quad \hat{F}_\omega^+(y) = \sup \hat{F}_\omega(y).
\]

Additionally, we define \( \omega^+ \) to satisfy \( \hat{F}_\omega^+(y) = \sup \hat{F}_\omega(y) \). Let \( \beta = \alpha + \epsilon + \mathbb{E}|\tilde{\omega}^+ - \omega^+| + \mathbb{E}|\tilde{\omega}^- - \omega^-| \) where \( (\tilde{\omega}^-, \omega^-) \) are analogously defined for their respective infima. By a straightforward extension of Lemma 2, we have Equation 5 with probability at least \( 1 - \beta \). By the assumption stated in this theorem, we know that \( \tilde{\omega}^+(\Theta) \in \{\tilde{\omega}, \omega\} \) almost surely over the weight assignments. It is clear, then, that \( \mathbb{E}|\tilde{\omega}^+ - \omega^+| + \mathbb{E}|\tilde{\omega}^- - \omega^-| \leq 2\mathbb{E}|\tilde{\omega} - \omega| \lor |\tilde{\omega} - \omega| \), completing the proof. \[\blacksquare\]

**Proof** [Theorem 4] The putative optimality condition for the maximization problem solved by Algorithm 2, restated, is for there to be no pair of mixture components \((\theta^{(j)}, \theta^{(k)})\) such that \( \omega(\theta^{(j)}) > \omega \) and \( \omega(\theta^{(k)}) < \overline{\omega} \), as well as \( F(q; \theta^{(j)}) > F(q; \theta^{(k)}) \) where \( q \) is the current \( \beta \)-quantile:

\[
\beta = F(q) \triangleq m^{-1} \sum_i \omega(\theta^{(i)}) F(q; \theta^{(i)}).
\]
We will prove both directions of entailment to establish equivalence. First, we must show that if the quantile is maximized, then the condition holds. Suppose that \( q \) is the maximal quantile under the problem constraints and the condition is not satisfied, so there indeed is a pair \((\theta(j), \theta(k))\) as described. This implies that there is weight that could be transferred, of the amount
\[
\Delta \omega \triangleq \min\{\omega(\theta(j)) - \omega, \omega - \omega(\theta(k))\} > 0.
\]
Transferring that weight would yield a new mixture
\[
G(\cdot) = \frac{1}{m} \sum_i \omega(\theta(i))F(\cdot; \theta(i)) + \frac{\Delta \omega}{m}[F(\cdot; \theta(k)) - F(\cdot; \theta(j))],
\]
with the consequence of \( G(q) < F(q) \) because \( F(q; \theta(j)) > F(q; \theta(k)) \). Therefore \( G^{-1}(\beta) > q \) due to monotonicity and \( q \) is not the optimal quantile. By contraposition, optimality entails our stated optimality condition. Now for the converse.

With similar notation as above, we have \( F(q) = \beta \) but come into the possession of some feasible \( G(\cdot) \) where \( G(q^*) = \beta \) and \( q^* > q \), so \( q \) is no longer optimal. Deconstruct \( G(\cdot) = m^{-1} \sum_i \omega'(\theta(i))F(\cdot; \theta(i)) \). By monotonicity, \( G(q) < F(q) \). Hence
\[
m^{-1} \sum_i [\omega'(\theta(i)) - \omega(\theta(i))]F(\cdot; \theta(i)) < 0.
\]
Ignoring the identical pairs of weights between \( F \) and \( G \),
\[
\sum_{i \in \mathcal{A}} [\omega(\theta(i)) - \omega'(\theta(i))]F(q; \theta(i)) > \sum_{i \in \mathcal{B}} [\omega'(\theta(i)) - \omega(\theta(i))]F(q; \theta(i)),
\]
where \( \mathcal{A} \triangleq \{i : \omega(\theta(i)) > \omega'(\theta(i))\}, \quad \mathcal{B} \triangleq \{i : \omega'(\theta(i)) > \omega(\theta(i))\}. \) At the same time, \( \sum_{i \in \mathcal{A}} [\omega(\theta(i)) - \omega'(\theta(i))] = \sum_{i \in \mathcal{B}} [\omega'(\theta(i)) - \omega(\theta(i))] \) because of the constraint on the probability simplex. For the above inequality to be valid alongside this equality, there must be at least one pair \((j \in \mathcal{A}, k \in \mathcal{B})\) such that \( F(q; \theta(j)) > F(q; \theta(k)) \). Hence the negation of the optimality condition holds, and by contraposition we prove the other entailment direction. \( \blacksquare \)
Appendix C. Experimental Details on PBMC

The original PBMC dataset (Kang et al., 2018) had 14,039 cells that were used as data points for our benchmark. In each of the 16 trials, we randomly allocated $8,192 (2^{13})$ training instances, $2,048 (2^{11})$ validation instances, and $2,048 (2^{11})$ test instances from the original sample. Then we designed the causal system by projecting the cells’ 17,796 gene expressions into vectors

$$V \triangleq \langle 32 \text{ visible confounders}, \ldots, 1 \text{ treatment}, 32 \text{ hidden confounders}, \ldots \rangle \in \mathbb{R}^{65}$$

by drawing 65 i.i.d normal coefficients. The 64 confounding entries were rank-normalized to give them Uniform[0, 1] marginals. The treatment entry was binarized by thresholding at $2/3$ so that the data were slightly unbalanced with more ($T = 0$) observations. The outcome link was determined by a random matrix $M_{ij} \sim \text{i.i.d Normal}(0, 1)$. The diagonal coefficient $M_{33,33}$ corresponding to the treatment entry was upscaled by a factor of 64 to keep the treatment effect discernible from the rest. The pre-noised outcome $U \triangleq V^T M V$ endured strong quadratic treatment and confounding effects. Finally, the observed outcome was Cauchy($\mu = U, \sigma = 1$)-distributed as motivated in §4.2.

We aimed to keep this mathematical construction of the semi-synthetic benchmark parsimonious by introducing a minimal number of design choices and nontrivial default values.

Appendix D. Experimental Details on AITA

Figure 4. Illustration for the AITA benchmark as a denoising task. The predictor receives a rough verdict through a noisy channel, relieving it from having to learn the moral judgment of GPT-4 and allowing it to focus on the biases due to gender and topics that help with denoising.

Figure 4 depicts the experimental setup. We used OpenAI’s gpt-4-0314 API model. The O’Brien (2020) dataset contained 11,862 posts with detectable gender identifiers, of which 9,000 were reserved for the observational data. 8,000 of those were for training and the other 1,000 for validation. The 2,862 posts that were not included in the observational dataset were used as the causal outcome test set by intervening on the gender variable before feeding them into GPT-4. Please
refer to `scripts/aita-preprocessing.py` in the supplementary source for all the querying and preprocessing details. Processed data are included as CSVs. View the chat-prompt prologue below.

System | You are an average person acting as a subjective moral arbiter on r/AmITheAsshole. Whenever someone presents a story, you respond with a number from 1 to 99 where 1 is noble, 49 is completely neutral (rare), and 99 is atrocious.

User | I was mean for no reason.

Assistant | 90

User | I tipped the waiter more than usual.

Assistant | 10

Unfortunately, we hit OpenAI’s GPT-4 quota before we could evaluate all arms of the potential outcomes. It did not hinder the benchmark, but it did prevent thorough analysis of the causal system.

**Appendix E. Additional Results for IHDP**

<table>
<thead>
<tr>
<th>Conformal Baseline</th>
<th>50 - 50 Split</th>
<th>75 - 25 Split</th>
<th>87.5 - 12.5 Split*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ens-CSA-DCP</td>
<td>1 Failure / 10 Trials</td>
<td>2 Failures / 10 Trials</td>
<td>5 Failures / 10 Trials</td>
</tr>
<tr>
<td>Ens-CSA-CQR</td>
<td>2 Failures / 10 Trials</td>
<td>2 Failures / 10 Trials</td>
<td>6 Failures / 10 Trials</td>
</tr>
</tbody>
</table>

Table 3. Failure rates of the baseline methods applied to the IHDP benchmark with 95% target coverage. The results in Figure 2 use the 50-50 split that appears to work best. Asterisk marks the arrangement where the entire original training set is used for estimation, and the validation set for calibration. The other benchmarks (PBMC, AITA) have larger samples that obviate this issue.

**Appendix F. Hardware Details**

All results were obtained on an Intel Xeon server using a single NVIDIA GeForce RTX 2080 Ti.