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Abstract

We continue the study of the computational complexity of differentially private PAC learning and how it is situated within the foundations of machine learning. A recent line of work uncovered a qualitative equivalence between the private PAC model and Littlestone’s mistake-bounded model of online learning, in particular, showing that any concept class of Littlestone dimension $d$ can be privately PAC learned using $\text{poly}(d)$ samples. This raises the natural question of whether there might be a generic conversion from online learners to private PAC learners that also preserves computational efficiency.

We give a negative answer to this question under reasonable cryptographic assumptions (roughly, those from which it is possible to build indistinguishability obfuscation for all circuits). We exhibit a concept class that admits an online learner running in polynomial time with a polynomial mistake bound, but for which there is no computationally-efficient differentially private PAC learner. Our construction and analysis strengthens and generalizes that of Bun and Zhandry (TCC 2016-A), who established such a separation between private and non-private PAC learner.

1. Introduction

Differential privacy Dwork et al. (2006b) is a formal guarantee of individual-level privacy for the analysis of statistical datasets. Algorithmic research on differential privacy has revealed it to be a central concept to theoretical computer science and machine learning, supplementing the original motivation with deep connections to diverse topics including mechanism design (McSherry and Talwar, 2007; Nissim et al., 2012), cryptography (Beimel et al., 2018), quantum computing Aaronson and Rothblum (2019), generalization in the face of adaptive data analysis (Dwork et al., 2015; Hardt and Ullman, 2014), and replicability in learning (Bun et al., 2023).

To investigate the connections between privacy and machine learning in a simple and abstract setting, Kasiviswanathan et al. (2011) introduced the differentially private PAC model for binary classification. Numerous papers (Beimel et al., 2014; Bun et al., 2015; Feldman and Xiao, 2015; Beimel et al., 2016; Bun and Zhandry, 2016; Beimel et al., 2019; Alon et al., 2019; Kaplan et al., 2019; Bun, 2020; Sadigurschi and Stemmer, 2021) have since explored the capabilities and limitations (both statistical and computational) of algorithms in this model. A major motivating question in this area is:

Question 1 When do sample-efficient private PAC learners exist, and if so, when can they be made computationally efficient?
Early work (Blum et al., 2005; Kasiviswanathan et al., 2011) gave us some important partial answers. On the statistical side, they showed that every finite concept class \( \mathcal{F} \) can be privately learned with \( O(\log |\mathcal{F}|) \) samples, albeit by an algorithm taking exponential time in general. Computationally, they showed that both “natural” paradigms for polynomial-time non-private PAC learning have differentially private analogs: learners in Kearns’ statistical query (SQ) model (Kearns, 1998) and the learner for parities based on Gaussian elimination. Much of the subsequent work on private PAC learning has focused on improving the sample- and computational-efficiency of algorithms for fundamental concept classes, including points, thresholds, conjunctions, halfspaces, and geometric concepts. Meanwhile, Bun and Zhandry (2016) gave an example of a concept class that has a polynomial-time non-private PAC learner, but no computationally-efficient private PAC learner (under strong, but reasonable cryptographic assumptions).

While this work has led to the development of important algorithmic tools and to fascinating connections to other areas of theoretical computer science, a general answer to Question 1 continues to elude us. Some tantalizing progress was made in a recent line of work connecting private PAC learning to the completely different model of mistake-bounded online learning. This connection is summarized as follows.

**Theorem 2 (Alon et al. (2022); Ghazi et al. (2021))** Let \( \mathcal{F} \) be a concept class with Littlestone dimension \( d = L(\mathcal{F}) \). Then \( \tilde{O}(d^6) \) samples are sufficient to privately learn \( \mathcal{F} \) and \( \Omega(\log^* d) \) samples are necessary.

Here, the Littlestone dimension of a class \( \mathcal{F} \) measures the best possible mistake bound in Littlestone’s model of online learning. Thus, at least qualitatively, online learnability characterizes private PAC learnability. In particular, the “are sufficient” direction of Theorem 2 can be viewed as an elaborate online-to-batch conversion, transforming an online learner into a private PAC learner with only a polynomial blowup from mistake bound to private sample cost. Unfortunately, while it is statistically efficient, the algorithm achieving this (Ghazi et al., 2021) does not preserve computational efficiency in general. Among other steps, it entails computing \( L(\mathcal{F}') \) for various subclasses derived from \( \mathcal{F} \), which is believed to be computationally hard in general (Schaefer, 1999; Frances and Litman, 1998; Manurangsi and Rubinstein, 2017; Manurangsi, 2023).

One might nonetheless hope for a different transformation that maintains both statistical and computational efficiency. Indeed, when one’s goal is to convert an online learner to a non-private PAC learner, the transformation is simple and clearly efficient – just present random examples to the online learner and output its eventual state as a classifier (Littlestone, 1989) (see also the variant due to Kearns et al. (1987); Angluin (1988), which is a standard topic in graduate classes on learning theory). Moreover, many key techniques from online learning have found differentially private analogs incurring minimal overhead, including follow-the-regularized-leader (Agarwal and Singh, 2017) and learning from experts (Asi et al., 2023).

Our main result shows that such a generic transformation is unlikely to exist.

**Theorem 3 (Informal)** Under (strong, but reasonable) cryptographic assumptions, there is a concept class that is online learnable by a polynomial-time algorithm with a polynomial mistake bound, but not privately PAC learnable in polynomial-time.

A formal description of this result appears as Theorem 37 in Section 7, along with further discussion of the cryptographic assumptions. Roughly, our assumptions include functional encryption.
for all poly-size circuits (an assumption comparable to indistinguishability obfuscation, and recently shown to be obtainable from reasonable assumptions (Jain et al., 2021)), a circuit lower bound for deterministic exponential time, and perfectly sound non-interactive zero knowledge proofs.

Note that owing to the existence of efficient non-private online-to-batch conversions mentioned above, this result strengthens the separation between private and non-private learning from Bun and Zhandry (2016). It also complements a pair of papers studying the possibility of a computationally efficient transformation in the opposite direction. Namely, Gonen et al. (2019) gave conditions under which pure private learners can be efficiently converted into online learners, while Bun (2020) gave a counterexample of a class that is efficiently privately PAC learnable, but not efficiently online learnable. Our result answers an open question from Bun (2020) and, together with that result, shows that polynomial-time online learnability and polynomial-time private PAC learnability are technically incomparable.

1.1. Techniques

Our construction of a concept class that separates online learning from private PAC learning builds on the construction from Bun and Zhandry (2016), so let us briefly review it here. The starting point of their construction was the concept class of one-dimensional threshold functions \( \text{Thr} \) over a domain of the form \([N] = \{1, \ldots, N\}\). Each function \( f_t \in \text{Thr} \) is itself parameterized by a value \( t \in [N] \), and takes the value \( f_t(x) = 1 \) if \( x < t \), and \( f_t(x) = 0 \) otherwise. Threshold functions are easy to PAC learn non-privately. Given a sampled dataset \( \{(x_i, y_i)\}_{i=1}^n \), a non-private algorithm can simply output \( f_x \) where \( x_i \) is the largest value for which the label \( y_i = 1 \). A standard concentration argument shows that this generalizes to the underlying population from which the sample is drawn as long as \( n \) is larger that some constant that is independent of the domain size \( N \).

On the other hand, this algorithm badly fails to be differentially private, as it exposes the sample \( x_i \). In fact, every differentially private learner for this class requires \( \Omega(\log^* N) \) samples (Bun et al., 2015; Alon et al., 2022). However, this lower bound is too small to give a computational separation, so the idea in Bun and Zhandry (2016) was to use cryptography to preserve the problem’s non-private learnability, while making it much harder to achieve differential privacy. Specifically, they defined a class \( \text{EncThr} \) by first encrypting each example \( x_i \) under an order-revealing encryption scheme. Such a scheme allows for ciphertexts to be compared in a manner consistent with the underlying plaintexts, but for nothing else to be revealed besides their order. The ability to make these comparisons is enough for the simple non-private “largest positive example” algorithm to go through. Meanwhile, security of the order-revealing encryption scheme intuitively guarantees that comparisons to the specific ciphertexts appearing in the sample are all that efficient learners can do, and hence they cannot be differentially private.

Turning now to our goal of separating online from private PAC learning, we observe that while the class \( \text{Thr} \) is efficiently online learnable with mistake bound \( \log N \) via binary search (see Section 2.3), the encrypted class \( \text{EncThr} \) is not. Intuitively, order-revealing encryption does not reveal enough information to enable a learner to make efficient use of mistakes, as in binary search. More precisely, suppose the target concept is the (encrypted version) of the middle threshold \( f_{N/2} \). Consider an adversary who selects examples by randomly choosing either the smallest positive example not presented so far, or the largest negative example. A computationally-bounded adversary who can only compare these examples to those seen so far cannot distinguish between these cases, and is
hence liable to make super-polynomially (depending on the security of the underlying ORE) many mistakes.

To obtain our main result, we modify the class EncThr to make it efficiently online learnable, while keeping it hard enough to carry out a lower bound against differentially private algorithms. Achieving both goals simultaneously turns out to be a delicate task, and it helps to think about each in more abstract terms. To this end, let $L$ be a \textit{function-revealing encryption} scheme, which (generalizing ORE) enables the revelation (“leakage”) of specific structured relationships between plaintexts, but nothing else. Correspondingly, let $L_{\text{EncThr}}$ be the class of one-dimensional thresholds with examples encrypted under $L$. Given the inadequacy of ORE for efficient online learning, we will think of $L$ as revealing not only the order of plaintexts, but some limited information about the distances between plaintexts as well.

First, we identify sufficient conditions on $L$ to enable the construction of an efficient online learner. Inspired by binary search, we’d like to reveal enough distance information so that every mistake made by an online learner can rule out a constant fraction of the remaining space of consistent concepts. Thinking of distances on a logarithmic scale, we articulate this condition as a “bisection property” of the leakage function (Definition 15) and analyze our analog of binary search in Section 4.

Second, we identify sufficient conditions on $L$ to enable a lower bound against differentially private PAC learners. To do so, we simplify the lower bound argument from Bun and Zhandry (2016), in particular, bypassing their intermediate abstraction of an “example re-identification scheme” and directly showing how to use an accurate, efficient, differentially private learner for EncThr to construct an adversary violating the security of the underlying ORE scheme. This simplified argument goes roughly as follows. Consider running a PAC learner on $n$ uniformly random encryptions labeled by the middle threshold $f_{N/2}$. Accuracy of the learner, together with an averaging argument, implies that for some index $i$, it can distinguish random encryptions of messages from $[x_{i-1}, x_i]$ from random encryptions from $[x_i, x_{i+1})$ with advantage $\Omega(1/n)$. Now, differential privacy implies that this noticeable distinguishing advantage remains even when the learner is \textit{not} given example $x_i$, violating the security of the ORE scheme.

This simplified argument makes it easy to use group differential privacy to reason about what happens when not just one, but a small number of examples are removed. In particular, an inverse polynomial distinguishing advantage remains even if we withhold $O(\log n)$ points from the learner. This extra flexibility turns out to be critical in helping us construct pairs of challenge messages in $L$ security games, which not only need to have the same relative order, but respect the stronger constraints imposed by $L$-leakage. We describe the precise condition we need as “log-invariance” (Definition 16) and show in Section 5 that any $L$ with this condition gives rise to a private PAC learning lower bound.

Our final task is to exhibit a function-revealing encryption scheme $L$ that actually has both the bisection and log-invariance properties. Identifying a leakage function that works turns out to be quite tricky. Our starting point is to reveal the floor of the logarithm of the distance between plaintexts, but this gives too much information for a lower bound to hold. Instead, we reduce this to just comparison information between floor log distances. That is, for any triple of plaintexts $m_0 \leq m_1 \leq m_2$, we leak whether the floor log distance between $m_0$ and $m_1$ is less than that between $m_1$ and $m_2$. 
2. Preliminaries

2.1. PAC Learning

For each \( d \in \mathbb{N} \), let \( X_d \) be an instance space (such as \( \{0,1\}^d \)), where the parameter \( d \) represents the size of the elements in \( X_d \). Let \( \mathcal{F}_d \) be a set of boolean functions \( \{f : X_d \rightarrow \{0,1\}\} \). The sequence \( (X_1, \mathcal{F}_1), (X_2, \mathcal{F}_2), \ldots \) represents an infinite sequence of learning problems defined over instance spaces of increasing dimension. We will generally suppress the parameter \( d \), and refer to the problem of learning \( \mathcal{F} \) as the problem of learning \( \mathcal{F}_d \) for every \( d \).

A learner \( L \) is given examples sampled from an unknown probability distribution \( D \) over \( X \), where the examples are labeled according to an unknown target concept \( f \in \mathcal{F} \). The learner must select a hypothesis \( h \) from a hypothesis class \( \mathcal{H} \) that approximates the target concept with respect to the distribution \( D \). We now define the notion of PAC (“Probably Approximately Correct”) learning formally.

**Definition 4** The generalization error of a hypothesis \( h : X \rightarrow \{0,1\} \) (with respect to a target concept \( f \) and distribution \( D \)) is defined by \( \text{error}_D(f, h) = \Pr_{x \sim D}[h(x) \neq f(x)] \). If \( \text{error}_D(f, h) \leq \alpha \) we say that \( h \) is an \( \alpha \)-good hypothesis for \( f \) on \( D \).

**Definition 5** (PAC Learning, Valiant (1984)) Let \( \mathcal{H} \) be a class of boolean functions over \( X \). An algorithm \( L : (X \times \{0,1\})^n \rightarrow \mathcal{H} \) is an \((\alpha, \beta)\)-accurate PAC learner for the concept class \( \mathcal{F} \) using hypothesis class \( \mathcal{H} \) with sample complexity \( n \) if for all target concepts \( f \in \mathcal{F} \) and all distributions \( D \) on \( X \), given as input \( n \) samples \( S = ((x_1, f(x_1)), \ldots, (x_n, f(x_n))) \), where each \( x_i \) is drawn i.i.d. from \( D \), algorithm \( L \) outputs a hypothesis \( h \in \mathcal{H} \) satisfying \( \Pr[\text{error}_D(f, h) \leq \alpha] \geq 1 - \beta \). The probability here is taken over the random choice of the examples in \( S \) and the coin tosses of the learner \( L \).

We are primarily interested in computationally efficient PAC learners, defined as follows.

**Definition 6** (Efficient PAC Learning) A PAC learner \( L \) for concept class \( \mathcal{F} \) is efficient if it runs in time polynomial in the size parameter \( d \), the representation size of the target concept \( f \), and the accuracy parameters \( 1/\alpha \) and \( 1/\beta \).

Note that a necessary (but not sufficient) condition for \( L \) to be efficient is that its sample complexity \( n \) is polynomial in the learning parameters.

2.2. Differential Privacy

We now define differential privacy and the differentially private PAC model.

**Definition 7** \((k\text{-neighboring datasets})\) Let \( S, S' \in \mathbb{Z}^n \) for some data domain \( \mathbb{Z} \). We say that \( S \) and \( S' \) are \( k \)-neighboring datasets if they differ in exactly \( k \) entries. If \( k = 1 \), we simply say they are neighboring.

**Definition 8** (Differential Privacy, Dwork et al. (2006b,a)) An algorithm \( M : \mathbb{Z}^n \rightarrow \mathbb{R} \) is \((\varepsilon, \delta)\)-differentially private if for all sets \( T \subseteq \mathcal{H} \), and neighboring datasets \( S, S' \in \mathbb{Z}^n \),

\[
\Pr[M(S) \in T] \leq e^\varepsilon \Pr[M(S') \in T] + \delta.
\]
Specializing this definition to the case where \( Z = X \times \{0, 1\} \) and \( R = \mathcal{H} \) is a class of hypotheses, we obtain the differentially private PAC model of Kasiviswanathan et al. (2011).

We now state some simple tools for designing and analyzing differentially private algorithms.

**Lemma 9 (Basic Composition Dwork et al. (2006b); Dwork and Lei (2009))** Let \( M_1 : Z^n \to R_1 \) be \((\varepsilon, \delta)-\)differentially private. Let \( M_2 : Z^n \times R_1 \to R_2 \) be \((\varepsilon, \delta)-\)differentially private for every fixed value of its second argument. Then the composed algorithm \( M : Z^n \to R_2 \) defined by \( M(S) = M_2(S, M_1(S)) \) is \((\varepsilon_1 + \varepsilon_2, \delta_1 + \delta_2)-\)differentially private.

**Lemma 10 (Group Privacy)** Let \( M : Z^n \to R \) be \((\varepsilon, \delta)-\)differentially private. Let \( S \) and \( S' \) be \( k\)-neighboring databases. Then for all sets of outcomes \( T \),

\[
\Pr[M(S) \in T] \leq e^{k\varepsilon} \cdot \Pr[M(S') \in T] + \frac{e^{k\varepsilon} - 1}{e^\varepsilon - 1} \cdot \delta.
\]

**Lemma 11 (Post-Processing)** Let \( M : X^n \to R \) be \((\varepsilon, \delta)-\)differentially private and let \( f : R \to R' \) be an arbitrary randomized function. Then \( f \circ M : X^n \to R' \) is \((\varepsilon, \delta)-\)differentially private.

### 2.3. Online Learning, Halving, and Thresholds

We review Littlestone’s model of mistake-bounded learning (Littlestone, 1987). It is defined as a two-player game between a learner and an adversary. Let \( \mathcal{F} \) be a concept class. Prior to the start of the game, the adversary fixes a concept \( f \in \mathcal{F} \). Let \(|f|\) represent the description size of the concept and \( d \) be the dimension of the instance space. The learning proceeds in rounds. In each round \( i \),

1. The adversary selects an \( x_i \in \{0, 1\}^d \) and reveals it to the learner.
2. The learner predicts a label \( \hat{y}_i \in \{0, 1\} \).
3. The adversary reveals the correct label \( y_i = f(x_i) \).

A learner makes a mistake every time \( \hat{y}_i \neq f(x_i) \). The goal of the learning algorithm is to minimize the number of mistakes it makes in the game. A learning algorithm learns \( f \in \mathcal{F} \) with mistake bound \( M \) if for every target concept and adversary strategy, the total number of mistakes that the learner makes is at most \( M \). We say that an online learner efficiently learns \( \mathcal{F} \) if for every \( f \in \mathcal{F} \) it has a mistake bound of \( \text{poly}(d, |f|) \) and runs in time \( \text{poly}(d, |f|) \) in every round.

A basic algorithm in this setting is the halving algorithm. Halving guarantees a mistake bound of \( \log(|\mathcal{F}|) \) and can be made computationally efficient in certain structured cases. One such case is for the simple class of thresholds, which we describe below and study the halving algorithm for.

On data domain \( X_d = [2^d] \), the class of thresholds \( \text{Thr}_d = \{f_t : X_d \to \{0, 1\}\} \) over domain \( X_d \) is defined as follows. For each \( t \in [2^d] \), define

\[
f_t(x) = \begin{cases} 
1 & \text{if } x < t \\
0 & \text{otherwise}.
\end{cases}
\]

The halving algorithm for learning thresholds is described in Algorithm 1 below.

Whenever the online learner makes a mistake, the set of remaining candidate thresholds is reduced in size by a factor of 2. Since the size of hypothesis space at the start of the game is \( 2^d \), the algorithm terminates after at most \( d \) mistakes. We will use a variant of this algorithm to efficiently online learn the concept class we construct later.
Algorithm 1 Halving

Initialize: \( t \leftarrow 2^{d-1}, t_+ \leftarrow 1, t_- \leftarrow 2^d \)

Input: Stream of \( x_i \in [2^d] \) chosen in rounds \( i = 1, 2, \ldots \) by an adversary, followed by labels \( y_i \)

for \( i = 1, 2, \ldots \) do

Set \( t = \lfloor \frac{t_- + t_+}{2} \rfloor \)

Predict \( \hat{y}_i = h_t(x_i) \) on input \( x_i \)

if \( \hat{y}_i = 1 \neq y_i \) then

Update \( t_- \leftarrow x_i \)

end

if \( \hat{y}_i = 0 \neq y_i \) then

Update \( t_+ \leftarrow x_i \)

end

end

3. Concept Class and its Learnability

3.1. Computational Separation between PAC and Private PAC learning

Bun and Zhandry (2016) proved a computational separation between PAC and Private PAC learning by defining a concept class called EncThr. EncThr intuitively captures the class of threshold functions where examples are encrypted under an Order Revealing Encryption (ORE) scheme. An ORE scheme is defined by four algorithms (Gen, Enc, Dec, Comp). We now describe the functionalities of the algorithms.

- Gen(\( 1^\lambda, 1^d \)) is a randomized procedure that takes as inputs a security parameter \( \lambda \) and plaintext length \( d \), and outputs a secret encryption/decryption key \( sk \) and public parameters \( params \).

- Enc(\( sk, m \)) is a potentially randomized procedure that takes as input a secret key \( sk \) and a message \( m \in \{0, 1\}^d \), and outputs a ciphertext \( c \).

- Dec(\( sk, c \)) is a deterministic procedure that takes as input a secret key \( sk \) and a ciphertext \( c \), and outputs a plaintext message \( m \in \{0, 1\}^d \) or a failure symbol \( \perp \).

- Comp(\( params, c_0, c_1 \)) is a deterministic procedure that “compares” two ciphertexts, outputting either “\( > \)”, “\( < \)”, “\( = \)”, or \( \perp \).

Each concept in the class EncThr is parameterized by a string \( r \) that represents the coin tosses of the algorithm Gen and by a threshold \( t \in [N] \) for \( N = 2^d \), where \( d \) represents the length of the plaintext. Let (\( sk^r, params^r \)) be the secret key and the public parameters output by Gen(\( 1^\lambda, 1^d \)) when run on the sequence of coin tosses \( r \). Formally, a concept in EncThr parameterized by \( t, r \) is defined as follows:

\[
  f_{t,r}(c, params) = \begin{cases} 
  1 & \text{if } (params = params^r) \land (Dec(sk^r, c) \neq \perp) \land (Dec(sk^r, c) < t) \\
  0 & \text{otherwise.}
  \end{cases}
\]

Intuitively, each concept \( f_{t,r} \) evaluates the threshold function with parameter \( t \) on the decryption of the input ciphertext \( c \). The particular syntax of the definition handles various technical complications; further discussion appears in (Bun and Zhandry, 2016).
Order revealing encryption enables determining the plaintext ordering given the ciphertexts. While it can be shown that no private PAC algorithm can efficiently learn EncThr, it also not possible for any online learner to learn EncThr efficiently. To see this, fix a target concept at threshold $t = 2^{d-1}$ and random coin tosses $r$. As before, the adversary sends examples to the learner where each unlabeled example is of the form $(c, \text{params}^r)$. The learner can only compare the plaintext ordering given the examples chosen by the adversary. The adversary maintains the largest example with label 1 and smallest example with label 0 that has been presented to the learner so far. In every round, the adversary picks uniformly at random between the smallest available example in the interval on the left side of the threshold (i.e., the smallest available example between the threshold and the largest positive example) and the largest available example in the interval on the right side of the threshold (i.e., the largest available example between the threshold and the largest positive example).

Security of the ORE ensures that for any polynomial time horizon, an efficient learner can do no better than random guessing. Thus, an efficient learner must make super-polynomially many mistakes, so it is not possible to design an efficient online learner for the class EncThr.

To overcome this issue, we design an a concept class similar to EncThr but where the encryption reveals some additional information about the plaintexts that facilitates online learning. That is, we study function-revealing encryption (FRE) schemes that enable a richer class of functionalities over the underlying plaintexts than just comparisons. Tuning this functionality is crucial for proving our separation. On one hand, we need to reveal more than ordering in order to learn online. On the other end, revealing too much information (e.g., the exact distance between the underlying plaintexts) enables constructing an efficient private PAC learner. In fact, even revealing a multiplicative approximation of the distance also allows for constructing efficient private PAC learners – later, we sketch how such a learner can be built using the exponential mechanism.

### 3.2. Function Revealing Encryption

Function revealing encryption is a cryptographic scheme that lets users evaluate functions on plaintexts given access to only the corresponding ciphertexts. We use FRE that lets us evaluate a “leakage” function leak on plaintexts. We will define a concept class LEncThr in terms of an abstract FRE such that appropriate conditions on the leakage function leak imply the properties we need for our computational separation.

First, let us describe the general syntax, functionality, and security guarantees we need from FRE, some of which are necessarily non-standard. For instance, the usual definition of FRE allows for function evaluation with overwhelmingly high probability. But for our applications, we require a stronger notion of correct evaluation. We require the evaluation of the function to succeed with probability 1 (perfect correctness). Additionally, we require function evaluation over ciphertexts to always behave consistently with decryption. In particular, the evaluation algorithm should output \( \perp \) for ciphertexts that are malformed and do not correspond to any messages (strong correctness).

In general, the leakage function of a function revealing encryption scheme may have arbitrary arity, but we for simplicity we specialize the arity to 3, which captures the way we use such schemes.

**Definition 12** A function revealing encryption scheme FRE with functionality leak is a tuple of algorithms \((\text{Gen, Enc, Dec, Eval})\) where
• \( \text{Gen}(1^\lambda, 1^d) \) is a randomized procedure that takes as inputs a security parameter \( \lambda \) and plaintext length \( d \), and outputs a secret encryption/decryption key \( \text{sk} \) and public parameters \( \text{params} \).

• \( \text{Enc}(\text{sk}, m) \) is a randomized procedure that takes as input a secret key \( \text{sk} \) and a message \( m \in \{0, 1\}^d \), and outputs a ciphertext \( c \).

• \( \text{Dec}(\text{sk}, c) \) is a deterministic procedure that takes as input a secret key \( \text{sk} \) and a ciphertext \( c \), and outputs a plaintext message \( m \in \{0, 1\}^d \) or a failure symbol \( \perp \).

• \( \text{Eval}(\text{params}, c_0, c_1, c_2) \) is a deterministic procedure that aims to reveal the value of leak on the plaintexts associated with \( c_0, c_1, c_2 \).

**Correctness.** A FRE scheme must satisfy two separate correctness requirements.

• **Correct Decryption:** This is the standard notion of correctness for an encryption scheme, which says that decryption succeeds. For all security parameters \( \lambda \) and message lengths \( d \), and for all messages \( m \),

\[
\Pr[\text{Dec}(\text{sk}, \text{Enc}(\text{sk}, m)) = m : (\text{sk}, \text{params}) \leftarrow \text{Gen}(1^\lambda, 1^d)] = 1.
\]

• **Correct Evaluation:** We require that the evaluation function succeeds. For every \( c_0, c_1, c_2 \) in the ciphertext space, define the auxiliary function \( \text{Eval}^{\text{ciph}}(\text{sk}, c_0, c_1, c_2) \) as follows. It first computes \( m_b = \text{Dec}(\text{sk}, c_b) \) for \( b \in \{0, 1, 2\} \). If any of \( m_0, m_1, m_2 \) is \( \perp \), then \( \text{Eval}^{\text{ciph}} \) computes to \( \perp \). If \( m_0, m_1, m_2 \neq \perp \), then the output is \( \text{leak}(\text{Dec}(\text{sk}, c_0), \text{Dec}(\text{sk}, c_1), \text{Dec}(\text{sk}, c_2)) \). Our definition of "perfect and strong" correctness requires that the evaluation function \( \text{Eval} \) is always consistent with \( \text{Eval}^{\text{ciph}} \). That is, for all security parameters \( \lambda \), all message lengths \( d \), and all \( c_0, c_1, c_2 \) in the ciphertext space,

\[
\Pr \left[ \text{Eval}(\text{params}, c_0, c_1, c_2) = \text{Eval}^{\text{ciph}}(\text{sk}, c_0, c_1, c_2) : (\text{sk}, \text{params}) \leftarrow \text{Gen}(1^\lambda, 1^d) \right] = 1.
\]

**Definition 13 (Leakage indistinguishability security)** An FRE scheme \( (\text{Gen}, \text{Enc}, \text{Dec}, \text{Comp}) \) is statically secure if, for all polynomial-time adversaries \( A \), \( |\Pr[W_0] - \Pr[W_1]| \) is negligible, where \( W_b \) is the event that \( A \) outputs \( 1 \) in the following interaction between \( A \) and a "challenger" algorithm:

• \( A \) produces two message sequences \( \{m_1^{(L)}, m_2^{(L)}, \ldots, m_q^{(L)}\} \) and \( \{m_1^{(R)}, m_2^{(R)}, \ldots, m_q^{(R)}\} \) such that for all \( i, j, k \in [q] \), \( \text{leak}(m_i^{(L)}, m_j^{(L)}, m_k^{(L)}) = \text{leak}(m_i^{(R)}, m_j^{(R)}, m_k^{(R)}) \).

• The challenger samples \( (\text{sk}, \text{params}) \leftarrow \text{Gen}(1^\lambda, 1^d) \). It then reveals \( \text{params} \) to \( A \), as well as \( c_1, \ldots, c_q \) where

\[
c_i = \begin{cases} 
\text{Enc}(\text{sk}, m_i^{(L)}) & \text{if } b = 0 \\
\text{Enc}(\text{sk}, m_i^{(R)}) & \text{if } b = 1.
\end{cases}
\]

• \( A \) outputs a guess \( b' \) for \( b \).

Here, “statically” secure refers to the fact that the adversary must submit all of its challenge messages in a single batch, in contrast to an “adaptive” adversary that may issue challenge messages adaptively depending on the previous ciphertexts received.
On perfectly and strongly correct evaluation. While non-standard, our notions of perfect and strong correctness are important in facilitating our efficient online learner. Note that essentially the same conditions were used in the separation of Bun and Zhandry (2016). For us, these conditions prevent the adversary in the online learning model from either choosing a value of the randomness in $\text{Gen}$ that causes the $\text{Eval}$ procedure to fail, or by sending the learner malformed ciphertexts as examples.

Let $N = 2^d$ and $[N] = \{1, \ldots, N\}$ be a plaintext space. Let $\text{leak} : [N]^3 \rightarrow R$ be a (for now, abstract) leakage function with codomain $R$. Let $(\text{Gen}, \text{Enc}, \text{Dec}, \text{Eval})$ be a statically secure FRE scheme with functionality $\text{leak}$, satisfying our perfect and strong correctness guarantees. We define a concept class $\text{LEncThr}$, which intuitively captures the class of threshold functions where examples are encrypted under the FRE scheme. Following Bun and Zhandry (2016), let $t \in [N + 1]$. Let $(\text{sk}^r, \text{params}^r)$ be the secret key and the public parameters output by $\text{Gen}(1^\lambda, 1^d)$ when run on the sequence of coin tosses $r$. We define

$$f_{t,r}(c, \text{params}) = \begin{cases} 1 & \text{if } (\text{params} = \text{params}^r) \land (\text{Dec}(\text{sk}^r, c) \neq \bot) \land (\text{Dec}(\text{sk}^r, c) < t) \\ 0 & \text{otherwise.} \end{cases}$$

Note that given $t$ and $r$, the concept $f_{t,r}$ can be efficiently evaluated.

3.3. Properties of leakage function for separation

We now describe the properties a leakage function that allow us to separate online learning from private PAC learning. We begin by defining the arity-3 leakage function induced by an abstract “distance” function.

Let $X = [2^d]$. Let $\text{dist} : X \times X \rightarrow \{-d, \ldots, 0, \ldots, d\}$. Think of $\text{dist}$ as an abstract measure of signed distance between inputs, whose absolute value ranges from $\{0, \ldots, d\}$. For example, our construction will eventually take $\text{dist}(x, y) = \text{sgn}(x - y) \lfloor \log_2 |x - y| \rfloor$. The sign of the distance function corresponds to the order of the inputs. That is,

$$\text{dist}(x, y) = \begin{cases} < 0 & \text{if } x < y \\ 0 & \text{if } x = y \\ > 0 & \text{if } x > y. \end{cases}$$

Definition 14 (Distance-induced leakage) Let $\text{dist}$ be a signed distance function as described above. We define the leakage function $\text{leak} : X^3 \rightarrow \{<, >, =\}^3 \times \{0, 1\}$ induced by $\text{dist}$ as follows.

$$\text{leak}(x_0, x_1, x_2) = (\text{Comp}(x_0, x_1), \text{Comp}(x_1, x_2), \text{Comp}(x_0, x_2), \text{I}(|\text{dist}(y_0, y_1)| < |\text{dist}(y_1, y_2)|),$$

where $\text{Comp}$ indicates comparison, i.e., “$<$”, “$>$” or “$=$”, and $y_0 \leq y_1 \leq y_2$ are the inputs $x_0, x_1, x_2$ in sorted order.

That is, $\text{leak}$ reveals the pairwise comparisons between the inputs $x_0, x_1, x_2$. It also reveals a bit indicating whether the smaller two plaintexts are closer to each other than the larger two plaintexts.

We now identify the conditions on $\text{dist}$ and $\text{leak}$ that allow us to prove a computational separation.
3.3.1. **Sufficient Leakage for Online Learning**

The online learner we eventually construct for LEncThr is based on the halving algorithm, which exploits each mistake to noticeably decrease the space of remaining consistent hypotheses. Our sufficient condition for online learnability, stated as follows, ensures that each mistake is guaranteed to lead to progress.

**Definition 15** Let $X = [2^d]$. Let $\text{dist}$ and $\text{leak}$ be the functions as defined in Definition 14. We say $\text{dist}$ has the bisection property if for all $x, y, z \in X$ such that $x < y < z$ either $|\text{dist}(y, x)| < |\text{dist}(z, x)|$ or $|\text{dist}(z, y)| < |\text{dist}(z, x)|$. Additionally, $\text{dist}(x, y) = 0$ implies that $x = y$.

We also say that $\text{leak}$ has the bisection property if it is induced by a distance function $\text{dist}$ with the bisection property.

3.3.2. **Sufficient Condition for Hardness of Private Learning**

**Definition 16** Let $\text{leak}$ be a leakage function as defined in Definition 14. We say that $\text{leak}$ has the log-invariance property if there exists a polylogarithmic function $\kappa$ and polynomial $\zeta$ such that for every $n \in \mathbb{N}$, the following holds. With probability at least $1/\zeta(n)$ over a set $S = \{x_1, \ldots, x_n\}$ of points drawn uniformly at random from $X$, for every $i \in [n]$, there exists an efficient procedure that outputs a set $R_i$ with $|R_i| \leq \kappa(n)$ such that:

1. For all $m_1, m_2 \in S \setminus R_i$ and all $z, z'$ in the interval $(x_i-1, x_i+1)$, we have $\text{leak}(m_1, m_2, z) = \text{leak}(m_1, m_2, z')$ and similarly for all permutations of the inputs.

2. For all $m \in S \setminus R_i$ and all $z_1, z_2, z'_1, z'_2$ in the interval $(x_i-1, x_i+1)$, we have $\text{leak}(m, z_1, z_2) = \text{leak}(m, z'_1, z'_2)$ and similarly for all permutations of the inputs.

That is, with high probability over uniformly random sets $S$ of plaintexts, the leakage function is robust in the following sense. For every $i$, there is a small (polylogarithmically sized) set of points $R_i$ that can be removed from $S$ such that the leakage function reveals nothing about points in $(x_i-1, x_i+1)$ via their relationship to points in $S \setminus R_i$.

This is an admittedly technical condition. Intuitively, the “reveals nothing about points in $(x_i-1, x_i+1)$” condition helps in our lower bound argument to construct pairs of adversarial sequences that respect the constraints imposed by the leakage function. The fact that the set of points $R_i$ has only polylogarithmic size is important for us to use group differential privacy (over removing all of the points in $R_i$) to preserve an inverse polynomial distinguishing advantage.

4. **Efficient Online Learner**

We now argue that LEncThr is efficiently online learnable whenever the leakage function has the bisection property. Our online learner $L$ (Algorithm 2) operates in two phases. In the first phase, $L$ guesses the label 0 for all examples until it makes its first mistake. This first mistake reveals the correct set of params’ that characterizes the fixed concept. Once $L$ recovers the correct set of parameters, it enters a second phase where it runs a variant of the halving algorithm. That is, it keeps track of the largest example with a positive (1) label and the smallest example with a negative (0) label. In every iteration, $L$ matches the parameters of the received example with params’ to check if the example received is malformed; if so, it predicts label 0. Otherwise, if the example has the
correct public parameters, \( L \) uses the \( \text{Eval} \) function to check if the plaintext corresponding to the plaintext is smaller than the plaintext corresponding to largest positive example seen so far, predicting 1 if this is the case. By the guarantee of perfect and strong correctness of the \( \text{Eval} \) algorithm, the learner is guaranteed to predict correctly in this case. Similarly, \( L \) labels an example with 0 if the plaintext corresponding to the example is greater than the the plaintext corresponding to the smallest example with a negative label. Finally, in the case that the example lies between the largest positive example and the smallest positive example, \( L \) checks if it is closer to the largest positive example or the smallest negative example using \( \text{Eval} \). It then predicts a label according to whichever point it is closer to.

Since \( \text{leak} \) satisfies the bisection property, we know that if \( L \) makes a mistake in this final case, then the underlying distance \( \text{dist} \) between the largest positive and smallest negative example reduces by 1. Since \( \text{dist} \) takes absolute values between 0 and \( d \), the learner can make at most \( d + 1 \) mistakes in this phase.

We now formalize our online learner \( L \). We assume that the first phase is over, so that we’ve received the correct public params’

We also assume that we’ve received at least one positive example and at least one negative example, which will be the case after at most 2 more mistakes.

Simplifying and abusing notation somewhat, let \( \text{Comp}(c_0, c_1) \) below denote the information revealed by the leakage evaluation function \( \text{Eval}(\text{params}'', c_0, c_1, c_2) \) about how (the plaintexts underlying) ciphertexts \( c_0, c_1 \) compare. Similarly, let \( \text{DistComp}(c_0, c_1, c_2) \) denote the information revealed about whether (the plaintexts underlying) \( c_0, c_1 \) are closer together, or if \( c_1, c_2 \) are closer.

\begin{algorithm}
\caption{Online learner for \( \text{LEncThr} \) where \( \text{leak} \) has the bisection property}
\begin{algorithmic}
\Statex \textbf{Initialize:} Public parameters \( \text{params}'' \), largest positive example \( x_+ = (c_+, \text{params}'') \), and smallest negative example \( x_- = (c_-, \text{params}'') \)
\Statex \textbf{Input:} Stream of \( x_i = (c_i, \text{params}_i) \) in rounds \( i = 1, 2, \ldots \) chosen by an adversary, followed by labels \( y_i \)
\Statex \If {\text{params}_i \neq \text{params}'' \text{ or } \text{Eval}(\text{params}'', c_+, c_i, c_-) = \bot}
\Statex \If {\text{Comp}(c_i, c_+) = "<" \text{ or } \text{Comp}(c_i, c_+) = "="}
\Statex \Statex \Statex \text{Predict } \hat{y}_i = 1
\Statex \ElseIf {\text{Comp}(c_i, c_-) = ">" \text{ or } \text{Comp}(c_i, c_-) = "="}
\Statex \Statex \Statex \text{Predict } \hat{y}_i = 0
\Else
\Statex \Statex \If {\text{DistComp}(c_+, c_i, c_-) = 1}
\Statex \Statex \Statex \text{Predict } \hat{y}_i = 1
\Statex \Statex \Statex \If {\hat{y}_i \neq y_i}
\Statex \Statex \Statex \Statex \text{Update } c_- \leftarrow c_i
\Statex \Statex \Statex \EndIf
\ElseIf {\text{DistComp}(c_+, c_i, c_-) = 0}
\Statex \Statex \Statex \text{Predict } \hat{y}_i = 0
\Statex \Statex \Statex \If {\hat{y}_i \neq y_i}
\Statex \Statex \Statex \Statex \text{Update } c_+ \leftarrow c_i
\Statex \Statex \Statex \EndIf
\EndIf
\EndIf
\EndIf
\end{algorithmic}
\end{algorithm}
4.1. Analysis

We will use a potential argument to show that the online learner makes at most \(d + 4\) mistakes. The potential function is simply the absolute value of the distance between the plaintexts underlying \(c_+\) and \(c_-\). That is, for a fixed target function (and hence, choice of secret key \(\text{sk}\)), define

\[
D(c_+, c_-) = |\text{dist}(\text{Dec}(\text{sk}, c_+), \text{Dec}(\text{sk}, c_-))|.
\]

(If either decryption fails, then set \(D(c_+, c_-) = \perp\).

We know that \(t \in [2^d]\) by the definition of the concept class. We assume that the learner has the knowledge about the correct set of params in our analysis since it takes at most one mistake to recover the correct set of params.

Assume without loss of generality that \(c_- = \text{Enc}(\text{sk}, 2^d)\) and \(c_+ = \text{Enc}(\text{sk}, 1)\), as different choices of the underlying plaintexts will only improve the analysis below. Note that the learner makes at most two mistakes to get these initial values. Thus, we assume that \(D(c_+, c_-) \leq d\) at the beginning of the algorithm. Because of the bisection property of the dist function, we know that every time the learner makes a mistake (and hence, either \(c_+\) or \(c_-\) gets updated), the value of \(D(c_+, c_-)\) shrinks by at least one. Also, \(D(c_+, c_-)\) can never fall below 0.

**Lemma 17** If Algorithm 2 has made \(m\) mistakes, then \(D(c_+, c_-) \leq d - m\).

**Proof** We prove this statement by induction on \(m\). As our base case, take \(m = 0\); then \(D(c_+, c_-) \leq d\) as observed above.

Now suppose the claim holds for \(m\) mistakes. We now show that after an additional mistake, \(D(c'_+, c'_-) \leq d - (m + 1)\) where \(c'_+\) and \(c'_-\) are the updated examples.

Let \(i\) be the iteration in which the mistake is made. Following the algorithm, there are two cases we need to analyze.

**Case 1:** \(D(c'_+, c_i) < D(c_i, c_-)\). Here, the learner incorrectly predicted \(\hat{y}_i = 1\), giving the update \(c'_+ = c_i\). The bisection property of dist guarantees that \(D(c'_+, c_i) = \min\{D(c_+, c_i), D(c_i, c_-)\} < D(c_-, c_+)\). Since \(D(c_-, c_+) \leq d - m\) by our inductive hypothesis, we have that \(D(c'_+, c'_-) = D(c_+, c_i) \leq d - (m + 1)\).

**Case 2:** \(D(c'_+, c_i) \geq D(c_i, c_-)\). In this case, the learner incorrectly predicted \(\hat{y}_i = 0\), resulting in the update \(c'_+ = c_i\). Then again, the bisection property guarantees that \(D(c_i, c_-) \leq \min\{D(c_+, c_i), D(c_i, c_-)\} < D(c_-, c_+)\). Since \(D(c_-, c_+) \leq d - m\) by our inductive hypothesis, we have that \(D(c'_+, c'_-) = D(c_i, c_-) \leq d - (m + 1)\).

This completes the proof of the inductive step.

Combining this lemma with the fact that \(D\) can never fall below 0, we obtain the following.

**Theorem 18** Suppose \(\text{leak}\) has the bisection property. Then Algorithm 2 (with preprocessing described above) learns the associated concept class \(\text{LEncThr}\) with mistake bound \(d + 4\) and polynomial runtime per example.
5. Hardness of Privately PAC Learning \( \text{LEncThr} \)

We now prove that there is no computationally efficient private PAC learner for \( \text{LEncThr} \) whenever the leakage function \( \text{leak} \) is log-invariant (Definition 16). The goal of this section is to prove the following statement.

**Theorem 19** Let \( \text{FRE} = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Eval}) \) be a statically secure FRE scheme where \( \text{Eval} \) efficiently evaluates a log-invariant leakage function \( \text{leak} \). Then there is no polynomial-time differentially private PAC learner for the associated concept class \( \text{LEncThr} \).

We first provide a proof sketch of the theorem statement. The idea is to show that if there were an accurate, efficient, differentially private PAC learner for \( \text{LEncThr} \), then we could use it to construct an efficient adversary that violates the FRE scheme.

**Implications of accuracy of the learner.** Let \( N = [2^d] \) be the space of the plaintexts. Fix the target threshold to \( t = N/2 \) and construct labeled examples \( S = \{(x_1 = (\text{params}, \text{Enc}(\text{sk}, m_1)), y_1), \ldots, (x_n = (\text{params}, \text{Enc}(\text{sk}, m_n)), y_n)\} \) by sampling plaintexts \( \{m_1, \ldots m_n\} \) uniformly at random. We can break up the plaintexts space into buckets of the form \( B_i = \{m_i, m_{i+1}\} \). Suppose \( L \) is an \((\alpha, \beta)\)-accurate PAC learner. Then with probability at least \( 1 - \beta \), the hypothesis \( h \) produced by \( L \) can distinguish encryptions of messages \( m < t \) from encryptions of messages \( m \geq t \) with accuracy at least \((1 - \alpha)\). By an averaging argument, there exists an index \( i \in [n] \) such that the hypothesis can distinguish between consecutive points sampled from bucket \( B_{i-1} \) versus points sampled from \( B_i \) with probability at least \((1 - \alpha)/n\). The ability of the learner to distinguish between consecutive points is crucial for designing the adversary for the FRE security game. Knowing this, let’s see how we can construct an adversary that violates the security of the FRE. A natural first attempt is to construct a pair of challenge sequences \( m_1 < \ldots m_{i-1} < m_i^{(L)} < m_{i+1} \ldots m_n \) and \( m_1 < \ldots m_{i-1} < m_i^{(R)} < m_{i+1} \ldots m_n \), where \( m_i^{(L)} \) is randomly chosen from \( B_{i-1} \) and \( m_i^{(R)} \) is randomly chosen from \( B_i \). Let’s assume for now that for any indices of points \( u, w \in [n] \), \( \text{leak}(m_u, m_i^{(L)}, m_w) = \text{leak}(m_u, m_i^{(R)}, m_w) \) (we will show later how privacy of the learner helps us achieve this). Then if \( h \) can distinguish \( B_{i-1} \) from \( B_i \), the adversary can distinguish the two sequences. Unfortunately, this approach doesn’t quite work. The hypothesis \( h \) is only guaranteed to distinguish \( B_{i-1} \) from \( B_i \) with probability \((1 - \alpha)/n\). If \( h \) fails to distinguish the buckets or distinguishes them in the opposite direction then, the adversary’s advantage is lost.

Thus, following the approach of Bun and Zhandry (2016), we consider sequences of challenge messages that differ on two messages. For the “left” challenge sequence our adversary samples two messages from the same of either \( B_{i-1} \) or \( B_i \). For the “right” challenge sequence our adversary samples from one message from each bucket \( B_{i-1} \) and \( B_i \). Both challenge sequences are completed with the same messages \( m_1, \ldots m_{i-1}, m_{i+1}, \ldots m_n \). Let \( c^0 \) and \( c^1 \) be the ciphertexts corresponding to the messages that are different between the two sequences. If the learned hypothesis \( h \) agrees on \( c^0 \) and \( c^1 \), then the challenge messages are more likely to be from the same bucket. If \( h \) disagrees, then the challenge sequences are more likely to be from different buckets. With this setup, any advantage \( h \) enjoys over random guessing when the learner succeeds is preserved even if it has no advantage when the learner fails.

The difficulty now is ensuring that the “left” and “right” challenge messages are indistinguishable with respect to the leakage function \( \text{leak} \). Sampling multiple messages from each bucket makes this task harder still. We now explain how differential privacy helps us overcome this issue.
Use of differential privacy. Differential privacy of the learner permits us to swap out points in its input dataset while preserving its distinguishing advantage. Obviously, deleting the example corresponding to \( m_i \) is essential to having any hope of constructing a pair of challenge sequences that agree on leak. But leak imposes more stringent constraints. The log-invariance property of leak that we define ensures that by removing only a polylogarithmic number of samples (which, by group privacy, doesn’t hurt our distinguishing advantage too much), we can indeed construct such challenge sequences.

We now formalize the ideas described in the proof sketch. First, we show that an accurate learner is likely to output a hypothesis that can distinguish between two adjacent buckets.

**Lemma 20** Consider the concept class \( \text{LEncThr} \). Let \( L \) be a \((\alpha = 1/4, \beta = 1/4)\)-accurate PAC learner for \( \text{LEncThr} \). Fix any pair \((sk, \text{params})\) in the range of \( \text{Gen} \) and an (encrypted) threshold concept with \( t = N/2 \).

Let \( S = \{(x_1 = (\text{params}, \text{Enc}(sk, m_1)), y_1), \ldots, (x_n = (\text{params}, \text{Enc}(sk, m_n)), y_n)\} \) where \( m_i \) are sampled uniformly at random and \( y_i = f_t(m_i) \). Then there exists an \( i \in [n] \) such that

\[
\Pr \left[ \Pr_{m \sim B_i} [h(\text{Enc}(m, sk)) = 1] \geq \Pr_{m \sim B_{i+1}} [h(\text{Enc}(m, sk)) = 1] \right] \geq \frac{1}{2n} \geq \frac{3}{4n}.
\]

Here, the outer probability is over the randomness of the samples \( S \) and the randomness of the learner; \( h \leftarrow L(S) \), and each \( B_i = [m_i, m_{i+1}] \).

**Proof** Fix a dataset \( S \) and let \( h \) be the hypothesis produced by the learner on input \( S \). Let \( B_i = [m_i, m_{i+1}] \), \( \ell_i = |B_i|/2^d \) and \( p_i = \Pr_{m \sim B_i} [h(\text{Enc}(m, sk)) = 1] \) for each \( i \in [n] \). Let \( k \) be the index of the bucket where the threshold \( t \) lies.

Accuracy of the learner implies that with probability at least \( 1 - \beta \geq 3/4 \) over the sample \( S \) and the learner’s coin tosses, we have

\[
\sum_{i=1}^{k-1} p_i \ell_i + \sum_{i=k+1}^{n} (1 - p_i) \ell_i + p_k \ell_a + (1 - p_k) \ell_b \geq 1 - \alpha = \frac{3}{4},
\]

where \( \ell_a = |t - m_k|/2^d \) and \( \ell_b = |m_{k+1} - t - 1|/2^d \).

We claim that if this is the case, then there exist indices \( i < j \) such that \( |p_i - p_j| \geq 1/2 \). To see this, assume instead for the sake of contradiction that there exists \( p \) such that for all \( i \in [n] \), \( |p_i - p| < 1/4 \). Then

\[
\sum_{i=1}^{k-1} p_i \ell_i + \sum_{i=k+1}^{n} (1 - p_i) \ell_i + p_k \ell_a + (1 - p_k) \ell_b < (p + 1/4) \sum_{i=1}^{k-1} \ell_i + \ell_a + (1 - (p - 1/4)) \sum_{i=m+1}^{n} \ell_i + \ell_b
\]

\[
= \frac{1}{2} (p + 1/4 + 1 - (p - 1/4))
\]

\[
= \frac{1}{2} + \frac{1}{4} = \frac{3}{4},
\]
This contradicts our assumed accuracy of the learner.

Thus, we have shown that
\[
\Pr \left[ \exists i < j \text{ s.t. } \left| \Pr_{m \sim B_i} [h (\text{Enc} (m, sk)) = 1] - \Pr_{m \sim B_j} [h (\text{Enc} (m, sk)) = 1] \right| \geq \frac{1}{2} \right] \geq \frac{3}{4}.
\]

More compactly, if we denote \( \Pr_{m \sim B_i} [h (\text{Enc} (m, sk)) = 1] \) by \( p_i \) for all \( i \in [n] \), that is,
\[
\Pr \left[ \exists i < j \text{ s.t. } |p_i - p_j| \geq \frac{1}{2} \right] \geq \frac{3}{4}.
\]

If for some \( i < j \) we have \( |p_i - p_j| \geq 1/2 \), then the triangle inequality implies \( |p_i - p_{i+1}| + |p_{i+1} - p_{i+2}| + \cdots + |p_{j-1} - p_j| \geq 1/2 \). By averaging, this in turn implies that there exists an index \( k \) where \( i \leq k \leq j - 1 \) for which \( |p_k - p_{k+1}| \geq 1/2n \). Thus we have,
\[
\Pr \left[ \exists k \text{ s.t. } |p_k - p_{k+1}| \geq \frac{1}{2n} \right] \geq \frac{3}{4}.
\]

Using the union bound we get,
\[
\Pr \left[ |p_1 - p_2| \geq \frac{1}{2n} \right] + \Pr \left[ |p_2 - p_3| \geq \frac{1}{2n} \right] + \cdots + \Pr \left[ |p_{n-1} - p_n| \geq \frac{1}{2n} \right] \geq \frac{3}{4}.
\]

Now by averaging, we conclude that there exists an \( i \in [n] \) such that
\[
\Pr \left[ |p_i - p_{i+1}| \geq \frac{1}{2n} \right] \geq \frac{3}{4n}.
\]

Unpacking the definition of \( p_i \), equivalently, there exists an \( i \in [n] \) such that
\[
\Pr \left[ \Pr_{m \sim B_i} [h (\text{Enc} (m, sk)) = 1] - \Pr_{m \sim B_{i+1}} [h (\text{Enc} (m, sk)) = 1] \geq \frac{1}{2n} \right] \geq \frac{3}{4n}.
\]

We now use group privacy to show that if we switch \( \kappa \log n \) points from \( S \) to obtain a new dataset \( S_i \) to be used as input to the learner, then the gap above still (approximately) holds.

**Lemma 21** Let \( \varepsilon \leq 1/\kappa(n) \) and \( \delta \leq 1/10n \). Let \( L \) be a \((\alpha = 1/4, \beta = 1/4)\)-accurate and \((\varepsilon, \delta)\)-differentially private PAC learner for the concept class \( \text{LEncThr} \). Consider \( S = \{(x_1 = (\text{params}, \text{Enc}(sk, m_1)), y_1), \ldots, (x_n = (\text{params}, \text{Enc}(sk, m_n)), y_n)\} \) where \( m_i \) are sampled uniformly at random.

Let \( i \) be the index guaranteed by Lemma 20 for which
\[
\Pr \left[ \Pr_{m \sim B_i} [h_S (\text{Enc} (m, sk)) = 1] - \Pr_{m \sim B_{i+1}} [h_S (\text{Enc} (m, sk)) = 1] \geq \frac{1}{2n} \right] \geq \frac{3}{4n},
\]
where the outer probability is taken over the sample and the coins of the learner, and \( h_S \leftarrow L(S) \).

Let \( S_i = S \setminus R_i \) where \( R_i \) is any set such that \( |R_i| \leq \kappa(n) \). Then
\[
\Pr \left[ \Pr_{m \sim B_i} [h_{S_i} (\text{Enc} (m, sk)) = 1] - \Pr_{m \sim B_{i+1}} [h_{S_i} (\text{Enc} (m, sk)) = 1] \geq \frac{1}{2n} \right] \geq \frac{1}{10n},
\]
where \( h_{S_i} \leftarrow L(S_i) \).
Proof Consider a postprocessing $A$ of the learner $L$ defined as follows:

$$A(h) = \left| \Pr_{m \sim B_i} [h(\text{Enc}(m, sk)) = 1] - \Pr_{m \sim B_{i+1}} [h(\text{Enc}(m, sk)) = 1] \right|.$$ 

Let $T$ be the set of outcomes for which $A(h) \geq 1/2n$. By hypothesis, we have $\Pr[A(L(S)) \in T] \geq 3/4n$, where the probability is taken over the sample and the coins of the learner.

Using the post-processing property of differentially private mechanisms, we get that $A \circ L$ is $(\varepsilon, \delta)$-differentially private. Switching the input dataset from $S$ to $S_i$ and using group privacy, we get

$$\Pr[A(L(S)) \in T] \leq e^{|R_i|\varepsilon} \Pr[A(L(S_i)) \in T] + \frac{e^{|R_i|\varepsilon} - 1}{e^\varepsilon - 1} \cdot \delta.$$ 

Since $|R_i| \leq \kappa(n)$, then as long as $\varepsilon \leq 1/\kappa(n)$ and $\delta \leq 1/4n$, we get $\Pr[A(L(S_i)) \in T] \geq \frac{1}{10n}$.

Algorithm 3 Adversarial strategy using DP-PAC Learner

1. Set $t = N/2$ and choose uniformly at random $i \sim [n]$.
2. Sample $n$ points uniformly at random and permute in increasing order to get $P = (m_1, \ldots, m_{i-1}, m_i, m_{i+1}, \ldots, m_n)$
3. Construct pairs $(m^0_L, m^1_L)$ and $(m^0_R, m^1_R)$ as follows. Let $B_{i-1} = [m_{i-1}, m_i]$ and $B_i = [m_i, m_{i+1}]$. Sample $m^0_L < m^1_L$ from $B_j$ for a random choice of $j \in \{i - 1, i\}$ and sample $m^0_R$ from $B_{i-1}$ and $m^1_R$ from $B_i$.
4. Let $P_i = P \setminus R_i$, where $|R_i| \leq \kappa(n)$ as guaranteed by log-invariance. Challenge on the pair of sequences $P_i \cup \{m^0_L, m^1_L\}$ and $P_i \cup \{m^0_R, m^1_R\}$ (in sorted order) and receive the sequence of ciphertexts $(c_1, \ldots, c_i^0, c_i^1, \ldots, c_{n-|R_i|})$.
5. Remove $c_i^0, c_i^1$ from the set of ciphertexts and construct a dataset by attaching public parameters and labels $y_j = f_t(m_j)$, i.e. $S_i = \{(x_1 = (c_1, \text{params}), y_1), \ldots, (x_{n-|R_i|} = (c_{n-|R_i|}, \text{params}), y_{n-|R_i|})\}$. Obtain $h \leftarrow_R L(S_i)$.
6. Set $x_i^0 = (c_i^0, \text{params})$ and $x_i^1 = (c_i^1, \text{params})$. Guess $b' = 0$ if $h(x_i^0) = h(x_i^1)$. Guess $b' = 1$ otherwise.

Theorem 22 Let $L$ be an $(\alpha = 1/4, \beta = 1/4)$-accurate and $(\varepsilon, \delta)$-differentially private PAC learner with $\varepsilon \leq 1/\kappa(n)$ and $\delta \leq 1/4n$ for the concept class LEncThr, where the underlying FRE scheme is instantiated using a log-invariant leakage function leak. Then there exists an adversary that wins the security game of the FRE with advantage at least $1/poly(n)$.

Proof We describe our adversarial strategy as Algorithm 3.

Note that a randomly chosen $i \in [n]$ meets the guarantee described in Lemma 20 with probability at least $1/n$. Moreover, since leak is log-invariant, we know that there exists an efficient
procedure that outputs $P_i$ as described in step 4 with probability at least $1/\zeta(n)$ for some polynomial $\zeta$. (Otherwise, our adversary can just output a random guess.) Putting these together, we get the following guarantee.

\[
\Pr \left[ \Pr_{m \sim B_i} \left[ h_{S_i} \left( \Enc(m, sk) \right) = 1 \right] - \Pr_{m \sim B_{i+1}} \left[ h_{S_i} \left( \Enc(m, sk) \right) = 1 \right] \geq \frac{1}{2n} \right] \geq \frac{1}{10n} \cdot \frac{1}{n} \cdot \frac{1}{\zeta(n)} \\
= \frac{1}{\text{poly}(n)}.
\]

(1)

Now fix a realization of $S$. As before, let $p_i = \Pr_{m \sim B_i} [h_{S_i}(\Enc(m, sk)) = 1]$ for each $i \in [n]$. The advantage of the adversary in the security game under this realization of $S$ is

\[
\Pr \left[ b' = b \right] = \frac{1}{2} \left( \Pr \left[ h(x^0_i) = h(x^1_i) \mid b = L \right] + \Pr \left[ h(x^0_i) \neq h(x^1_i) \mid b = R \right] \right) \\
= \frac{1}{2} \left( \frac{1}{2} \left( p_i^2 + (1 - p_i)^2 + p_{i+1}^2 + (1 - p_{i+1})^2 \right) + (1 - p_ip_{i+1} - (1 - p_i)(1 - p_{i+1})) \right) \\
= \frac{1}{2} \left( \frac{1}{2} \left( 2p_i^2 + 2p_{i+1}^2 + 2 - 4p_ip_{i+1} \right) \right) \\
= \frac{1}{2} \left( 1 + (p_i - p_{i+1})^2 \right).
\]

Thus, if $p_i - p_{i+1} \geq \frac{1}{2n}$, then the advantage is at least $\frac{1}{2n^2}$. For other values of $p_i$ and $p_{i+1}$, the advantage is still non-negative. From Equation 1, we know that $p_i - p_{i+1} \geq \frac{1}{2n}$ is with probability at least $1/\text{poly}(n)$. Hence, the overall advantage of the adversary over the random choice of $S$ is at least $1/\text{poly}(n)$. \hfill \blacksquare

6. Identifying an Appropriate Leakage function: tfld

6.1. Results with tfld leakage

In this section, we describe an explicit distance and induced leakage function, denoted tfld, that has both the bisection and log-invariance properties.

Definition 23 Let $X = [2^d]$ and $m_0, m_1 \in X$. We define fld as a function that reveals the signed floor-log distance between the inputs i.e.

\[
fld(m_0, m_1) = \begin{cases} 
0 & \text{if } m_0 = m_1 \\
\left\lfloor \log (m_0 - m_1) \right\rfloor + 1 & \text{if } m_0 > m_1 \\
-\left\lfloor \log (m_1 - m_0) \right\rfloor - 1 & \text{otherwise.}
\end{cases}
\]

The induced leakage function tfld is thus

\[
\text{tfld}(m_0, m_1, m_2) = (\text{Comp}(m_0, m_1), \text{Comp}(m_1, m_2), \text{Comp}(m_0, m_2), \mathbb{I}(\left\lfloor \log |m_1 - m_0| \right\rfloor < \left\lfloor \log |m_2 - m_1| \right\rfloor))
\]

where $\text{Comp}(m_0, m_1)$ reveals if $m_0 < m_1$ or $m_0 > m_1$ or $m_0 = m_1$. 
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Lemma 24  The floor-log distance function \(\text{fld}\) (and hence, its induced leakage function \(tfld\)) has the bisection property.

Proof  
First, the definition of \(\text{fld}\) ensures that it reveals the ordering of inputs. Moreover, it is easy to see that \(0 \leq \text{fld}(m_0, m_1) \leq d\).

We now argue that for any \(m_0 < m_1 < m_2\), either \(\text{fld}(m_1, m_0) < \text{fld}(m_2, m_0)\) or \(\text{fld}(m_2, m_1) < \text{fld}(m_2, m_0)\). Let \(z = \text{fld}(m_2, m_0)\) which implies that \(2^{z-1} \leq m_2 - m_0 < 2^z\). For the sake of contradiction, assume that neither \(\text{fld}(m_1, m_0)\) nor \(\text{fld}(m_2, m_1)\) are less than \(z\). It is immediate that neither \(\text{fld}(m_1, m_0)\) or \(\text{fld}(m_2, m_1)\) can be greater than \(z\). In the case that both of them are equal to \(z\), we would have \(2^{z-1} \leq m_2 - m_1 < 2^z\) and \(2^{z-1} \leq m_1 - m_0 < 2^z\). This implies that \(m_2 - m_0 \geq 2^z\) which is a contradiction. 

\[
\text{Corollary 25} \quad \text{Algorithm 2 learns LEncThr under leakage function } \text{fld} \text{ with mistake bound } d + 4 \text{ and polynomial runtime per example.}
\]

We now argue that \(\text{fld}\) has the log-invariance property. First, we establish two helpful senses in which uniformly random points are well-spread.

Lemma 26  Call a multiset of points \(S = \{m_1, \ldots, m_n\} \subseteq [2^d]\) regular if for every \(i\), we have \(|A_i \cap S| \leq 50 \log^2 n\) where

\[
A_i = \left\{ x \in [2^d] \mid 2^z - \frac{4 \log n \cdot 2^d}{n} \leq |x - m_i| \leq 2^z + \frac{4 \log n \cdot 2^d}{n} \text{ for some } z \in \{0, 1, \ldots, d - 1\} \right\}.
\]

A uniformly random set of points \(S\) is regular with probability at least \(1 - 1/n\).

Proof  First observe that regardless of the realization of \(m_i\), we have

\[
|A_i| \leq 2 \cdot \frac{4 \log n \cdot 2^d}{n} + \sum_{z = \log(4 \log n \cdot 2^d/n)}^{d} \frac{4 \log n \cdot 2^d}{n} \leq \frac{24 \log^2 n \cdot 2^d}{n}.
\]

Given \(m_i\), the remaining points in \(S\) remain uniformly random. Therefore, each of these \(n - 1\) remaining points intersects \(A_i\) independently with probability \(24 \log^2 n / n\). By a Chernoff bound, the probability that more than \(50 \log^2 n\) of these points intersects \(A_i\) is at most \(e^{-4 \log^2 n}\). Taking a union bound over \(i = 1, \ldots, n\) completes the proof.

\[
\text{Lemma 27} \quad \text{Let } S = \{m_1, \ldots, m_n\} \text{ consist of } n \text{ points drawn uniformly at random from } [2^d], \text{ and arranged in nondecreasing order. With probability at least } 1 - \frac{1}{n} \text{ over the sampling of } S, \text{ for all } i \in \{0, 1, \ldots, n\}, \text{ we have } |B_i| \leq \frac{4 \log n \cdot 2^d}{n}, \text{ where } B_i = [m_i, m_{i+1}) \text{ and } m_0 = 0 \text{ and } m_{n+1} = 2^d.
\]

Proof  Consider dividing \([2^d]\) into disjoint consecutive intervals of length \(2 \log n \cdot 2^d / n\). We show that with high probability over a random sampling of \(n\) points, every interval will contain at least one sampled point.
Let \( U_1, \ldots, U_\mathcal{I} \) denote these disjoint intervals, where \( \mathcal{I} = \frac{n}{2 \log n} \). Our goal is to show that \( \Pr[\forall i \in [\mathcal{I}] : \text{count}(U_i) \geq 1] \geq 1 - \frac{1}{n} \), where \( \text{count}(U_i) \) evaluates the total number of sampled points in the interval \( U_i \).

Fix some \( i \in [\mathcal{I}] \). Then

\[
\Pr[\text{count}(U_i) < 1] = \Pr[\text{count}(U_i) = 0] = \left( \frac{\mathcal{I} - 1}{\mathcal{I}} \right)^n
\]

By the union bound, we get

\[
\Pr[\exists i \in [\mathcal{I}] : \text{count}(U_i) < 1] \leq \mathcal{I} \cdot \left( \frac{\mathcal{I} - 1}{\mathcal{I}} \right)^n
= \mathcal{I} \cdot \left( 1 - \frac{1}{\mathcal{I}} \right)^n
\leq \frac{\mathcal{I}}{\exp(n/\mathcal{I})}
\leq \frac{n}{n^2} = \frac{1}{n}.
\]

Taking the complement of this event, we conclude that with probability at least \( 1 - \frac{1}{n} \) over the sampling of \( S \), for all \( i \in \{0, 1, \ldots, n\} \), we have \( |B_i| \leq \frac{4 \log n \cdot 2^d}{n} \).

**Lemma 28** Let \( S = \{m_1, \ldots, m_n\} \) consist of points sampled uniformly at random from \([2^d]\). Then with probability at least \( 1 - 2/n \) over the sampling, for all \( i \in [n] \), there exists an efficiently computable set of points \( R_i \) with \( |R_i| \leq 50 \log^2 n \) such that for all \( y \in S \setminus R_i \), \( \text{fld}(y, m_{i-1}) = \text{fld}(y, m_{i+1}) \).

**Proof** Let \( G = 4 \log n \cdot 2^d/n \). By Lemma 26, we have that \( S \) is regular with overwhelming probability. By Lemma 27, we have that all bucket lengths \( |B_i| \leq G \) with high probability. We will show that if both of these events hold, then we can construct the appropriate sets \( R_i \). For each \( i \), define \( R_i = A_i \cap S \), using the notation from Lemma 26, which has the requisite size.

Fix some \( m \in S \setminus R_i \) such that \( m \leq m_{i-1} \). (We can make a symmetric argument for \( m \geq m_{i+1} \).) Let \( p = \text{fld}(m, m_i) \). By properties of floor-log distance and the construction of the set \( R_i \), we know that \( |m - m_i| < 2^p - G \). By the triangle inequality, we have \( |m - m_{i+1}| \leq |m - m_i| + |m_i - m_{i+1}| < 2^p - G + G = 2^p \).

On the other hand, from the construction of \( R_i \), we have that \( |m - m_{i+1}| \geq |m - m_i| > 2^{p-1} + G \). This implies that \( \text{fld}(m, m_{i+1}) = p = \text{fld}(m, m_i) \).

We now argue that \( \text{fld}(m, m_{i-1}) = p \) as well. It is easy to see that \( |m - m_{i-1}| < |m - m_i| < 2^p - G \). On the other hand,

\[
|m - m_{i-1}| = |m - m_i| - |m_{i-1} - m_i| \\
\geq |m - m_i| - G \\
> 2^{p-1} + G - G = 2^{p-1}.
\]

This proves that \( \text{fld}(m, m_{i-1}) = \text{fld}(m, m_i) = \text{fld}(m, m_{i+1}) = p \) for all \( m \in S \setminus R_i \).
Corollary 29  The leakage function tfld induced by fld has the log-invariance property with \( \kappa(n) = 50 \log^2 n \).

Proof Let \( S \) consist of uniformly random samples and construct the sets \( R_i \) as in Lemma 28. It immediately follows that for all \( m_1, m_2 \in S \setminus R_i \) and all \( z, z' \) in the interval of \( (m_i-1, m_i+1) \), we have
\[
tfld(m_1, m_2, z) = tfld(m_1, m_2, z') \quad \text{since} \quad fld(m_1, z) = fld(m_1, z') \quad \text{and} \quad fld(m_2, z) = fld(m_2, z').
\]
It also follows that for all \( m \in S \setminus R_i \) and all \( z_1, z_2, z'_1, z'_2 \) in the interval \( (m_i-1, m_i+1) \), we have
\[
tfld(m, z_1, z_2) = tfld(m, z'_1, z'_2).
\]

Combining Corollary 29 with Theorem 22 yields the following hardness result.

Corollary 30  Let \( \text{FRE} = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Comp}) \) be a statically secure function revealing encryption scheme with leakage function tfld. Then there is no \( (\alpha = 1/4, \beta = 1/4) \)-accurate and \( (\varepsilon, \delta) \)-differentially private PAC learner for the concept class \( \text{LEncThr} \) with \( \varepsilon = 1/50 \log^2 n \) and \( \delta = 1/4n \).

We now state a result from Balle et al. (2018) that (building on the “secrecy of the sample” argument from Kasiviswanathan et al. (2011)) that enables efficiently reducing \( \varepsilon \) parameter of a differentially private algorithm using random sampling. We then use this theorem to obtain our main separation result (Theorem 32).

Theorem 31  Fix \( \varepsilon \leq 1 \) and let \( A \) be an \( (\varepsilon, \delta) \)-differentially private algorithm operating on datasets of size \( m \). For \( n \geq 2m \), construct an algorithm \( \tilde{A} \) that, on input a dataset \( D \) of size \( n \), subsamples (without replacement) \( m \) records from \( D \) and runs \( A \) on the result. Then \( \tilde{A} \) is \( (\tilde{\varepsilon}, \tilde{\delta}) \)-differentially private for
\[
\tilde{\varepsilon} = \frac{(e^\varepsilon - 1) m}{n} \quad \text{and} \quad \tilde{\delta} = \frac{m}{n} \cdot \delta.
\]

Theorem 32  Let \( \text{FRE} = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Comp}) \) be a statically secure function revealing encryption scheme with leakage function tfld. Define the associated concept class \( \text{LEncThr} \). Then \( \text{LEncThr} \) is online learnable in polynomial time with a polynomial mistake bound. However, there is no \( (\alpha = 1/4, \beta = 1/4) \)-accurate and \( (\varepsilon = 1, \delta = 1/4n) \)-differentially private PAC learner for \( \text{LEncThr} \).

Proof Corollary 25 shows the existence of an efficient online learner for \( \text{LEncThr} \) under the leakage function tfld with mistake bound \( d + 4 \). This proves the efficient learnability of \( \text{LEncThr} \) in the online learning model.

We now argue about the computational hardness of \( \text{LEncThr} \). Corollary 30 shows that there is no \( (\alpha = 1/4, \beta = 1/4) \)-accurate and \( (\varepsilon = 1/50 \log^2 n, \delta = 1/4n) \)-differentially private PAC learner for the concept class \( \text{LEncThr} \), where the sample size \( n \) is any polynomial in the problem description size \( d \). We now use the result that \( \varepsilon \) can be amplified efficiently by subsampling to show the non-existence of a learner with same accuracy guarantees but worse privacy guarantees.

For the sake of contradiction, assume the existence of a learner \( \tilde{L} \) for \( \text{LEncThr} \) that is \( (\alpha = 1/4, \beta = 1/4) \)-accurate and \( (\varepsilon = 1, \delta = 1/4m) \)-differentially private using \( m = \text{poly}(d) \) samples. We now construct a learner \( L \) for \( \text{LEncThr} \) that is \( (\alpha = 1/4, \beta = 1/4) \)-accurate and
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Figure 1: Sketch of construction

\( (\varepsilon = 1/50 \log^2 n, \delta = 1/4n) \)-differentially private using \( n = 100m \log^2 m = \text{poly}(d) \) samples. The learner \( L \) subsamples a dataset of size \( m \) without replacement from its input and runs \( \tilde{L} \) on it.

From the guarantees of Theorem 32, we obtain that \( L \) is \( (\varepsilon = 1/50 \log^2 n, \delta = 1/4n) \)-differentially private for sufficiently large \( n \). Moreover, since we are running \( \tilde{L} \) on subsamples that were sampled without replacement from a dataset whose elements were sampled in an i.i.d. fashion, the output of \( \tilde{L} \) is identically distributed to the output of \( L \). This guarantees that \( L \) is \((\alpha = 1/4, \beta = 1/4)\)-accurate.

However, we have shown in Corollary 30 that such an \( L \) cannot exist. So we conclude the non-existence of an \((\alpha = 1/4, \beta = 1/4)\)-accurate and \( (\varepsilon = 1, \delta = 1/4n) \)-differentially private PAC learner for \( \text{LEncThr} \).

7. Constructing \( \text{FRE} \) with \( \text{tfld} \) Evaluation

We now describe sufficient cryptographic and complexity theoretic assumptions to construct function revealing encryption with any leakage computable by poly-size circuits, including \( \text{tfld} \).

The “heavy hammer” in our construction is single-input functional encryption for all poly-size circuits. The existence of this primitive is roughly equivalent to indistinguishability obfuscation; a recent breakthrough of Jain et al. (2021) showed that both can be based on a slate of reasonable assumptions described below.

**Theorem 33 (Jain et al. (2021))** Let \( \lambda \) be a security parameter, \( p \) be an efficiently sampleable \( \lambda \)-bit prime, and \( k = k(\lambda) \) be a large enough polynomial. Assume:

- The SXDH assumption with respect to a bilinear groups of order \( p \),
- The LWE assumption with modulus-to-noise ratio \( 2^{k\varepsilon} \) where \( k = k(\lambda) \) is the dimension of the secret.
The existence of $\gamma$-secure perturbation resilient generators $\Delta RG \in (\deg 2, \deg d)$ over $\mathbb{Z}_p$ for some constant $d \in \mathbb{N}$, with polynomial stretch.

Then there exists a secret-key functional encryption scheme for polynomial sized circuits having adaptive collusion resistant security, full compactness and perfect correctness.

Figure 1 shows our path for building the perfectly and strongly correct FRE we need from single-input functional encryption.

First, we use the following result of Bitansky and Vaikuntanathan (2022) which gives a complexity-theoretic assumption under which we can guarantee correctness with probability 1.

**Theorem 34 (Bitansky and Vaikuntanathan (2022))** Assume the existence of one-way functions and functions with deterministic (uniform) time complexity $2^{O(n)}$, but non-deterministic circuit complexity $2^\Omega(n)$. Then any cryptographic scheme that is secure under parallel repetitions can be made perfectly correct.

Next, we apply a transformation of Brakerski et al. (2018), who show how to construct a multi-input functional encryption scheme from a single-input functional encryption scheme for all circuits. Note that perfect correctness of the single-input scheme translates into perfect correctness of the resulting multi-input scheme.

**Theorem 35 (Brakerski et al. (2018))** Assume the existence of

- A private-key single-input functional encryption scheme for all polynomial-size circuits.
- A pseudorandom function family.

Then there exists a private-key three-input functional encryption scheme for all polynomial-size circuits.

A function revealing encryption scheme is a special case of a multi-input functional encryption scheme where only a single fixed functionality is supported. So what remains is to ensure “strong” correctness. To obtain this, we can invoke a transformation of Bun and Zhandry (2016), who showed how to obtain strong correctness for ORE by attaching a NIZK proof that encryption was performed correctly. Their construction (stated as Theorem 4.1 in their paper) is not specific to ORE and holds for general leakage as stated below.

**Theorem 36 (Bun and Zhandry (2016))** Assuming the existence of a function-revealing encryption scheme with leakage $\text{leak}$, a perfectly binding commitment scheme, and perfectly sound non-interactive zero knowledge proofs for NP, there is a strongly correct function-revealing encryption scheme with leakage $\text{leak}$.

Perfectly binding commitments can be built from injective one-way functions; moreover, the injectivity requirement can be removed if the circuit lower bound described in Theorem 35 holds (Barak et al., 2007). Perfectly sound NIZKs can be built from bilinear maps (Groth et al., 2012).

Invoking Theorem 32 with the construction we’ve outlined, and using the fact that (functional) encryption implies the existence of one-way functions, we obtain the following separation.
Theorem 37 Assume the existence of functional encryption for poly-size circuits (obtainable via the assumptions in Theorem 33), functions computable in time $2^\Omega(n)$ with non-deterministic circuit complexity $2^{\Omega(n)}$, and perfectly sound non-interactive zero knowledge proofs for NP. Then there exists a concept class that is is online learnable in polynomial time with a polynomial mistake bound. However, this class cannot be learned by a $(\alpha = 1/4,\beta = 1/4)$-accurate and $(\varepsilon = 1,\delta = 1/4n)$-differentially private algorithm.

8. Conclusion

We conclude with the following open questions.

- Can we build FRE schemes satisfying our bisection and log-invariance properties from weaker assumptions? A beautiful line of work Chenette et al. (2016); Cash et al. (2016) constructs “leaky order-revealing encryption schemes” that enable tantalizingly close functionalities to our tfld. These constructions require much weaker cryptographic assumptions, e.g., just one-way functions and pairings, than what seem to be needed to get multi-input functional encryption for all circuits.

- Can one identify a rich, important class of efficient online learners that can be efficiently transformed into private PAC learners?

- Putting computational complexity aside, can we obtain an improved separation between private sample complexity and non-private sample complexity (characterized by VC dimension) of learning? The current best separation is still only a factor of $\log^*|\mathcal{F}|$ (Alon et al., 2022). Similarly, can we improve our general understanding of the sample complexity of private learning?
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