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#### Abstract

We establish finite-sample guarantees for efficient proper learning of bounded-degree polytrees, a rich class of high-dimensional probability distributions and a subclass of Bayesian networks, a widely-studied type of graphical model. Recently, Bhattacharyya et al. (2021) obtained finitesample guarantees for recovering tree-structured Bayesian networks, i.e., 1-polytrees. We extend their results by providing an efficient algorithm which learns $d$-polytrees in polynomial time and sample complexity for any bounded $d$ when the underlying undirected graph (skeleton) is known. We complement our algorithm with an information-theoretic sample complexity lower bound, showing that the dependence on the dimension and target accuracy parameters are nearly tight.
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## 1. Introduction

Distribution learning, or density estimation, is the task of obtaining a good estimate of an unknown underlying probability distribution $P$ from observational samples. Understanding which classes of distributions could be or could not be learnt efficiently, in terms of sample (data) and computational (time) complexities, is a fundamental problem in both computer science and statistics.

Bayesian networks (or Bayes nets in short) represent a class of high-dimensional distributions that can be explicitly described by how each variable is generated sequentially in a directed fashion. Being interpretable, Bayes nets have been used to model beliefs in a wide variety of domains (e.g. see Jensen and Nielsen (2007); Koller and Friedman (2009) and references therein). A fundamental problem in computational learning theory is to identify families of Bayes nets which can be learned efficiently from observational data. Formally, a Bayes net is a probability distribution $P$, defined over some directed acyclic graph (DAG) $G=(V, E)$ on $|V|=n$ nodes that factorizes according to $G$ (i.e. Markov with respect to $G$ ) in the following sense: $P\left(v_{1}, \ldots, v_{n}\right)=\prod_{v_{1}, \ldots, v_{n}} P(v \mid \pi(v))$, where $\pi(v) \subseteq V$ are the parents of $v$ in $G$. While it is well-known that given the DAG structure of a Bayes net, there exists sample-efficient algorithms ${ }^{1}$ that output good hypotheses (Dasgupta, 1997; Bhattacharyya et al., 2020), there is no known computationally efficient algorithms for obtaining the DAG of a Bayes net. In fact, it has long been understood that Bayes net structure learning is computationally expensive in general (Chickering et al., 2004). However, these hardness results fall short when the goal is learning the distribution $P$ in the probabilistically approximately correct (PAC) (Valiant, 1984) sense (with respect to, say, KL divergence or total variation distance), rather

[^0]than trying to recover an exact graph structure from the Markov equivalence class of $P$. That is, prior hardness results on exact recovery do not carry over to approximate recovery in the PAC sense.

Polytrees are a subclass of Bayesian networks where the undirected graph underlying the DAG is a forest, i.e. there are no cycles in the undirected graph obtained by ignoring edge directions. A polytree with maximum in-degree $d$ is also known as a $d$-polytree. With an infinite number of samples, one can recover the DAG of a non-degenerate polytree in the equivalence class with the Chow-Liu algorithm (Chow and Liu, 1968) and some additional conditional independence tests (Rebane and Pearl, 1988). However, this algorithm does not work in the finite sample regime. The only known result for learning polytrees with finite sample guarantees is for 1-polytrees (Bhattacharyya et al., 2021). Furthermore, in the agnostic setting, when the goal is to find the closest polytree distribution to an arbitrary distribution $P$, the learning problem becomes NP-hard (Dasgupta, 1999).

Here, we investigate what happens when the given distribution is a $d$-polytree, for $d>1$. Are $d$-polytrees computationally hard to learn in the realizable PAC-learning setting? One motivation for studying polytrees is due to a recent work of Gao and Aragam (2021) which shows that polytrees are easier to learn than general Bayes nets due to the underlying graph being a tree, allowing typical causal assumptions such as faithfulness to be dropped when designing efficient learning algorithms.

Contributions. We give a sample-efficient algorithm for proper Bayes net learning in the realizable setting, when provided with the ground truth skeleton (i.e., the underlying forest). Crucially, our result does not require any distributional assumptions such as strong faithfulness, etc. We also give information-theoretic sample complexity lower bounds that hold even when the ground truth skeleton is known and given to us.

Theorem 1 Consider a discrete distribution $P$ on $n$ variables, each with alphabet $\Sigma$, defined on a polytree $G^{*}$ with an unknown maximum in-degree $d^{*}$. Given $m$ samples from $P$, accuracy parameter $\varepsilon>0$, failure probability $\delta$, the skeleton of $G^{*}$, and an in-degree upper bound $d \geq d^{*}$, there exists an algorithm that outputs a d-polytree distribution $\hat{P}$ such that $d_{\mathrm{KL}}(P \| \hat{P}) \leq \varepsilon$ with success probability at least $1-\delta$, as long as

$$
m=\tilde{\Omega}\left(\frac{n \cdot|\Sigma|^{d+1}}{\varepsilon} \log \frac{1}{\delta}\right) .
$$

Moreover, the algorithm runs in time polynomial in $m,|\Sigma|^{d}$, and $n^{d}$.
We remark that our result holds when given only an upper bound $d$ on the true in-degree $d^{*}$. In particular, our result yields a sample complexity upper bound of $\tilde{O}(n / \varepsilon)$ for learning $O(1)$ polytrees with constant $|\Sigma|$ and $d$. Note that this dependence on the dimension $n$ and the accuracy parameter $\varepsilon$ is optimal, up to logarithmic factors: indeed, we establish in Theorem 16 an $\Omega(n / \varepsilon)$ sample complexity lower bound for this question, even for $d=2$ and $|\Sigma|=2$. ${ }^{2}$

We also state sufficient distributional conditions that enable recovery of the ground truth skeleton. Informally, we require that the data processing inequality hold in a strong sense with respect to the edges in the skeleton. Under these conditions, combining with our main result in Theorem 1, we obtain a polynomial-time PAC algorithm to learn bounded-degree polytrees from samples.
2. We remark that (Bhattacharyya et al., 2021, Theorem 7.6) implies an $\Omega\left(\frac{n}{\varepsilon} \log \frac{n}{\varepsilon}\right)$ sample complexity lower bound for the analogous question when the skeleton is unknown and $d=1$.

## LEARNING BOUNDED-DEGREE POLYTREES WITH KNOWN SKELETON

### 1.1. Overview of algorithm

Our algorithm is designed with KL divergence in mind; see Eq. (1). Since there are efficient algorithms for estimating the parameters of a Bayes net with in-degree $d$ once a close-enough graph $\hat{G}$ is recovered (Dasgupta, 1997; Bhattacharyya et al., 2020), it suffices to find a good approximation of the underlying DAG $G^{*}$. For any distribution $P$ and DAG $G$, let $P_{G}$ be defined as the projection of $P$ unto a DAG $G$; see Section 2.2 for the formal definition. Then, for a distribution $P$ that is Markov with respect to a DAG $G^{*}$, the quality (in terms of KL divergence) of approximating $G^{*}$ with $G$ is $d_{\mathrm{KL}}\left(P, P_{G}\right)=d_{\mathrm{KL}}\left(P_{G^{*}}, P_{G}\right)=\sum_{v \in V} I\left(v ; \pi_{G^{*}}(v)\right)-I\left(v ; \pi_{G}(v)\right)$, where $I(\cdot ; \cdot)$ refers to mutual information (MI), and $\pi_{G}(v)$ is the set of parents of $v$ in $G$. When the true skeleton skel $\left(G^{*}\right)$ is given to us in advance, what remains is to orient each edge. As such, given error parameter $\varepsilon>0$ and upper bound on in-degree $d$, the goal of our algorithm is to judiciously orient the edges of $\operatorname{skel}\left(G^{*}\right)$ such that $d_{\mathrm{KL}}\left(P_{G^{*}}, P_{G}\right)$ is at most $\varepsilon$ while ensuring that every vertex has at most $d$ incoming edges.

Our algorithm relies on estimating MI and conditional MI (CMI) terms involving subsets of variables. A naïve approach of estimating these terms additively would incur an unnecessary overhead on the sample complexity. One of our technical contributions is to show that it suffices to have access to a tester that can distinguish between a CMI term being 0 or at least $\eta$, for some threshold $\eta>0$. As shown in Bhattacharyya et al. (2021), the sample complexity for testing (see Corollary 4) is an $O(\eta)$ factor smaller than that for estimating the CMI up to additive error of $\pm \eta / 2$.

Our algorithm works in three phases. In the first phase, we orient "strong v-structures"; see Section 2 for a precise definition. In the second phase, we locally check if an edge is "forced" to orient in a specific direction. In the third phase, we orient the remaining unoriented edges as a 1-polytree. Throughout the algorithm, we do not unorient edges as we will be able to argue that any orientations performed by the first two phases are guaranteed to respect the orientations of the underlying causal graph from which we draw samples from ${ }^{3}$.

To explain the intuition behind the first two phases, consider the example of a path on 3 vertices $u-v-w$; see Fig. 1 for a slightly more sophisticated example. If $u \rightarrow v \leftarrow w$, then $u$ and $w$ are dependent given $v$. Otherwise, $u$ and $w$ are independent given $v$ since $G$ is a polytree. That is, one would expect $I(u ; w \mid v)$ to be large if and only if $u \rightarrow v \leftarrow w$ was a v-structure. If it is indeed the case that $I(u ; w \mid v)$ is "large", then this would be detected by our finite-sample CMI test (i.e. $u \rightarrow v \leftarrow w$ was "strong") and so we orient $u \rightarrow v$ and $w \rightarrow v$ in Phase 1. Now, after Phase 1 , some edges in the graph would be partially oriented; say, we have $u \rightarrow v-w$ after Phase 1. If $u \rightarrow v \rightarrow w$ was the ground truth, then $I(u ; w \mid v)=0$ and our tester will detect this term as "small". If $u \rightarrow v \leftarrow w$ was the ground truth, then $I(u ; w)=0$ and our tester will detect this term as "small". Via the contrapositive of the previous two statements, if $I(u ; w \mid v)$ or $I(u ; w)$ is "large", then we know a specific orientation of the edge $v-w$. We may also leave $v-w$ unoriented if neither term was "large". Another form of "forced orientation" is due to the given upper bound $d$ on the number of parents any vertex can have: we should point all remaining incident unoriented edges away from a vertex $v$ whenever $v$ already has $d$ incoming arcs. For example, if $d=1$, then we would immediately orient $v \rightarrow w$ if we observe $u \rightarrow v-w$ after Phase 1 . Given the above intuition, any edge that remains unoriented till the Phase 3 must have been "flexible" in the sense that it could
3. Note that for some distributions there could be more than one ground truth graph, e.g. when the Markov equivalence class has multiple graphs. In such situations, for analysis purposes, we are free to choose any graph that the underlying distribution is Markov with respect to as the "ground truth".


Figure 1: 3-polytree example where $I(a ; b, c)=I(b ; a, c)=I(c ; a, b)=0$ due to deg-3 v-structure centered at $d$. By Corollary $4, I(a ; f \mid d)=0$ implies $\hat{I}(a ; f \mid d) \leq C \cdot \varepsilon$, and so we will not detect $a \rightarrow d \rightarrow f$ erroneously as a strong deg-2 v-structure $a \rightarrow d \leftarrow f$.
be oriented either way. In fact, we later show that "not too much error" has been incurred if the edge orientations from the final phase only increases the incoming degrees of any vertex by at most one.

### 1.2. Overview of information-theoretic lower bound

Our lower bound shows that $\Omega(n / \varepsilon)$ samples are necessary, even when a known skeleton is provided. To show this, we first show that $\Omega(1 / \varepsilon)$ samples are required for the case where $n=3$ by reducing the problem finding an $\varepsilon$-close graph orientation to the problem of testing whether samples are drawn from two given distributions. To accomplish this, we designed a pair of distributions $P_{1}$ and $P_{2}$ and a pair of graphs $G_{1}$ and $G_{2}$ such that (1) $P_{1}$ and $P_{2}$ have "small" squared Hellinger distance; (2) $P_{i}$ has zero KL divergence if projected onto $G_{i}$; (3) $P_{i}$ has "large" KL divergence if projected onto $G_{j}$ (for $j \neq i$ ). Since the distributions have small squared Hellinger distance, say less than $\varepsilon$, one needs $\Omega(1 / \varepsilon)$ samples to distinguish them, thus showing that $\Omega(1 / \varepsilon)$ samples are required for the case where $n=3$. To obtain a dependency on $n$, we construct $n / 3$ independent copies of the above gadget, à la proof strategy of Bhattacharyya et al. (2021, Theorem 7.6).

### 1.3. Other related work

Structure learning of Bayesian networks is an old problem in machine learning and statistics that has been intensively studied, e.g. see Koller and Friedman (2009, Chapter 18). Many early approaches required faithfulness, a condition which permits learning of the Markov equivalence class, e.g. Spirtes and Glymour (1991); Chickering (2002); Friedman et al. (2013). Finite sample complexity of such algorithms assuming faithfulness-like conditions has also been studied, e.g. Friedman and Yakhini (1996). An alternate line of more modern work has considered various other distributional assumptions that permits for efficient learning, e.g. Chickering and Meek (2002); Hoyer et al. (2008); Shimizu et al. (2006); Peters and Bühlmann (2014); Ghoshal and Honorio (2017b); Park and Raskutti (2017); Aragam et al. (2019), with the final three also showing finite sample complexities. Specifically for polytrees, Rebane and Pearl (1988) and Geiger et al. (1990) studied recovery of the DAG for polytrees under the infinite sample regime.

Abbeel et al. (2006) studied the problem of efficiently learning a bounded degree factor graph. Using their method and conversion scheme between factor graphs and Bayes nets, one could efficiently learn polytrees (Bayes nets) with bounded in- and out-degrees. However, as we only con-
sider an upper bound on the in-degrees in this work, directly applying their method scales badly in sample complexity (exponential in the number of variables) for even the simple star-like ${ }^{4}$ polytree.

More recently, Gao and Aragam (2021) studied the more general problem of learning Bayes nets, and their sufficient conditions simplified in the setting of polytrees. Their approach emphasizes exact recovery, and thus the sample complexity has to depend on the minimum gap of some key mutual information terms. In contrast, we allow the algorithm to make mistakes when certain mutual information terms are too small to detect for the given sample complexity budget and achieve a PACtype guarantee. As such, once the underlying skeleton is discovered, our sample complexity only depends on the $d, n, \varepsilon$ and not on any distributional parameters.

There are also existing works on Bayes net learning with tight bounds in total variation distance with a focus on sample complexity (and not necessarily computational efficiency), e.g. Canonne et al. (2020). Meanwhile, Acharya et al. (2018) consider the problem of learning (in TV distance) a bounded-degree causal Bayes net from interventions, assuming the underlying DAG is known.

### 1.4. Outline of paper

We introduce preliminary notions and related work in Section 2. Section 3 then shows how to recover a polytree close in KL divergence, assuming knowledge of the skeleton and maximum indegree. Section 4 gives sufficient conditions to recover the underlying skeleton from samples, while Section 5 provides our sample complexity lower bound (which holds even when the skeleton is given). We conclude in Section 6 with some open directions and defer some proofs to the appendix.

## 2. Preliminaries and tools from previous work

### 2.1. Preliminary notions and notation

We write $[k]$ to mean $\{1, \ldots, k\}$ and the disjoint union as $\dot{U}$. For any set $A$, let $|A|$ denote its size. We use hats to denote estimated quantities, e.g., $\hat{I}(X ; Y)$ will be the estimated mutual information of $I(X ; Y)$. We employ the standard asymptotic notation $O(\cdot), \Omega(\cdot) \Theta(\cdot)$, and write $\tilde{O}(\cdot)$ to omit polylogarithmic factors. Throughout, we identify probability distributions over discrete sets with their probability mass functions (pmf). We use $d^{*}$ to denote the true maximum in-degree of the underlying polytree, and $d$ to denote an upper bound of $d^{*}$.

### 2.2. Probability distribution definitions

Definition 2 (KL divergence and squared Hellinger distance) For distributions $P, Q$ defined on the same discrete support $\mathcal{X}$, their KL divergence and squared Hellinger distances are defined as $d_{\mathrm{KL}}(P \| Q)=\sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)}$ and $d_{\mathrm{H}}^{2}(P, Q)=1-\sum_{x \in \mathcal{X}} \sqrt{P(x) \cdot Q(x)}$ respectively.

Abusing notation, for a distribution $P$ on variables $X=\left\{X_{1}, \ldots, X_{n}\right\}$, we write $P_{S}$ to mean the projection of $P$ to the subset of variables $S \subseteq X$ and $P_{G}$ to mean the projection of $P$ onto a graph $G$. More specifically, we have $P_{G}\left(x_{1}, \ldots, x_{n}\right)=\prod_{x \in X} P\left(x \mid \pi_{G}(x)\right)$ where $\pi_{G}(x)$ are the parents of $x$ in $G$. Note that $P_{G}$ is the closest distribution ${ }^{5}$ on $G$ to $P$ in $d_{\mathrm{KL}}$, i.e. $P_{G}=$

[^1]$\operatorname{argmin}_{Q \in G} d_{\mathrm{KL}}(P \| Q)$. By Chow and Liu (1968), we also know that
\[

$$
\begin{equation*}
d_{\mathrm{KL}}\left(P, P_{G}\right)=-\sum_{i=1}^{n} I\left(X_{i} ; \pi_{G}\left(X_{i}\right)\right)-H\left(P_{X}\right)+\sum_{i=1}^{n} H\left(P_{X_{i}}\right), \tag{1}
\end{equation*}
$$

\]

where $H$ is the entropy function. Note that only the first term depends on the graph structure of $G$.
Our goal is to obtain approximately good graph $\hat{G}$ of $P$ in the sense of $d_{\mathrm{KL}}\left(P \| P_{\hat{G}}\right) \leq \varepsilon$. With $\hat{G}$, one can employ sample and computational-efficient parameter learning algorithms to output the final hypothesis $\hat{P}$. While one can always model the graph $G$ as a clique (a fully connected DAG) in order to satisfy the $\varepsilon$-close requirement, it takes $\exp (n)$ number of samples in the parameter learning step. Hence, we are interested in obtaining a graph $G$ that is both $\varepsilon$-close and facilitates efficient learning algorithms. For instance, if $P$ was defined on a Bayes net with max in-degree $d$, then we want $G$ to also be a Bayes net with max in-degree $d$. This is always possible in $\exp (n)$ time by formulating the search of $G$ as an optimization problem that maximizes the summation of mutual information term (first term in (1)); see (Höffgen, 1993) and why it is NP-hard in general. As each mutual information term can be well-estimated, an $\varepsilon$-close graph could be obtained by optimizing over the empirical mutual information scores. In the case of tree-structured distributions, this can be efficiently solved by using any maximum spanning tree algorithm. If any valid topological ordering of the target Bayes net $P$ is present, then an efficient greedy approach is able to solve the problem.

Definition 3 ((Conditional) Mutual Information) Given a distribution $P$, the mutual information (MI) of two random variables $X$ and $Y$, supported on $\mathcal{X}$ and $\mathcal{Y}$ respectively, is defined as $I(X ; Y)=$ $\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} P(x, y) \cdot \log \left(\frac{P(x, y)}{P(x) \cdot P(y)}\right)$. Conditioning on a third random variable $Z$, supported on $\mathcal{Z}$, the conditional MI is defined as: $I(X ; Y \mid Z)=\sum_{x \in \mathcal{X}, y \in \mathcal{Y}, z \in \mathcal{Z}} P(x, y, z) \cdot \log \left(\frac{P(x, y, z) \cdot P(z)}{P(x, z) \cdot P(y, z)}\right)$.

We will employ the following result (Corollary 4) about conditional mutual information testers, adapted from Theorem 1.3 of Bhattacharyya et al. (2021); see Appendix A. 1 for derivation details and Appendix B for a derivation of a constant $C$ that works.

Corollary 4 (Conditional MI tester) Fix any $\varepsilon>0$. Let $(X, Y, Z)$ be three random variables over $\Sigma_{X}, \Sigma_{Y}, \Sigma_{Z}$ respectively. Given the empirical distribution $(\hat{X}, \hat{Y}, \hat{Z})$ over a size $N$ sample of $(X, Y, Z)$, there exists a universal constant $0<C<1$ so that for any

$$
N \geq \Theta\left(\frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\varepsilon} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\delta} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right| \cdot \log (1 / \delta)}{\varepsilon}\right),
$$

the following statements hold with probability $1-\delta$ :
(1) If $I(X ; Y \mid Z)=0$, then $\hat{I}(X ; Y \mid Z)<C \cdot \varepsilon$.
(2) If $\hat{I}(X ; Y \mid Z) \leq C \cdot \varepsilon$, then $I(X ; Y \mid Z)<\varepsilon$.

Unconditional statements involving $I(X ; Y)$ and $\hat{I}(X ; Y)$ hold similarly by setting $\left|\Sigma_{Z}\right|=1$.

Using the contrapositive of the first statement of Corollary 4 and non-negativity of conditional mutual information, one can also see that if $\hat{I}(X ; Y \mid Z) \geq C \cdot \varepsilon$, then $I(X ; Y \mid Z)>0$.

## LEARNING BOUNDED-DEGREE POLYTREES WITH KNOWN SKELETON

### 2.3. Graphical notions

Let $G=(V, E)$ be a graph on $|V|=n$ vertices and $|E|$ edges where adjacencies are denoted with dashes, e.g. $u-v$. For any vertex $v \in V$, we use $N(v) \subseteq V \backslash\{v\}$ to denote the neighbors of $v$ and $d(v)=|N(v)|$ to denote $v$ 's degree. An undirected cycle is a sequence of $k \geq 3$ vertices such that $v_{1}-v_{2}-\ldots-v_{k}-v_{1}$. For any subset $E^{\prime} \subseteq E$ of edges, we say that the graph $H=\left(V, E^{\prime}\right)$ is the edge-induced subgraph of $G$ with respect to $E^{\prime}$.

We use arrows to denote directed edges, e.g. $u \rightarrow v$, use $\pi(v)$ to denote the parents of $v$, and use $d^{i n}(v)$ to denote $v$ 's incoming degree. An interesting directed subgraph on three vertices is the $v$-structure: $u \rightarrow v \leftarrow w, u \neq w$, and $v$ is called the center of the v -structure.

In this work, we study a generalized version of $v$-structures ( $d e g-\ell v$-structure) where the center has $\ell \geq 2$ parents $u_{1}, u_{2}, \ldots, u_{\ell}$. We say that a deg- $\ell \mathrm{v}$-structure is said to be $\varepsilon$-strong if we can reliably identify them in the finite sample regime.

Definition 5 ( $\varepsilon$-strong deg- $\ell \mathbf{v}$-structure) Let $0<C<1$ be the universal constant appearing in Corollary 4. A deg- $\ell$-structure is a subgraph on $\ell+1$ nodes $v, u_{1}, \ldots, u_{\ell}$ such that:

1. deg- $\ell \boldsymbol{v}$-structure: $v \leftarrow u_{k}$ for all $k \in[\ell]$, and $u_{k} \nmid u_{k^{\prime}}$ for all $k, k^{\prime} \in[\ell]$ and $k \neq k^{\prime}$
2. $\varepsilon$-strong: $I\left(u_{k} ;\left\{u_{1}, u_{2}, \ldots, u_{\ell}\right\} \backslash u_{k} \mid v\right) \geq C \cdot \varepsilon$ for all $k \in[\ell]$

Meek rules (Meek, 1995) are a set of 4 edge orientation rules that are sound and complete with respect to any partially oriented graph that can be fully oriented in an acyclic fashion. Soundness means that any orientation due to rule invocations are correct while completeness means that any orientation that could theoretically be recovered would be recovered. So, one can always repeatedly apply Meek rules till a fixed point to maximize the number of oriented arcs. One particular orientation rule (Meek $R 1)^{6}$ orients $b \rightarrow c$ whenever a partially oriented graph has the configuration $a \rightarrow b-c$ and $a+c$ so as to avoid forming a new v-structure of the form $a \rightarrow b \leftarrow c$. In the same spirit, we define Meek $R 1(d)$ to orient all incident unoriented edges away from $v$ whenever $v$ already has $d$ parents in a partially oriented graph.

The skeleton $\operatorname{skel}(G)$ of a graph $G$ refers to the resulting undirected graph after unorienting all edges in $G$, e.g. see Fig. 1. A graph $G$ is a polytree if $\operatorname{skel}(G)$ is a forest. For $d \geq 1$, a polytree $G$ is a $d$-polytree if all vertices in $G$ have at most $d$ parents. When we freely orient a forest, we pick arbitrary root nodes in the connected components and orient to form a 1-polytree. In polytrees, there is a unique path in $\operatorname{skel}(G)$ between any two vertices in the graph. As such, the ancestors of a vertex $v$ are mutually independent, and typically become mutually dependent when $v$ (or any of $v$ 's descendants) are being conditioned over.

## 3. Recovering a good orientation given a skeleton and degree bound

In this section, we describe and analyze an algorithm for estimating a probability distribution $P$ that is defined on a $d^{*}$-polytree $G^{*}$. We assume that we are given $\operatorname{skel}\left(G^{*}\right)$ and $d$ as input, where $d^{*} \leq d$.

Note that for some distributions there could be more than one ground truth graph, e.g. when the Markov equivalence class has multiple graphs. In such situations, for analysis purposes, we are free to choose any graph that $P$ is Markov with respect to. As the mutual information scores ${ }^{7}$ are the same for any graphs that $P$ is Markov with respect to, the choice of $G^{*}$ does not matter here.

[^2]```
Algorithm 1 Algorithm for known skeleton and max in-degree.
Input: Skeleton \(\operatorname{skel}\left(G^{*}\right)=(V, E)\), max in-degree \(d\), threshold \(\varepsilon>0\), universal constant \(C\)
Output: A complete orientation of \(\operatorname{skel}\left(G^{*}\right)\)
Run Phase 1: Orient strong v-structures (Algorithm 3) \(\triangleright \mathcal{O}\left(n^{d+1}\right)\) time
Run Phase 2: Local search and Meek \(R 1(d)\) (Algorithm 4) \(\triangleright \mathcal{O}\left(n^{3}\right)\) time
Run Phase 3: Freely orient remaining unoriented edges (Algorithm 5) \(\triangleright \mathcal{O}(n)\) time via DFS
return \(\hat{G}\)
```

```
Algorithm 2 ORIENT: Subroutine to orient edges
Input: Vertices \(u\) and \(v\) where \(u-v\) is currently unoriented
Orient \(u-v\) as \(u \rightarrow v\).
Update \(N^{\text {in }}(v)\) to \(N^{\text {in }}(v) \cup\{u\}\) and \(N^{\mathrm{un}}(v)\) to \(N^{\mathrm{un}}(v) \backslash\{u\}\).
Update \(N^{\text {out }}(u)\) to \(N^{\text {out }}(u) \cup\{v\}\) and \(N^{\text {un }}(u)\) to \(N^{\text {un }}(u) \backslash\{v\}\).
```


### 3.1. Algorithm

At any point in the algorithm, let us define the following sets. Let $N(v)$ be the set of all neighbors of $v$ in $\operatorname{skel}\left(G^{*}\right)$. Let $N^{\text {in }}(v) \subseteq N(v)$ be the current set of incoming neighbors of $v$. Let $N^{\text {out }}(v) \subseteq$ $N(v)$ be the current set of outgoing neighbors of $v$. Let $N^{\text {un }}(v) \subseteq N(v)$ be the current set of unoriented neighbors of $v$. That is, $N(v)=N^{\text {in }}(v) \dot{\cup} N^{\text {out }}(v) \dot{\cup} N^{\text {un }}(v)$.

Our algorithm has three phases. In Phase 1, we orient strong v-structures. In Phase 2, we locally check if an edge is forced to orient one way or another to avoid incurring too much error. ${ }^{8}$ In Phase 3 , we orient the remaining unoriented edges as a 1-polytree. Since the remaining edges were not forced, we may orient the remaining edges in an arbitrary direction (while not incurring "too much error") as long as the final incoming degrees of any vertex does not increase by more than 1 . Subroutine ORIENT (Algorithm 2) performs the necessary updates when we orient $u-v$ to $u \rightarrow v$.

Example Suppose we have the partially oriented graph Fig. 1(c) after Phase 1. Since $N^{\text {in }}(d)=$ $\{a, b\}$, we will check the edge orientations of $c-d$ and $f-d$. Since $I(f ;\{a, b\} \mid d)=0$, we will have $\hat{I}(f ;\{a, b\} \mid d) \leq \varepsilon$, so we will not erroneously orient $f \rightarrow d$. Meanwhile, $I(c ;\{a, b\})=0$, we will have $\hat{I}(c ;\{a, b\}) \leq \varepsilon$, so we will not erroneously orient $d \rightarrow c$.
8. Note that within the for loop from Line 7 of Algorithm 4, neither condition may hold, in which case we do not orient anything, hence the "missing" else.

```
Algorithm 3 Phase 1: Orient strong v-structures
Input: Skeleton \(\operatorname{skel}\left(G^{*}\right)=(V, E)\), max in-degree \(d\), threshold \(\varepsilon>0\), universal constant \(C\)
\(\gamma \leftarrow d\)
while \(\gamma \geq 2\) do
    for \(v \in V\) do \(\quad \triangleright\) Arbitrary order
        for \(T \in \mathcal{N}_{\gamma}\) do \(\triangleright \mathcal{N}_{\gamma} \subseteq 2^{N(v)}\) are the \(\gamma\) neighbors of \(v ;\left|\mathcal{N}_{\gamma}\right|=\binom{|N(v)|}{\gamma}\)
            if \(\left|T \cup N^{\text {in }}(v)\right| \leq d\) and \(\hat{I}(u ; T \backslash\{u\} \mid v) \geq C \cdot \varepsilon, \forall u \in T\) then
                for \(u \in T\) do \(\triangleright\) Strong \(\operatorname{deg}-\gamma\) v-structure
                \(\operatorname{Orient}(u, v)\)
    \(\gamma \leftarrow \gamma-1 \quad \triangleright\) Decrement degree bound
```

```
Algorithm 4 Phase 2: Local search and Meek \(R 1(d)\)
Input: Skeleton \(\operatorname{skel}\left(G^{*}\right)=(V, E)\), max in-degree \(d\), threshold \(\varepsilon>0\), universal constant \(C\)
do \(\quad \triangleright \mathcal{O}(n)\) iterations, \(\mathcal{O}\left(n^{2}\right)\) time per iteration
    if \(\exists v \in V\) such that \(\left|N^{\mathrm{in}}(v)\right|=d\) and \(N^{\mathrm{un}}(v) \neq \emptyset\) then \(\quad \triangleright\) Meek \(R 1(d)\)
            Orient all unoriented arcs away from \(v\)
            Update \(N^{\text {out }}(v) \leftarrow N^{\text {out }}(v) \cup N^{\text {un }}(v) ; N^{\mathrm{un}}(v) \leftarrow \emptyset\)
    for every node \(v \in V\) do
            if \(1 \leq\left|N^{\text {in }}(v)\right|<d\) then
                for every \(u \in N^{\text {un }}(v)\) do
                    if \(\hat{I}\left(u ; N^{\text {in }}(v) \mid v\right)>C \cdot \varepsilon\) then \(\operatorname{Orient}(u, v)\)
                    else if \(\hat{I}\left(u ; N^{\text {in }}(v)\right)>C \cdot \varepsilon\) then \(\operatorname{Orient}(v, u)\)
while new edges are being oriented
```

```
Algorithm 5 Phase 3: Freely orient remaining unoriented edges
Input: Skeleton \(\operatorname{skel}\left(G^{*}\right)=(V, E)\), max in-degree \(d\), threshold \(\varepsilon>0\), universal constant \(C\)
Let \(H\) be the forest induced by the remaining unoriented edges.
Freely orient \(H\) as a 1-polytree (i.e. maximum in-degree in \(H\) is 1).
Let \(\hat{G}\) be the combination of the oriented \(H\) and the previously oriented arcs.
return \(\hat{G}\)
```


### 3.2. Analysis

In our subsequent analysis, we rely on the conclusions of Corollary 4 with error tolerance $\varepsilon^{\prime}=$ $\frac{\varepsilon}{2 n \cdot(d+1)}$. Via a union bound over $\mathcal{O}\left(n^{d+1}\right)$ events, Lemma 6 ensures that all our (conditional) MI tests in Algorithm 1 will behave as expected with probability at least $1-\delta$, with sufficient samples.

Lemma 6 Suppose all variables in the Bayesian network have alphabet $\Sigma$, for $|\Sigma| \geq 2$. For $\varepsilon^{\prime}>0, \mathcal{O}\left(n^{d+1}\right)$ statements of the following forms all simultaneously succeed with probability at least $1-\delta$ :
(1) If $I(\mathbf{X} ; \mathbf{Y} \mid Z)=0$, then $\hat{I}(\mathbf{X} ; \mathbf{Y} \mid Z)<C \cdot \varepsilon^{\prime}$,
(2) If $\hat{I}(\mathbf{X} ; \mathbf{Y} \mid Z) \leq C \cdot \varepsilon^{\prime}$, then $I(\mathbf{X} ; \mathbf{Y} \mid Z)<\varepsilon^{\prime}$.
with $m$ empirical samples, where $Z \in V \cup\{\emptyset\}, \mathbf{X}, \mathbf{Y} \subseteq V \backslash\{Z\},|\mathbf{X} \dot{\cup} \mathbf{Y}| \leq d$, and

$$
m \in \mathcal{O}\left(\frac{|\Sigma|^{d+1}}{\varepsilon^{\prime}} \cdot \log \frac{|\Sigma|^{d+1} \cdot n^{d}}{\delta} \cdot \log \frac{|\Sigma|^{d+1} \cdot \log \left(n^{d} / \delta\right)}{\varepsilon^{\prime}}\right)
$$

Proof Set $\varepsilon^{\prime}=\frac{\varepsilon}{2 n \cdot(d+1)}$, then use Corollary 4 and apply union bound over $\mathcal{O}\left(n^{d+1}\right)$ tests.
In the remaining of our analysis, we will analyze under the assumption that all our $\mathcal{O}\left(n^{d+1}\right)$ tests are correct with the required tolerance level. Full proofs are deferred to Appendix A.2.

Recall that $\pi(v)$ is the set of true parents of $v$ in $G^{*}$. Let $H$ be the forest induced by the remaining unoriented edges after Phase 2 and $\hat{G}$ be returned graph of Algorithm 1. Let us denote the final $N^{\text {in }}(v)$ as $\pi^{\text {in }}(v)$ at the end of Phase 2 , just before freely orienting, i.e. the vertices pointing into $v$ in $\hat{G} \backslash H$. Then, $\pi^{\mathrm{un}}(v)=\pi(v) \backslash \pi^{\mathrm{in}}(v)$ is the set of ground truth parents that are not
identified in both Phase 1 and Phase 2. Lemma 7 argues that the algorithm does not make mistakes for orientations in $\hat{G} \backslash H$, so all edges in $\pi^{\mathrm{un}}(v)$ will be unoriented at the end of Phase 2.

Lemma 7 Any oriented arc in $\hat{G} \backslash H$ is a ground truth orientation. That is, any vertex parent set in $\hat{G} \backslash H$ is a subset of $\pi(v)$, i.e. $\pi^{\text {in }}(v) \subseteq \pi(v)$, and $N^{\text {in }}(v)$ at any time during the algorithm will have $N^{\mathrm{in}}(v) \subseteq \pi^{\mathrm{in}}(v)$.

Let $\hat{\pi}(v)$ be the proposed parents of $v$ output by Algorithm 1 . The KL divergence between the true distribution and our output distribution is $\sum_{v \in V} I(v ; \pi(v))-\sum_{v \in V} I(v ; \hat{\pi}(v))$ as the structure independent terms will cancel out. To get a bound on the KL divergence, we will upper bound $\sum_{v \in V} I(v ; \pi(v))$ and lower bound $\sum_{v \in V} I(v ; \hat{\pi}(v))$. To upper bound $I(v ; \pi(v))$ in terms of $\pi^{\text {in }}(v) \subseteq \pi(v)$ and $I(v ; u)$ for $u \in \pi^{\text {un }}(v)$, we use Lemma 9 which relies on repeated applications of Lemma 8. To lower bound $\sum_{v \in V} I(v ; \hat{\pi}(v))$, we use Lemma 10 .

Lemma 8 Fix any vertex $v$, any $S \subseteq \pi^{\mathrm{un}}(v)$, and any $S^{\prime} \subseteq \pi^{\text {in }}(v)$. If $S \neq \emptyset$, then there exists a vertex $u \in S \cup S^{\prime}$ with

$$
\begin{equation*}
I\left(v ; S \cup S^{\prime}\right) \leq I\left(v ; S \cup S^{\prime} \backslash\{u\}\right)+I(v ; u)+\varepsilon . \tag{2}
\end{equation*}
$$

Lemma 9 For any vertex $v$ with $\pi^{\text {in }}(v)$, we can show that

$$
I(v ; \pi(v)) \leq \varepsilon \cdot|\pi(v)|+I\left(v ; \pi^{\mathrm{in}}(v)\right)+\sum_{u \in \pi^{\mathrm{un}}(v)} I(v ; u) .
$$

In Phase 3, we increase the incoming edges to any vertex by at most one. The following lemma tells us that we lose at most ${ }^{9}$ an additive $\varepsilon$ error per vertex.

Lemma 10 Consider an arbitrary vertex $v$ with $\pi^{\mathrm{in}}(v)$ at the start of Phase 3. If Phase 3 orients $u \rightarrow v$ for some $u-v \in H$, then

$$
I\left(v ; \pi^{\mathrm{in}}(v) \cup\{u\}\right) \geq I\left(v ; \pi^{\mathrm{in}}(v)\right)+I(v ; u)-\varepsilon .
$$

By using Lemma 9 and Lemma 10, we can show our desired KL divergence bound (Lemma 11).
Lemma 11 Let $\pi(v)$ be the true parents of $v$. Let $\hat{\pi}(v)$ be the proposed parents of $v$ output by our algorithm. Then,

$$
\sum_{v \in V} I(v ; \pi(v))-\sum_{v \in V} I(v ; \hat{\pi}(v)) \leq n \cdot\left(d^{*}+1\right) \cdot \varepsilon .
$$

Note that we have a bound with respect to the true max-degree $d^{*}$ despite only given an upper bound $d$ as input. With these results in hand, we are ready to establish our main theorem.
Proof of Theorem 1 We first combine Lemma 11 and Lemma 6 with $\varepsilon^{\prime}=\frac{\varepsilon}{2 n \cdot(d+1)} \leq \frac{\varepsilon}{2 n \cdot\left(d^{*}+1\right)}$ in order to obtain an orientation $\hat{G}$ which is close to $G^{*}$. Now, much similar to the proof of Bhattacharyya et al. (2021, Theorem 1.4), we recall that there exist efficient algorithms for estimating

[^3]the parameters of a Bayes net with in-degree- $d$ (note that this includes $d$-polytrees) $P$ once a closeenough graph $\hat{G}$ is recovered (Dasgupta, 1997; Bhattacharyya et al., 2020), with sample complexity $\tilde{\mathcal{O}}\left(n \cdot|\Sigma|^{d} / \varepsilon\right)$. Denote the final output $\hat{P}_{\hat{G}}$, a distribution that is estimated using the conditional probabilities implied by $\hat{G}$. One can bound the KL divergences as follows:
$$
d_{\mathrm{KL}}\left(P \| P_{\hat{G}}\right)-d_{\mathrm{KL}}\left(P \| P_{G^{*}}\right) \leq \varepsilon / 2 \quad \text { and } \quad d_{\mathrm{KL}}\left(P \| \hat{P}_{\hat{G}}\right)-d_{\mathrm{KL}}\left(P \| P_{\hat{G}}\right) \leq \varepsilon / 2
$$

The first inequality follows from our graph learning guarantees on $\hat{G}$ while the second is due to performing parameter learning algorithms on $\hat{G}$. Thus, $d_{\mathrm{KL}}\left(P \| \hat{P}_{\hat{G}}\right) \leq \varepsilon+d_{\mathrm{KL}}\left(P \| P_{G^{*}}\right)=\varepsilon$.

(a) Ground truth $G^{*}$. $\pi(d)=\{a, b, c\}$

(b) Midway of Phase

1. $N^{i n}(d)=\{a, b\}$

(c) Before final phase. (d) Proposed graph $\hat{G}$. $\pi^{i n}(d)=\{a, b\}$

$\hat{\pi}(d)=\{a, b, f\}$

Figure 2: An example run to illusrate notations. In $G^{*}$, vertex $d$ has parents $\pi(d)=\{a, b, c\}$. While the algorithm executes, we track a tentative parent set $N^{i n}(d)$ of $d$ and fix it to $\pi^{i n}(d)$ right before the final phase. Since $d=3$, observe that $g \rightarrow i$ must have been oriented due to a local search step and not due to Meek $R 1(3)$ in Phase 2. At the end, in $\hat{G}$, the proposed parent set of $d$ is $\hat{\pi}(d)=\{a, b, f\}$. Note that $\hat{G}$ only shows one possible orientation of the red unoriented subgraph $H$ before the final phase; see Fig. 3 for others.

## 4. Skeleton assumption

In this section, we present a set of sufficient assumptions (Assumption 12) under which the ChowLiu algorithm will recover the true skeleton even with finite samples. We note that the conditions listed here are in spirit very similar to the assumptions made to recover exact graphical structures in other works (Gao and Aragam, 2021; Ghoshal and Honorio, 2017a; Gao et al., 2022), i.e., assuming a sufficiently detectable gap on an edge or from an alternate graph. Otherwise, it is not hard to find counter examples to thwart learners from recovering the correct network structure with finite sample access. ${ }^{10}$ As such, it is often necessary to make these assumptions for exact structure recovery. Aside from the ones presented here, Barik and Honorio (2020); Chatterjee and Vidyasagar (2022) study other sufficient conditions for recovering the skeleton of Polytrees (or Bayes nets).

Nevertheless, we would like to highlight that our paper has made progress in polytree PAClearning in the following statisical sense: it suffices to have exact first order mutual information and approximate higher order mutual information to learn (most) bounded in-degree polytrees in polynomial time. For prior works, it is only known that one can recover polytrees efficiently with exact first and second order mutual information (Rebane and Pearl, 1988) or exponential time algorithm for approximating bounded in-degree Bayes nets (Kitson et al., 2023).
10. E.g., a distribution on $X \rightarrow Y$ with infinitely small $I(X ; Y)$ and given finite sample access no algorithm can distinguish the actual graph from the empty graph.

(a) $c$ as the root

(b) $d$ as the root

(c) $f$ as the root

(d) $e$ as the root

(e) $h$ as the root

Figure 3: The five different possible orientations of $H$. Observe that the ground truth orientation of these edges is inconsistent with all five orientations shown here.

Assumption 12 For any given distribution $P$, there exists a constant $\varepsilon_{P}>0$ such that: (1) For every pair of nodes $u$ and $v$, if there exists a path $u-\cdots-v$ of length greater than 2 in $G^{*}$, then then $I(u ; v)+\varepsilon_{P} \leq I(a ; b)$ for every pair of adjacent vertices $a-b$ in the path.
(2) For every pair of directly connected nodes $a-b$ in $G^{*}, I(a ; b) \geq \varepsilon_{P}$.

Suppose there is a large enough gap of $\varepsilon_{P}$ between edges in $G^{*}$ and edges outside of $G^{*}$. Then, with $\mathcal{O}\left(1 / \varepsilon_{P}^{2}\right)$ samples, each estimated mutual information $\hat{I}(a ; b)$ will be sufficiently close to the true mutual information $I(a ; b)$. Thus, running the Chow-Liu algorithm (which is maximum spanning tree on the estimated mutual information on each pair of vertices) recovers skel $\left(G^{*}\right)$. See Appendix A. 3 for the full proof.

Lemma 13 Under Assumption 12, running the Chow-Liu algorithm on the m-sample empirical estimates $\{\hat{I}(u ; v)\}_{u, v \in V}$ recovers a ground truth skeleton with high probability when $m \geq \Omega\left(\frac{\log n}{\varepsilon_{P}^{2}}\right)$.

Combining Lemma 13 with our algorithm Algorithm 1, one can learn a polytree that is $\varepsilon$-close in KL with $\tilde{\mathcal{O}}\left(\max \left\{\frac{\log (n)}{\varepsilon_{P}^{2}}, \frac{2^{d} \cdot n}{\varepsilon}\right\}\right)$ samples, where $\varepsilon_{P}$ depends on the distribution $P$.

## 5. Lower bound

In this section, we show that $\Omega(n / \varepsilon)$ samples are necessary even when a known skeleton is provided. For constant in-degree $d$, this shows that our proposed algorithm in Section 3 is sample-optimal up to logarithmic factors.

We first begin by showing a lower bound of $\Omega(1 / \varepsilon)$ on a graph with three vertices, even when the skeleton is given. Let $G_{1}$ be $X \rightarrow Z \rightarrow Y$ and $G_{2}$ be $X \rightarrow Z \leftarrow Y$, such that $\operatorname{skel}\left(G_{1}\right)=\operatorname{skel}\left(G_{2}\right)$ is $X-Z-Y$. Letting $\operatorname{Bern}(1 / 2)$ denote the Bernoulli distribution with parameter $1 / 2$, i.e. a fair coin flip, we define $P_{1}$ and $P_{2}$ as follows:

The intuition is that we keep the edge $X \rightarrow Z$ "roughly the same" and tweak the edge $Y-Z$ between the distributions. By defining $P_{i, G}$ as projecting $P_{i}$ onto $G$, one can show Lemma 14; see Appendix A. 4 for its proof.

Lemma 14 (Key lower bound lemma) Let $G_{1}$ be $X \rightarrow Z \rightarrow Y$ and $G_{2}$ be $X \rightarrow Z \leftarrow Y$, such that $\operatorname{skel}\left(G_{1}\right)=\operatorname{skel}\left(G_{2}\right)$ is $X-Z-Y$. With respect to Eq. (3), we have the following:

1. $d_{\mathrm{H}}^{2}\left(P_{1}, P_{2}\right) \in \mathcal{O}(\varepsilon)$
2. $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{1}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{2}}\right) \in \Omega(\varepsilon)$
3. $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{2}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{1}}\right) \in \Omega(\varepsilon)$

Our hardness result (Lemma 15) is obtained by reducing the problem of finding an $\varepsilon$-close graph orientation of $X-Z-Y$ to the problem of testing whether the samples are drawn from $P_{1}$ or $P_{2}$ : To ensure $\varepsilon$-closeness in the graph orientation, one has to correctly determine whether the samples come from $P_{1}$ or $P_{2}$ and then pick $G_{1}$ or $G_{2}$ respectively. Put differently, if one can solve the problem in Lemma 15, then one can use that algorithm to solve the problem in Lemma 14. However, it is well-known that distinguishing two distributions whose squared Hellinger distance is $\varepsilon$ requires $\Omega(1 / \varepsilon)$ samples (e.g. see (Bar-Yossef, 2002, Theorem 4.7)).

Lemma 15 Even when given $\operatorname{skel}\left(G^{*}\right)$, it takes $\Omega(1 / \varepsilon)$ samples to learn an $\varepsilon$-close graph orientation of $G^{*}$ for distributions on $\{0,1\}^{3}$.

Using the above construction as a gadget, we can obtain a dependency on $n$ in our lower bound by constructing $n / 3$ independent copies of the above gadget, à la proof strategy of Bhattacharyya et al. (2021, Theorem 7.6). For some constant $c>0$, we know that a constant $1 / c$ fraction of the gadgets will incur an error or more than $\varepsilon / n$ if less than $c n / \varepsilon$ samples are used. The desired result then follows from the tensorization of KL divergence, i.e., $d_{\mathrm{KL}}\left(\prod_{i} P_{i} \| \prod_{i} Q_{i}\right)=$ $\sum_{i} d_{\mathrm{KL}}\left(P_{i} \| Q_{i}\right)$.

Theorem 16 Even when given $\operatorname{skel}\left(G^{*}\right)$, it takes $\Omega(n / \varepsilon)$ samples to learn an $\varepsilon$-close graph orientation of $G^{*}$ for distributions on $\{0,1\}^{n}$.

## 6. Conclusion and discussion

In this work, we studied the problem of estimating a distribution defined on a $d$-polytree $P$ with graph structure $G^{*}$ using finite observational samples. We designed and analyzed an efficient algorithm that produces an estimate $\hat{P}$ such that $d_{\mathrm{KL}}(P \| \hat{P}) \leq \varepsilon$ assuming access to skel $\left(G^{*}\right)$ and $d$.

The skeleton $\operatorname{skel}\left(G^{*}\right)$ is recoverable under Assumption 12 and we show that there is an inherent hardness in the learning problem even under the assumption that $\operatorname{skel}\left(G^{*}\right)$ is given. For constant $d$, our hardness result shows that our proposed algorithm is sample-optimal up to logarithmic factors.

It is natural to ask whether what we can do with access to a false skeleton that is approximately correct (i.e. has some orientation close in KL to the ground truth) produced by running the ChowLiu algorithm on the sample statistics. However, it is unclear to us why we can hope to design efficient algorithms with provable guarantees in this case for two reasons:

- The Chow-Liu algorithm only uses order-1 mutual information while the KL divergence of Equation (1) requires information from order- $d$ mutual information. It is unclear why one can hope that this false skeleton would yield provable guarantees with respect to Eq. (1).
- An "approximately correct" skeleton may have potentially unknown number of edges in the skeleton being wrong and we do not see how to design efficient global orientation algorithms using only statistics from the ground truth samples.

Without the true skeleton, a "local algorithm" (such as ours) can be tricked into some "local optima" and it is hard to argue why the output would obtain "global guarantees" with respect to the parent sets of Eq. (1).

Another interesting open question is whether one can extend the hardness result to arbitrary $d \geq 1$, or design more efficient learning algorithms for $d$-polytrees. In particular, we are unaware of any obstruction a lower bound for $|\Sigma|>2$ and $d>2$. While we do not know an optimal construction, the following construction (emulating Appendix A. 2 of Canonne et al. (2020)) yields $\Omega\left(\frac{n 2^{d}}{(d+1) \varepsilon^{2}}\right)$, showing that the exponential dependence on $d$ is unavoidable. Consider $\frac{n}{d+1}$ stars with binary alphabets, where each star center has $d$ incoming parents. Each parental node is set to be an independent uniform coin flip over the binary alphabet and so it takes $\Omega\left(2^{d} / \varepsilon^{2}\right)$ to learn each star to accuracy $\varepsilon$. As KL is additive, one would require any constant fraction of the stars to incur less than $\frac{\varepsilon(d+1)}{n}$ error. To do so, one would need $\Omega\left(\frac{n 2^{d}}{\left(d+1 \varepsilon^{2}\right.}\right)$ samples.
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## Appendix A. Deferred proofs

## A.1. Adapting the known tester result of Bhattacharyya et al. (2021)

Corollary 4 is adapted from Theorem 1.3 of Bhattacharyya et al. (2021). See Appendix B for a derivation of a constant $C$ that works.

Theorem 17 (Conditional MI Tester, (Bhattacharyya et al., 2021, Theorem 1.3)) Fix any $\varepsilon>$ 0 . Let $(X, Y, Z)$ be three random variables over $\Sigma_{X}, \Sigma_{Y}, \Sigma_{Z}$ respectively. Given the empirical distribution $(\hat{X}, \hat{Y}, \hat{Z})$ over a size $N$ sample of $(X, Y, Z)$, there exists a universal constant $0<$ $C<1$ so that for any

$$
N \geq \Theta\left(\frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\varepsilon} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\delta} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right| \cdot \log (1 / \delta)}{\varepsilon}\right),
$$

the following results hold with probability $1-\delta$ :

1. If $I(X ; Y \mid Z)=0$, then $I(\hat{X} ; \hat{Y} \mid \hat{Z})<\varepsilon$.
2. If $I(X ; Y \mid Z) \geq \varepsilon$, then $I(\hat{X} ; \hat{Y} \mid \hat{Z})>C \cdot I(X ; Y \mid Z)$.

In our notation, we use $\hat{I}(X ; Y \mid Z)$ to mean the MI of the empirical distribution $I(\hat{X} ; \hat{Y} \mid \hat{Z})$.
Corollary 4 (Conditional MI tester) Fix any $\varepsilon>0$. Let $(X, Y, Z)$ be three random variables over $\Sigma_{X}, \Sigma_{Y}, \Sigma_{Z}$ respectively. Given the empirical distribution $(\hat{X}, \hat{Y}, \hat{Z})$ over a size $N$ sample of ( $X, Y, Z$ ), there exists a universal constant $0<C<1$ so that for any

$$
N \geq \Theta\left(\frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\varepsilon} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right|}{\delta} \cdot \log \frac{\left|\Sigma_{X}\right| \cdot\left|\Sigma_{Y}\right| \cdot\left|\Sigma_{Z}\right| \cdot \log (1 / \delta)}{\varepsilon}\right),
$$

the following statements hold with probability $1-\delta$ :
(1) If $I(X ; Y \mid Z)=0$, then $\hat{I}(X ; Y \mid Z)<C \cdot \varepsilon$.
(2) If $\hat{I}(X ; Y \mid Z) \leq C \cdot \varepsilon$, then $I(X ; Y \mid Z)<\varepsilon$.

Unconditional statements involving $I(X ; Y)$ and $\hat{I}(X ; Y)$ hold similarly by setting $\left|\Sigma_{Z}\right|=1$.
Proof In the original proof of (1) in (Bhattacharyya et al., 2021, Theorem 1.3), it is possible to change $\varepsilon$ to $C \cdot \varepsilon$ by paying a factor $1 / C$ more in sample complexity, yielding our first statement.

Now, suppose $\hat{I}(X ; Y \mid Z) \leq C \cdot \varepsilon$. Assume, for a contradiction, that $I(X ; Y \mid Z) \geq \varepsilon$. Then, statement 2 of Theorem 17 tells us that $\hat{I}(X ; Y \mid Z)>C \cdot I(X ; Y \mid Z) \geq C \cdot \varepsilon$. This contradicts the assumption that $\hat{I}(X ; Y \mid Z) \leq C \cdot \varepsilon$. Therefore, we must have $I(X ; Y \mid Z)<\varepsilon$.

## A.2. Algorithm analysis

The following identity (Lemma 18) of mutual information and two properties about (conditional) mutual information on a polytree (Lemma 19) which will be helpful in our proofs later.

Lemma 18 (A useful identity) For any variable $v$ and sets $A, B \subseteq V \backslash\{v\}$, we have

$$
I(v ; A \cup B)=I(v ; A)+I(v ; B)+I(A ; B \mid v)-I(A ; B) .
$$

Proof By the chain rule for mutual information, we can express $I(v, A ; B)$ in the following two ways:

1. $I(v, A ; B)=I(v ; B)+I(A ; B \mid v)$;
2. $I(v, A ; B)=I(A ; B)+I(v ; B \mid A)$.

So,

$$
\begin{aligned}
I(v ; A \cup B) & =I(v ; A)+I(v ; B \mid A) \\
& =I(v ; A)+I(v, A ; B)-I(A ; B) \\
& =I(v ; A)+I(v ; B)+I(A ; B \mid v)-I(A ; B) .
\end{aligned}
$$

Lemma 19 Let $v$ be an arbitrary vertex in a Bayesian polytree with parents $\pi(v)$. Then, we have

1. For any disjoint subsets $A, B \subseteq \pi(v)$,

$$
I(v ; A \cup B)=I(v ; A)+I(v ; B)+I(A ; B \mid v)
$$

2. For any subset $A \subseteq \pi(v)$,

$$
I(v ; A) \geq \sum_{u \in A} I(v ; u)
$$

Proof For the first equality, apply Lemma 18 by observing that $I(A ; B)=0$ since $A, B \subseteq \pi(v)$.
For the second inequality, apply the first equality $|A|$ times with the observation that conditional mutual information is non-negative. Suppose $A=\left\{a_{1}, \ldots, a_{k}\right\}$. Then,

$$
\begin{aligned}
I(v ; A) & =I\left(v ;\left\{a_{1}\right\}\right)+I\left(v ; A \backslash\left\{a_{1}\right\}\right)+I\left(\left\{a_{1}\right\} ; A \backslash\left\{a_{1}\right\} \mid v\right) \\
& \geq I\left(v ;\left\{a_{1}\right\}\right)+I\left(v ; A \backslash\left\{a_{1}\right\}\right) \\
& \cdots \\
& \geq \sum_{u \in A} I(v ; u)
\end{aligned}
$$

Lemma 7 Any oriented arc in $\hat{G} \backslash H$ is a ground truth orientation. That is, any vertex parent set in $\hat{G} \backslash H$ is a subset of $\pi(v)$, i.e. $\pi^{\text {in }}(v) \subseteq \pi(v)$, and $N^{\mathrm{in}}(v)$ at any time during the algorithm will have $N^{\text {in }}(v) \subseteq \pi^{\text {in }}(v)$.

Proof We consider the three cases in which we orient edges within the while loop:

1. Strong v-structures (in Phase 1)
2. Forced orientation due to local checks (in Phase 2)
3. Forced orientation due to Meek $R 1(d)$ (in Phase 2)

Case 1: Strong v-structures Consider an arbitrary strong deg- $d \mathrm{v}$-structure with center $v$. That is, there is a set $S$ (all neighbors of $v$ ) with size $|S|=d$, such that $\hat{I}(u ; S \backslash\{u\} \mid v) \geq C \cdot \varepsilon$ for any $u \in S$. So, by Corollary 4, we know that $I(u ; S \backslash\{u\} \mid v)>0$ for all $u \in S$.

Consider an arbitrary vertex $u_{0} \in S$. Suppose, for a contradiction, that the ground truth orients some edge outwards from $v$, say $v \rightarrow u_{0}$ for some $u_{0} \in S$. This would imply that $I\left(u_{0} ; S \backslash\left\{u_{0}\right\} \mid\right.$ $v)=0$. This contradicts the fact that we had $I\left(u_{0} ; S \backslash\left\{u_{0}\right\} \mid v\right)>0$ for any $u \in S$. Therefore, for all $u \in S$, orienting $u \rightarrow v$ is a ground truth orientation.

Case 2: Forced orientation due to local checks Consider an arbitrary vertex $v$. Suppose it currently has incoming oriented $\operatorname{arcs} N^{i n}(v)$ and we are checking for the orientation for an unoriented neighbor $u$ of $v$. By induction, the existing incoming arcs to $v$ are ground truth orientations.

If the ground truth orients $u \rightarrow v$, then $I\left(u ; N^{i n}(v)\right)=0$ and we should have $\hat{I}\left(u ; N^{i n}(v)\right)<$ $C \cdot \varepsilon \leq \varepsilon$ via Corollary 4 . Hence, if we detect $\hat{I}\left(N^{i n}(v) ; u\right)>\varepsilon$, it must be the case that the ground truth orientation is $u \leftarrow v$, which is what we also orient.

Meanwhile, if the ground truth orients $u \leftarrow v$, then $I\left(u ; N^{i n}(v) \mid v\right)=0$ and we should have $\hat{I}\left(u ; N^{i n}(v) \mid v\right) \leq C \cdot \varepsilon \leq \varepsilon$ via Corollary 4 . Hence, if we detect $\hat{I}\left(u ; N^{i n}(v) \mid v\right)>\varepsilon$, it must be the case that the ground truth orientation is $u \rightarrow v$, which is what we also orient.

See Fig. 1(c) for an illustration. Note that we may possibly detect both $\hat{I}\left(u ; N^{i n}(v)\right) \leq \varepsilon$ and $\hat{I}\left(u ; N^{i n}(v) \mid v\right) \leq \varepsilon$. In that case, we leave the edge $u \sim v$ unoriented.

Case 3: Forced orientation due to Meek $R 1(d)$ Meek $R 1(d)$ only triggers when there are $d$ incoming arcs to a particular vertex. Since oriented arcs are inductively ground truth orientations and there are at most $d^{*} \leq d$ incoming arcs to any vertex, the forced orientations due to Meek $R 1(d)$ will always be correct.

Lemma 8 Fix any vertex $v$, any $S \subseteq \pi^{\mathrm{un}}(v)$, and any $S^{\prime} \subseteq \pi^{\mathrm{in}}(v)$. If $S \neq \emptyset$, then there exists a vertex $u \in S \cup S^{\prime}$ with

$$
\begin{equation*}
I\left(v ; S \cup S^{\prime}\right) \leq I\left(v ; S \cup S^{\prime} \backslash\{u\}\right)+I(v ; u)+\varepsilon \tag{2}
\end{equation*}
$$

Proof Since $S \cup S^{\prime} \subseteq \pi(v)$, we see that $I\left(u ; S \cup S^{\prime} \backslash\{u\}\right)=0$. Furthermore, since $S \neq \emptyset$, Phase 1 guarantees that there exists a vertex $u \in S \cup S^{\prime}$ such that $\hat{I}\left(u ; S \cup S^{\prime} \backslash\{u\} \mid v\right) \leq C \cdot \varepsilon$. To see why, we need to look at Line 5 of Algorithm 3 where we check all subsets $T$ of $\pi(v)$ (as well as some other sets) to see if every $u \in T$ satisfies $\hat{I}(u ; T \backslash\{u\} \mid v) \geq C \cdot \varepsilon$. From here, we can see that if a subset $T$ of $\pi(v)$ is not all oriented into $v$, then we know that from Line 5 of Algorithm 3 that there exists some $u \in T$ such that $\hat{I}(u ; T \backslash\{u\} \mid v)<C \cdot \varepsilon$. Applying this to $T=S \cup S^{\prime}$, where the set of unoriented neighboring nodes $S$ is non-empty, we have our claim. As $\hat{I}\left(u ; S \cup S^{\prime} \backslash\{u\} \mid v\right) \leq C \cdot \varepsilon$, Corollary 4 tells us that $I\left(u ; S \cup S^{\prime} \backslash\{u\}\right)<\varepsilon$, we get

$$
\begin{aligned}
& I\left(v ; S \cup S^{\prime}\right) \\
= & I\left(v ; S \cup S^{\prime} \backslash\{u\}\right)+I(v ; u)+I\left(u ; S \cup S^{\prime} \backslash\{u\} \mid v\right)-I\left(u ; S \cup S^{\prime} \backslash\{u\}\right) \\
= & I\left(v ; S \cup S^{\prime} \backslash\{u\}\right)+I(v ; u)+I\left(u ; S \cup S^{\prime} \backslash\{u\} \mid v\right) \\
\leq & I\left(v ; S \cup S^{\prime} \backslash\{u\}\right)+I(v ; u)+\varepsilon
\end{aligned}
$$

Lemma 9 For any vertex $v$ with $\pi^{\text {in }}(v)$, we can show that

$$
I(v ; \pi(v)) \leq \varepsilon \cdot|\pi(v)|+I\left(v ; \pi^{\mathrm{in}}(v)\right)+\sum_{u \in \pi^{\mathrm{un}}(v)} I(v ; u) .
$$

Proof Initializing $S^{\prime}=\pi^{i n}(v)$ and $S=\pi(v) \backslash \pi^{i n}(v)=\pi^{u n}(v)$, we can repeatedly apply Lemma 8 to remove vertices one by one, until $S=\emptyset$. Without loss of generality, by relabelling the vertices, we may assume that Lemma 8 removes $u_{1}$, then $u_{2}$, and so on. Let us denote the set of all removed vertices by $U$ and note that some of the removed vertices may come from $S^{\prime}=\pi^{i n}(v)$.

$$
\begin{aligned}
I(v ; \pi(v)) & \leq I\left(v ; \pi(v) \backslash\left\{u_{1}\right\}\right)+I\left(v ; u_{1}\right)+\varepsilon & & \text { By Lemma } 8 \\
& \leq I\left(v ; \pi(v) \backslash\left\{u_{1}, u_{2}\right\}\right)+I\left(v ; u_{1}\right)+I\left(v ; u_{2}\right)+2 \varepsilon & & \text { By Lemma } 8 \\
& \leq \ldots & & \\
& \leq I(v ; \pi(v) \backslash U)+\sum_{u \in U} I(v ; u)+\varepsilon \cdot|U| & & \text { By Lemma } 8
\end{aligned}
$$

Since $I(A ; B)=0$ for any $A \dot{\cup} B \subseteq \pi^{i n}(v)$, we have

$$
\begin{array}{rlr} 
& I\left(v ; \pi^{i n}(v)\right) & \\
= & I\left(v ; \pi^{i n}(v) \backslash U\right)+I\left(v ; \pi^{i n}(v) \cap U\right)+I\left(\pi^{i n}(v) \cap U ; \pi^{i n}(v) \backslash U \mid v\right) & \text { By Lemma } 19 \\
\geq & I\left(v ; \pi^{i n}(v) \backslash U\right)+I\left(v ; \pi^{i n}(v) \cap U\right) & \\
\geq & I\left(v ; \pi^{i n}(v) \backslash U\right)+\sum_{u \in \pi^{i n}(v) \cap U} I(v ; u) & \text { By Lemma } 19
\end{array}
$$

where the second last inequality is because $I\left(\pi^{i n}(v) ; \pi^{i n}(v) \cap U \mid v\right) \geq 0$.

$$
\begin{aligned}
I(v ; \pi(v)) & \leq I\left(v ; \pi^{i n}(v) \backslash U\right)+\sum_{u \in U} I(v ; u)+\varepsilon \cdot|U| & & \text { From above } \\
& =I\left(v ; \pi^{i n}(v) \backslash U\right)+\sum_{u \in \pi^{i n}(v) \cap U} I(v ; u)+\sum_{u \in \pi^{u n}(v)} I(v ; u)+\varepsilon \cdot|U| & & \text { Since } \pi^{u n} \subseteq U \\
& \leq I\left(v ; \pi^{i n}(v)\right)+\sum_{u \in \pi^{u n}(v)} I(v ; u)+\varepsilon \cdot|U| & & \text { From above } \\
& \leq I\left(v ; \pi^{i n}(v)\right)+\sum_{u \in \pi^{u n}(v)} I(v ; u)+\varepsilon \cdot|\pi(v)| & & \text { Since } U \subseteq \pi(v)
\end{aligned}
$$

Lemma 10 Consider an arbitrary vertex $v$ with $\pi^{\mathrm{in}}(v)$ at the start of Phase 3. If Phase 3 orients $u \rightarrow v$ for some $u-v \in H$, then

$$
I\left(v ; \pi^{\mathrm{in}}(v) \cup\{u\}\right) \geq I\left(v ; \pi^{\mathrm{in}}(v)\right)+I(v ; u)-\varepsilon .
$$

Proof Since $u \sim v \in E(H)$ remained unoriented, Phase 2 guarantees that $\hat{I}\left(u ; \pi^{i n}(v) \mid v\right) \leq \varepsilon$ and $\hat{I}\left(u ; \pi^{i n}(v)\right) \leq \varepsilon$. Since $0<C<1$, we also see that $\hat{I}\left(u ; \pi^{i n}(v) \mid v\right) \leq C \cdot \varepsilon$ and $\hat{I}\left(u ; \pi^{i n}(v)\right) \leq$ $C \cdot \varepsilon$ and so Corollary 4 tells us that $I\left(u ; \pi^{i n}(v) \mid v\right) \leq \varepsilon$ and $I\left(u ; \pi^{i n}(v)\right) \leq \varepsilon$. So,

$$
\begin{array}{rlr} 
& \left|I\left(v ; \pi^{i n}(v) \cup u\right)-I\left(v ; \pi^{i n}(v)\right)-I(v ; u)\right| & \\
= & \left|I\left(u ; \pi^{i n}(v) \mid v\right)-I\left(u ; \pi^{i n}(v)\right)\right| & \\
= & \max \left\{I\left(u ; \pi^{i n}(v) \mid v\right), I\left(u ; \pi^{i n}(v)\right)\right\} & \\
\leq & \varepsilon & \text { At most one of } \\
\end{array}
$$

$$
=\max \left\{I\left(u ; \pi^{i n}(v) \mid v\right), I\left(u ; \pi^{i n}(v)\right)\right\} \quad \text { At most one of these term can be non-zero }
$$

Lemma 11 Let $\pi(v)$ be the true parents of $v$. Let $\hat{\pi}(v)$ be the proposed parents of $v$ output by our algorithm. Then,

$$
\sum_{v \in V} I(v ; \pi(v))-\sum_{v \in V} I(v ; \hat{\pi}(v)) \leq n \cdot\left(d^{*}+1\right) \cdot \varepsilon .
$$

Proof We will argue that this summation is bounded by individually bounding each term in the summation. The main argument of the proof is that once we identified all the strong $v$-structures (and thus cancel out the scores of every strong $v$-structures), the rest should be roughly the score of a tree (up to additive $\varepsilon$ error). Then, since we are guaranteed to be given $\operatorname{skel}\left(G^{*}\right)$, the tree scores will match.

Let $A \subseteq V$ be the set of vertices which receive an additional incoming neighbor in the final phase, which we denote by $a_{v} \in V$, i.e. $\hat{\pi}(v)=\pi^{i n}(v) \cup\left\{a_{v}\right\}$. Note that the set of edges $\left\{a_{v} \rightarrow\right.$ $v\}_{v \in A}$ is exactly the edges of the undirected graph $H$ in the final phase. See Fig. 4 for an illustration.

To lower bound $\sum_{v \in V} I(v ; \hat{\pi}(v))$, we can show

$$
\begin{array}{rlr} 
& \sum_{v \in V} I(v ; \hat{\pi}(v)) & \\
= & \sum_{v \in A} I(v ; \hat{\pi}(v))+\sum_{v \in V \backslash A} I(v ; \hat{\pi}(v)) & \\
\geq & \sum_{v \in A}\left(I\left(v ; \hat{\pi}(v) \backslash\left\{a_{v}\right\}\right)+I\left(v ; a_{v}\right)-\varepsilon\right)+\sum_{v \in V \backslash A} I(v ; \hat{\pi}(v)) & \text { By Lemma 10 } \\
= & \sum_{v \in A} I\left(v ; \pi^{i n}(v)\right)+\sum_{v \in A} I\left(v ; a_{v}\right)+\sum_{v \in V \backslash A} I\left(v ; \pi^{i n}(v)\right)-|A| \cdot \varepsilon & \\
= & \sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{v \in A} I\left(v ; a_{v}\right)-|A| \cdot \varepsilon & \\
\geq & \sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{v \in A} I\left(v ; a_{v}\right)-n \varepsilon & \text { Since } A \subseteq V \text { and }|V|=n
\end{array}
$$

Meanwhile, to upper bound $\sum_{v \in V} I(v ; \pi(v))$, we can show

$$
\sum_{v \in V} I(v ; \pi(v))
$$

$$
\begin{aligned}
&= \sum_{\substack{v \in V \\
\pi^{u n}(v) \neq \emptyset}} I(v ; \pi(v))+\sum_{\substack{v \in V \\
\pi^{u n}(v)=\emptyset}} I(v ; \pi(v)) \\
& \leq \sum_{\substack{v \in V \\
\pi^{u n}(v) \neq \emptyset}}\left(\varepsilon \cdot|\pi(v)|+I\left(v ; \pi^{i n}(v)\right)+\sum_{u \in \pi^{u n}(v)} I(v ; u)\right)+\sum_{\substack{v \in V \\
\pi^{u n}(v)=\emptyset}} I(v ; \pi(v)) \text { By Lemma 9 } \\
&=\sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{\substack{v \in V \\
\pi^{u n}(v) \neq \emptyset}}\left(\varepsilon \cdot|\pi(v)|+\sum_{u \in \pi^{u n}(v)} I(v ; u)\right)
\end{aligned}
$$

where the final equality is because $\pi^{i n}(v)=\pi(v)$ when $\pi^{u n}(v)=\emptyset$. Since $|\pi(v)| \leq d^{*}$ and $|V|=n$, we get

$$
\sum_{v \in V} I(v ; \pi(v)) \leq n d^{*} \varepsilon+\sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{\substack{v \in V \\ \pi^{i n}(v) \neq \emptyset}} \sum_{u \in \pi^{u n}(v)} I(v ; u)
$$

Putting together, we get

$$
\begin{aligned}
& \sum_{v \in V} I(v ; \pi(v))-\sum_{v \in V} I(v ; \hat{\pi}(v)) \\
\leq & \left(n d^{*} \varepsilon+\sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{\substack{v \in V \\
\pi^{i n}(v) \neq \emptyset}} \sum_{u \in \pi^{u n}(v)} I(v ; u)\right) \quad \text { From above } \\
& -\left(\sum_{v \in V} I\left(v ; \pi^{i n}(v)\right)+\sum_{v \in A} I\left(v ; a_{v}\right)-n \varepsilon\right) \\
= & n \cdot\left(d^{*}+1\right) \cdot \varepsilon+\sum_{v \in V} \sum_{u \in \pi^{u n}(v)} I(v ; u)-\sum_{v \in A} I\left(v ; a_{v}\right) \\
= & n \cdot\left(d^{*}+1\right) \cdot \varepsilon
\end{aligned}
$$

where the last equality is because the last two terms are two different ways to enumerate the edges of $H$, e.g. see Fig. 4.

## A.3. Skeleton assumption

Lemma 13 Under Assumption 12, running the Chow-Liu algorithm on the $m$-sample empirical estimates $\{\hat{I}(u ; v)\}_{u, v \in V}$ recovers a ground truth skeleton with high probability when $m \geq \Omega\left(\frac{\log n}{\varepsilon_{P}^{2}}\right)$.

Proof Fix a graph $G^{*}$. Recall that the Chow-Liu algorithm can be thought of as running maximum spanning tree with the edge weights as the estimated mutual information between any pair of vertices. With $m \geq \Omega\left(\log (n) / \varepsilon_{P}^{2}\right)$ samples and Assumption 12, one can estimate $\hat{I}(u ; v)$ up to $\left(\varepsilon_{P}\right) / 3$-closeness with high probability in $n$, i.e. $|I(u ; v)-\hat{I}(u ; v)| \leq \varepsilon_{P} / 3$ for any pair of vertices $u, v \in V$.

Now, consider two arbitrary vertices $u$ and $v$ that are not neighbors in $G^{*}$.


Figure 4: Illustration of notation used in proof of Lemma 11. Suppose (a) is the partial orientation of Fig. 1 after Phase 2, with $H$ as the edge-induced subgraph on the unoriented edges in red. Before the final phase, we have $\pi^{\text {in }}(d)=\{a, b\}, \pi^{\text {in }}(g)=\{f, j\}, \pi^{\text {in }}(i)=\{g\}$, $\pi^{\mathrm{un}}(c)=\{d\}, \pi^{\mathrm{un}}(d)=\{c, f\}, \pi^{\mathrm{un}}(f)=\{d, e\}, \pi^{\mathrm{un}}(e)=\{h, f\}$, and $\pi^{\mathrm{un}}(h)=\{e\}$. With respect to $H$ 's orientation in (b), we have $A=\{c, d, f, e, h\}, a_{c}=d, a_{d}=f$, $a_{f}=e$, and $a_{e}=h$. Observe that the $\pi^{\mathrm{un}}{ }_{\mathrm{S}}$ and $a_{\square \mathrm{S}}$ are two different ways to refer to the red edges and (b) only shows one possible orientation of $H$ (see Fig. 3 for others).

Case 1 ( $u$ and $v$ belong in the same connected component in $G^{*}$ ): Let $P_{u, v}=z_{0}-z_{1}-\ldots-$ $z_{k}-z_{k+1}$ be the unique path between $u=z_{0}$ and $v=z_{k+1}$, where $k \geq 1$. Then,

$$
\hat{I}(u ; v)-\varepsilon_{P} / 3 \leq I(u ; v) \leq I\left(z_{i}, z_{i+1}\right)-\varepsilon_{P} \leq \hat{I}\left(z_{i}, z_{i+1}\right)-2 \cdot \varepsilon_{P} / 3
$$

for any $i \in\{1, \ldots, k\}$. Since $\hat{I}(u ; v) \leq \hat{I}\left(z_{i}, z_{i+1}\right)-\varepsilon_{P} / 3$ for each $i \in\{1, \ldots, k\}$, the Chow-Liu algorithm will not add the edge $u \sim v$ in the output tree.

Case $2\left(u\right.$ and $v$ belong in the different connected components in $\left.G^{*}\right)$ : Since $u$ and $v$ belong in the different connected components in $G^{*}$, we have $I(u ; v)=0$. With $m$ samples, for any two edge $a \sim b$ in $G^{*}$, we have

$$
\hat{I}(u ; v) \leq I(u ; v)+\varepsilon_{P} / 3=\varepsilon_{P} / 3<2 \cdot \varepsilon_{P} / 3 \leq I(a ; b)-\varepsilon_{P} / 3 \leq \hat{I}(a ; b)
$$

That is, the Chow-Liu algorithm will always consider edges crossing different components after all true edges have been considered.

## A.4. Proof of key lower bound lemma

We will use the following inequality in our proofs.

Fact 20 For $x>0$, we have $\log _{2}(1+x) \geq \log _{2}(e) \cdot\left(x-\frac{x^{2}}{2}\right)=\log _{2}(e) \cdot x \cdot\left(1-\frac{x}{2}\right)$.

Recall the lower bound distributions from Section 5, but we replace $\sqrt{\varepsilon}$ with $\alpha$ for notational convenience:

By construction, we have

$$
P_{1}(x, y, z)=\frac{1}{2} \cdot\left(\frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2} \cdot \mathbb{1}_{x=z}\right) \cdot\left(\alpha \cdot \mathbb{1}_{y=z}+(1-\alpha) \cdot \frac{1}{2}\right)
$$

and

$$
P_{2}(x, y, z)=\frac{1}{2} \cdot \frac{1}{2} \cdot\left(\frac{1}{2} \cdot \mathbb{1}_{x=z}+\alpha \cdot \mathbb{1}_{y=z}+\left(\frac{1}{2}-\alpha\right) \cdot \frac{1}{2}\right)
$$

which corresponds to the probability tables given in Table 1.

| $x$ | $y$ | $z$ | $P_{1}(x, y, z)$ | $P_{2}(x, y, z)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $\frac{3}{16} \cdot(1+\alpha)$ | $\frac{1}{16} \cdot(3+2 \alpha)$ |
| 0 | 0 | 1 | $\frac{1}{16} \cdot(1-\alpha)$ | $\frac{1}{16} \cdot(1-2 \alpha)$ |
| 0 | 1 | 0 | $\frac{3}{16} \cdot(1-\alpha)$ | $\frac{1}{16} \cdot(3-2 \alpha)$ |
| 0 | 1 | 1 | $\frac{1}{16} \cdot(1+\alpha)$ | $\frac{1}{16} \cdot(1+2 \alpha)$ |
| 1 | 0 | 0 | $\frac{1}{16} \cdot(1+\alpha)$ | $\frac{1}{16} \cdot(1+2 \alpha)$ |
| 1 | 0 | 1 | $\frac{1}{16} \cdot(1-\alpha)$ | $\frac{1}{16} \cdot(3-2 \alpha)$ |
| 1 | 1 | 0 | $\frac{1}{16} \cdot(1-\alpha)$ | $\frac{1}{16} \cdot(1-2 \alpha)$ |
| 1 | 1 | 1 | $\frac{3}{16} \cdot(1+\alpha)$ | $\frac{1}{16} \cdot(3+2 \alpha)$ |


| $x$ | $y$ | $P_{1}(x, y)$ |  |  | $x$ | $y$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{2}(x, y \mid z=0)$ | $P_{2}(x, y \mid z=1)$ |  |  |  |  |  |
| 0 | 0 | $\frac{1}{8} \cdot(2+\alpha)$ |  | 0 | $\frac{1}{8} \cdot(3+2 \alpha)$ | $\frac{1}{8} \cdot(1-2 \alpha)$ |
| 0 | 1 | $\frac{1}{8} \cdot(2-\alpha)$ |  | 1 | $\frac{1}{8} \cdot(3-2 \alpha)$ | $\frac{1}{8} \cdot(1+2 \alpha)$ |
| 1 | 0 | $\frac{1}{8} \cdot(2-\alpha)$ |  | 1 | 0 | $\frac{1}{8} \cdot(1+2 \alpha)$ |
| 1 | 1 | $\frac{1}{8} \cdot(2+\alpha)$ |  | 1 | 1 | $\frac{1}{8} \cdot(3-2 \alpha)$ |


| $x$ | $P_{2}(x \mid z=0)$ | $P_{2}(x \mid z=1)$ |
| :---: | :---: | :---: |
| 0 | $\frac{3}{4}$ | $\frac{1}{4}$ |
| 1 | $\frac{1}{4}$ | $\frac{3}{4}$ |


| $y$ | $P_{2}(y \mid z=0)$ | $P_{2}(y \mid z=1)$ |
| :---: | :---: | :---: |
| 0 | $\frac{1+\alpha}{2}$ | $\frac{1-\alpha}{2}$ |
| 1 | $\frac{1-\alpha}{2}$ | $\frac{1+\alpha}{2}$ |

Table 1: Explicit (conditional) probability tables for our lower bound construction.

Lemma $21 d_{H}^{2}\left(P_{1}, P_{2}\right) \leq \alpha^{2}$

Proof From Table 1, we see that

$$
\begin{aligned}
& \quad \sum_{(x, y, z) \in\{0,1\}^{3}} \sqrt{P_{1}(x, y, z) \cdot P_{2}(x, y, z)} \\
& =\frac{1}{8} \cdot(\sqrt{3 \cdot(1+\alpha) \cdot(3+2 \alpha)}+\sqrt{(1-\alpha) \cdot(1-2 \alpha)} \\
& \\
& \quad+\sqrt{3 \cdot(1-\alpha) \cdot(3-2 \alpha)}+\sqrt{(1+\alpha) \cdot(1+2 \alpha)})
\end{aligned}
$$

Considering the Taylor expansion of each of the four terms at $\alpha=0$ :

$$
\sum_{(x, y, z) \in\{0,1\}^{3}} \sqrt{P_{1}(x, y, z) \cdot P_{2}(x, y, z)} \geq \frac{1}{8} \cdot\left(8-\frac{\alpha^{2}}{3}-\mathcal{O}\left(\alpha^{4}\right)\right) \geq 1-\frac{\alpha^{2}}{24}-\mathcal{O}\left(\alpha^{4}\right)
$$

Hence,

$$
d_{H}^{2}\left(P_{1}, P_{2}\right)=1-\sum_{(x, y, z) \in\{0,1\}^{3}} \sqrt{P_{1}(x, y, z) \cdot P_{2}(x, y, z)} \leq \frac{\alpha^{2}}{24}+\mathcal{O}\left(\alpha^{4}\right) \in \mathcal{O}\left(\alpha^{2}\right)
$$

Lemma $22 \quad d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{1}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{2}}\right) \in \Omega\left(\alpha^{2}\right)$
Proof We have $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{1}}\right)=0$ by definition of $P_{1}: Z$ depends on $X$ and $Y$ depends on $Z$. Observe that

$$
\begin{align*}
& d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{2}}\right) \\
= & I(X ; Z)+I(Z ; Y)-I(Z ; X, Y) \\
= & I(X ; Z)+I(Z ; Y)-(I(Z ; X)+I(Z ; Y)+I(X ; Y \mid Z)-I(X ; Y)) \\
= & I(X ; Y)-I(X ; Y \mid Z) \\
= & I(X ; Y) \tag{*}
\end{align*}
$$

where $(\dagger)$ is by applying Lemma 18 with $v=Z, A=\{X\}, B=\{Y\}$ and (*) is because $I(X ; Y \mid Z)=0$ in $P_{1}$.

We will now show that $I(X ; Y) \in \Omega\left(\alpha^{2}\right)$. From Table 1, one can verify that $P_{1}(x=0)=$ $P_{1}(x=1)=P_{1}(y=0)=P_{1}(y=1)=1 / 2$. So,
$I(X ; Y)=\sum_{(x, y) \in\{0,1\}^{2}} P_{1}(x, y) \cdot \log \frac{P_{1}(x, y)}{P_{1}(x) \cdot P_{1}(y)}$
$=\frac{1}{4} \cdot\left((2+\alpha) \cdot \log \left(1+\frac{\alpha}{2}\right)+(2-\alpha) \cdot \log \left(1-\frac{\alpha}{2}\right)\right)$
From Table 1
$\geq \frac{1}{4} \cdot \log _{2}(e) \cdot \frac{\alpha}{2} \cdot\left((2+\alpha) \cdot\left(1-\frac{\alpha}{4}\right)-(2-\alpha) \cdot\left(1+\frac{\alpha}{4}\right)\right)$
By Fact 20

$$
\in \Omega\left(\alpha^{2}\right)
$$

Lemma $23 d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{2}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{1}}\right) \in \Omega\left(\alpha^{2}\right)$

Proof We have $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{2}}\right)=0$ by definition of $P_{2}: Z$ depends on both $X$ and $Y$. Observe that

$$
\begin{align*}
& d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{1}}\right) \\
= & I(Z ; X, Y)-I(X ; Z)-I(Z ; Y) \\
= & (I(Z ; X)+I(Z ; Y)+I(X ; Y \mid Z)-I(X ; Y))-I(X ; Z)-I(Z ; Y) \\
= & I(X ; Y \mid Z)-I(X ; Y) \\
= & I(X ; Y \mid Z) \tag{*}
\end{align*}
$$

where $(\dagger)$ is by applying Lemma 18 with $v=Z, A=\{X\}, B=\{Y\}$ and $(*)$ is because $I(X ; Y)=0$ in $P_{2}$.

We will now show that $I(X ; Y \mid Z) \in \Omega\left(\alpha^{2}\right)$. By definition,

$$
\begin{array}{r}
I(X ; Y \mid Z)=\sum_{(x, y, z) \in\{0,1\}^{3}} P_{2}(x, y \mid z) \cdot \log \left(\frac{P_{2}(x, y \mid z)}{P_{2}(x \mid z) \cdot P_{2}(y \mid z)}\right) \\
\quad=I(X ; Y \mid Z=0)+I(X ; Y \mid Z=1)
\end{array}
$$

From Table 1, one can verify that $P_{2}(z=0)=P_{2}(z=1)=1 / 2$ and $I(X ; Y \mid Z=0)=I(X ; Y \mid$ $Z=1)$. So, it suffices to show that $I(X ; Y \mid Z=0) \in \Omega\left(\alpha^{2}\right)$.

$$
\begin{aligned}
& I(X ; Y \mid Z=0) \\
= & \sum_{(x, y) \in\{0,1\}^{2}} P_{2}(x, y \mid z=0) \cdot \log \left(\frac{P_{2}(x, y \mid z=0)}{P_{2}(x \mid z=0) \cdot P_{2}(y \mid z=0)}\right) \\
= & \frac{3}{8} \cdot \log \left(\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-2 \alpha}{3-3 \alpha}\right)+\frac{1}{8} \cdot \log \left(\frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-2 \alpha}{1-\alpha}\right) \\
& \quad+\frac{\alpha}{4} \cdot \log \left(\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-3 \alpha}{3-2 \alpha} \cdot \frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-\alpha}{1-2 \alpha}\right)
\end{aligned}
$$

Using Taylor series expansion, one can verify that for $0 \leq \alpha \leq 1 / 2$,

- $\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-2 \alpha}{3-3 \alpha} \geq 1+\frac{5}{9} \alpha^{2}$
- $\frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-2 \alpha}{1-\alpha} \geq 1-3 \alpha^{2}-4 \alpha^{4}$
- $\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-3 \alpha}{3-2 \alpha} \cdot \frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-\alpha}{1-2 \alpha} \geq 1+\frac{4}{3} \alpha$

Thus, using Fact 20, we get

$$
\begin{aligned}
& I(X ; Y \mid Z=0) \\
= & \frac{3}{8} \cdot \log \left(\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-2 \alpha}{3-3 \alpha}\right)+\frac{1}{8} \cdot \log \left(\frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-2 \alpha}{1-\alpha}\right) \\
& \quad+\frac{\alpha}{4} \cdot \log \left(\frac{3+2 \alpha}{3+3 \alpha} \cdot \frac{3-3 \alpha}{3-2 \alpha} \cdot \frac{1+2 \alpha}{1+\alpha} \cdot \frac{1-\alpha}{1-2 \alpha}\right) \\
\geq & \frac{3}{8} \cdot \log \left(1+\frac{5}{9} \alpha^{2}\right)+\frac{1}{8} \cdot \log \left(1-3 \alpha^{2}-4 \alpha^{4}\right)+\frac{\alpha}{4} \cdot \log \left(1+\frac{4}{3} \alpha\right) \\
\geq & \log _{2}(e) \cdot\left(\frac{3}{8} \cdot\left(\frac{5}{9} \alpha^{2}-\left(\frac{5}{9} \alpha^{2}\right)^{2}\right)-\frac{1}{8} \cdot\left(3 \alpha^{2}+4 \alpha^{4}+\left(3 \alpha^{2}+4 \alpha^{4}\right)^{2}\right)+\frac{\alpha}{4} \cdot\left(\frac{4}{3} \alpha-\left(\frac{4}{3} \alpha\right)^{2}\right)\right) \\
\in & \mathcal{O}\left(\alpha^{2}\right)
\end{aligned}
$$

Lemma 14 (Key lower bound lemma) Let $G_{1}$ be $X \rightarrow Z \rightarrow Y$ and $G_{2}$ be $X \rightarrow Z \leftarrow Y$, such that $\operatorname{skel}\left(G_{1}\right)=\operatorname{skel}\left(G_{2}\right)$ is $X-Z-Y$. With respect to Eq. (3), we have the following:

1. $d_{\mathrm{H}}^{2}\left(P_{1}, P_{2}\right) \in \mathcal{O}(\varepsilon)$
2. $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{1}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{1} \| P_{1, G_{2}}\right) \in \Omega(\varepsilon)$
3. $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{2}}\right)=0$ and $d_{\mathrm{KL}}\left(P_{2} \| P_{2, G_{1}}\right) \in \Omega(\varepsilon)$

Proof Combine Theorem 21, Theorem 22, and Theorem 23 with $\alpha$ as $\sqrt{\varepsilon}$.

Lemma 15 Even when given $\operatorname{skel}\left(G^{*}\right)$, it takes $\Omega(1 / \varepsilon)$ samples to learn an $\varepsilon$-close graph orientation of $G^{*}$ for distributions on $\{0,1\}^{3}$.

Proof Our result is obtained by reducing the problem of finding an $\varepsilon$-close graph orientation of $X-Z-Y$ to the problem of testing whether the samples are drawn from $P_{1}$ or $P_{2}$ (sharing the same skeleton but having different orientations), with respect to the construction in Lemma 14. To ensure $\varepsilon$-closeness in the graph orientation, one has to correctly determine whether the samples come from $P_{1}$ or $P_{2}$ and then pick $G_{1}$ or $G_{2}$ respectively. Put differently, if one can learn an $\varepsilon$-close graph orientation, then one can use that algorithm to distinguish between $P_{1}$ and $P_{2}$ in Lemma 14. However, it is well-known that distinguishing two distributions whose squared Hellinger distance is $\varepsilon$ requires $\Omega(1 / \varepsilon)$ samples (e.g. see (Bar-Yossef, 2002, Theorem 4.7)).

Theorem 16 Even when given skel $\left(G^{*}\right)$, it takes $\Omega(n / \varepsilon)$ samples to learn an $\varepsilon$-close graph orientation of $G^{*}$ for distributions on $\{0,1\}^{n}$.

Proof Consider a distribution $P$ on $n / 3$ independent copies of the lower bound construction from Lemma 15, where each copy is indexed by $P_{i}$ for $i \in\{1, \ldots, n / 3\}$. Suppose, for a contradiction, that the algorithm draws $c n / \varepsilon$ samples for sufficiently small $c>0$, and manages to output $Q$ that is $\varepsilon$-close to $P$ with probability at least $2 / 3$. From Lemma 15 with error tolerance $\Omega(\varepsilon / n)$, we know that each copy is not $\Omega(\varepsilon / n)$-close with probability at least $1 / 5$. By Chernoff bound, at least $\Omega(n)$ copies are not $\Omega(\varepsilon / n)$-close with probability at least $2 / 3$. Then, by the tensorization of KL divergence, we see that $d_{\mathrm{KL}}\left(\prod_{i=1}^{n / 3} P_{i} \| \prod_{i=1}^{n / 3} Q_{i}\right)=\sum_{i=1}^{n / 3} d_{\mathrm{KL}}\left(P_{i} \| Q_{i}\right)>\Omega(\varepsilon)$. This contradicts the assumption that $Q$ is $\varepsilon$-close to $P$ with probability at least $2 / 3$.

## Appendix B. Constant calculation for Bhattacharyya et al. (2023, Theorem 1.3)

In the original proof of the conditional mutual information tester in Bhattacharyya et al. (2023, Theorem 1.3), the constants were implicit. Here, we provide a reference proof of computing the constants. Our proof approach mirrors that of Bhattacharyya et al. (2023, Theorem 1.3) except that we are explicit in the constants involved. As the calculations are quite involved, we color coded some manipulation steps for easier equation matching and verification. We will also use the following two results (Lemma 24 and Corollary 25) from Bhattacharyya et al. (2023) without proof.

Lemma 24 (Lemma 4.2 of Bhattacharyya et al. (2023)) For any $a \geq-b$ and $b \geq 0$,

$$
\begin{equation*}
\frac{1}{3} \min \left(\frac{a^{2}}{b},|a| \log \left(2+\frac{|a|}{b}\right)\right) \leq f(a, b) \leq \min \left(\frac{a^{2}}{b},|a| \log \left(2+\frac{|a|}{b}\right)\right) \tag{4}
\end{equation*}
$$

Corollary 25 (Corollary 4.8 of Bhattacharyya et al. (2023)) Let $\hat{P}$ be empirical distribution over $N \geq 1$ samples. If $P$ is a product distribution with marginals $P_{x}$ and $P_{y}$, then with probability $1-\delta$,

$$
\begin{equation*}
I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) \leq \frac{1}{N} \cdot \log \left(\frac{(N+1)^{|\Sigma|^{2}}}{\delta}\right) \tag{5}
\end{equation*}
$$

Claim 26 (c.f. Claim 4.3 of Bhattacharyya et al. (2023)) For any $x, y$, the following holds:

1. $f\left(\Delta_{x y}, P_{x} P_{y}\right) \leq 1$.
2. $\min \left(P_{x}, P_{y},\left|\Delta_{x y}\right|\right) \geq \frac{1}{2} \frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(6 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)}$.

Proof As the first statement has no constants involved, we will focus only on the second statement. By definition,

$$
\begin{equation*}
\left|\Delta_{x y}\right|=\max \left\{P_{x y}-P_{x} P_{y}, P_{x} P_{y}-P_{x y}\right\} \leq \max \left(P_{x y}, P_{x} P_{y}\right) \leq \max \left\{P_{x}, P_{y}\right\} \tag{6}
\end{equation*}
$$

So, by (4), we have

$$
\begin{equation*}
f\left(\Delta_{x y}, P_{x} P_{y}\right) \leq\left|\Delta_{x y}\right| \cdot \log \left(2+\frac{\left|\Delta_{x y}\right|}{P_{x} P_{y}}\right) \tag{7}
\end{equation*}
$$

$$
\begin{align*}
& \leq P_{x} \cdot \log \left(2+\frac{1}{P_{x}}\right)  \tag{6}\\
& \leq P_{x} \cdot \log \left(\frac{3}{P_{x}}\right) .
\end{align*}
$$

Taking $\log$ on both sides, we see that

$$
\begin{array}{rll} 
& \log f\left(\Delta_{x y}, P_{x} P_{y}\right) & \leq \log P_{x}+\log \log \left(3 / P_{x}\right) \\
\Longleftrightarrow \quad \log 3-\log f\left(\Delta_{x y}, P_{x} P_{y}\right) & \geq \log 3-\log P_{x}-\log \log \left(3 / P_{x}\right) \\
\Longleftrightarrow \quad & \frac{1}{\log \left(3 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)} & \leq \frac{1}{\log \left(3 / P_{x}\right)-\log \log \left(3 / P_{x}\right)} .
\end{array}
$$

Multiplying the inequality of (8) in the numerator, we get

$$
\begin{array}{rlrl}
\frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(3 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)} & \leq \frac{P_{x} \log \left(3 / P_{x}\right)}{\log \left(3 / P_{x}\right)-\log \log \left(3 / P_{x}\right)} & \\
& =\frac{P_{x}}{1-\frac{\log \log \left(3 / P_{x}\right)}{\log \left(3 / P_{x}\right)}} & & \text { Divide by } \log \left(3 / P_{x}\right) \text { on top and bottom } \\
& \leq \frac{P_{x}}{1-\frac{1}{e}} & & \text { Since } \frac{\log x}{x} \leq \frac{1}{e} \text { for } x>0 \\
& \leq \frac{P_{x}}{0.5} & & \\
& =2 \cdot P_{x} &
\end{array}
$$

By repeating the same argument above for $P_{y}$ instead of $P_{x}$, we get

$$
\begin{equation*}
\min \left(P_{x}, P_{y}\right) \geq \frac{1}{2} \frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(3 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)} \tag{9}
\end{equation*}
$$

Let us abbreviate $f$ as $f\left(\Delta_{x y}, P_{x} P_{y}\right)$ for the following calculations.

$$
\begin{array}{rlrl}
\left|\Delta_{x y}\right| & \geq \frac{f}{\log \left(3 / P_{y}\right)} & & \text { By (7) and (6) } \\
& \geq \frac{f}{\log \left(\frac{6 \log (3 / f)}{f}\right)} & \text { By (9) } \\
& =\frac{f}{\log 2+\log \log (3 / f)+\log (3 / f)} & & \\
& \geq \frac{f}{2 \log (2)+2 \log (3 / f)} & \text { Since } x \geq \log x \\
& \geq \frac{1}{2} \cdot \frac{f}{\log (6 / f)} & \tag{10}
\end{array}
$$

Combining (9) and (10), we get $\min \left(P_{x}, P_{y},\left|\Delta_{x y}\right|\right) \geq \frac{1}{2} \frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(6 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)}$.

Claim 27 (c.f. Claim 4.4 of Bhattacharyya et al. (2023)) Fix any $x \in \Sigma, y \in \Sigma$. Let $\hat{P}_{x}, \hat{P}_{y}$, and $\hat{P}_{x y}$ be empirical estimates over $N>1$ samples. Then, each of the following bound holds with 1-38 probability:

$$
\left.\begin{array}{c}
\left|\hat{P}_{x}-P_{x}\right| \leq 3\left(\sqrt{\frac{P_{x} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right.
\end{array}\right) .
$$

Proof Calculating the constant of the multiplicative Chernoff bound, we can show that

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\hat{P}_{x}-P_{x}\right|>\varepsilon P_{x}\right]<2 \exp \left(-\frac{1}{3} \cdot \min \left\{\varepsilon, \varepsilon^{2}\right\} \cdot P_{x} \cdot N\right) \tag{15}
\end{equation*}
$$

Upper bounding the right hand side by $\delta$ gives

$$
\min \left\{\varepsilon, \varepsilon^{2}\right\} \geq \frac{3 \log \left(\frac{2}{\delta}\right)}{P_{x} \cdot N} \Longleftrightarrow \varepsilon \geq \frac{3 \log \left(\frac{2}{\delta}\right)}{P_{x} \cdot N} \quad \text { and } \quad \varepsilon^{2} \geq \frac{3 \log \left(\frac{2}{\delta}\right)}{P_{x} \cdot N}
$$

So,

$$
\operatorname{Pr}\left[\left|\hat{P}_{x}-P_{x}\right|>\max \left\{\frac{3 \log \frac{2}{\delta}}{P_{x} N}, \sqrt{\frac{3 \log \frac{2}{\delta}}{P_{x} N}}\right\} \cdot P_{x}\right] \leq \delta .
$$

Thus, with probability $1-\delta$, we get (11):

$$
\left|\hat{P}_{x}-P_{x}\right| \leq 3\left(\sqrt{\frac{P_{x} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right) .
$$

Repeating the same argument for $P_{x y}$ instead of $P_{x}$ yields (12).
As for (13), observe that triangle inequality gives us

$$
\left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right| \leq\left|\hat{P}_{x} \hat{P}_{y}-\hat{P}_{x} P_{y}\right|+\left|\hat{P}_{x} P_{y}-P_{x} P_{y}\right|=\hat{P}_{x} \cdot\left|\hat{P}_{y}-P_{y}\right|+P_{y} \cdot\left|\hat{P}_{x}-P_{x}\right|
$$

To simplify notation in the following, let us define $\alpha=\frac{\log \frac{2}{\delta}}{N}$. Then, applying (11) for the terms $\hat{P}_{x}$ and $\hat{P}_{y}$ gives

$$
\hat{P}_{x} \cdot\left|\hat{P}_{y}-P_{y}\right| \leq 3\left(P_{x}+3\left(\sqrt{\frac{P_{x} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right)\right)\left(\sqrt{\frac{P_{y} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right)
$$

$$
\begin{aligned}
& =3\left(P_{x}+3\left(\sqrt{P_{x} \cdot \alpha}+\alpha\right)\right)\left(\sqrt{P_{y} \cdot \alpha}+\alpha\right) \\
& =3 P_{x}\left(\sqrt{P_{y} \cdot \alpha}+\alpha\right)+9\left(\sqrt{P_{x} \cdot \alpha}+\alpha\right)\left(\sqrt{P_{y} \cdot \alpha}+\alpha\right) \\
& =3 P_{x} \sqrt{P_{y} \cdot \alpha}+3 P_{x} \cdot \alpha+9 \sqrt{P_{x} P_{y}} \cdot \alpha+9\left(\sqrt{P_{x}}+\sqrt{P_{y}}\right) \cdot \alpha^{3 / 2}+9 \alpha^{2} \\
& \leq 3 P_{x} \sqrt{P_{y} \cdot \alpha}+3 P_{x} \cdot \alpha+9 \sqrt{P_{x} P_{y}} \cdot \alpha+18\left(\sqrt{P_{x}+P_{y}}\right) \cdot \alpha^{3 / 2}+9 \alpha^{2} \\
& =3 P_{x} \sqrt{P_{y} \cdot \alpha}+3 P_{x} \cdot \alpha+9 \sqrt{P_{x} P_{y}} \cdot \alpha+18 \cdot \sqrt{\left(P_{x}+P_{y}\right) \cdot \alpha} \cdot \alpha+9 \alpha^{2} \\
& \leq 3 P_{x} \sqrt{P_{y} \cdot \alpha}+3 P_{x} \cdot \alpha+9 \cdot \frac{P_{x}+P_{y}}{2} \cdot \alpha+18 \cdot \frac{P_{x}+P_{y}+\alpha}{2} \cdot \alpha+9 \alpha^{2} \\
& =3 P_{x} \sqrt{P_{y} \cdot \alpha}+3 P_{x} \cdot \alpha+\frac{27}{2} \cdot\left(P_{x}+P_{y}\right) \cdot \alpha+18 \alpha^{2}
\end{aligned}
$$

where the second last inequality is because $P_{x}, P_{y} \geq 0$ implies that $\max \left\{P_{x}, P_{y}\right\} \leq P_{x}+P_{y}$ while the last inequality is due to two applications of the AM-GM inequality. Similarly,

$$
P_{y} \cdot\left|\hat{P}_{x}-P_{x}\right| \leq 3 P_{y}\left(\sqrt{\frac{P_{x} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right)=3 P_{y}\left(\sqrt{P_{x} \cdot \alpha}+\alpha\right)=3 P_{y} \sqrt{P_{x} \cdot \alpha}+3 P_{y} \cdot \alpha
$$

Combining the above chain of inequalities, we have

$$
\begin{aligned}
& \left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right| \\
\leq & \hat{P}_{x} \cdot\left|\hat{P}_{y}-P_{y}\right|+P_{y} \cdot\left|\hat{P}_{x}-P_{x}\right| \\
\leq & 3 \cdot\left(P_{x} \sqrt{P_{y}}+P_{y} \sqrt{P_{x}}\right) \cdot \sqrt{\alpha}+\left(3+\frac{27}{2}\right) \cdot\left(P_{x}+P_{y}\right) \cdot \alpha+18 \alpha^{2} \\
= & 3 \cdot\left(\sqrt{P_{x}}+\sqrt{P_{y}}\right) \cdot \sqrt{P_{x} P_{y}} \cdot \sqrt{\alpha}+\left(3+\frac{27}{2}\right) \cdot\left(P_{x}+P_{y}\right) \cdot \alpha+18 \alpha^{2} \\
\leq & 6 \cdot \sqrt{P_{x} P_{y}} \cdot \sqrt{\alpha}+18 \cdot\left(P_{x}+P_{y}\right) \cdot \alpha+18 \alpha^{2} \quad \text { Since } \sqrt{P_{x}}, \sqrt{P_{y}} \leq 1
\end{aligned}
$$

Replacing $\alpha$ back with $\frac{\log \frac{2}{\delta}}{N}$ yields (13).
Finally, for (14), we will apply the inequalities from (12) and (13) to get

$$
\begin{aligned}
& \left|\hat{\Delta}_{x y}-\Delta_{x y}\right| \\
\leq & \left|\hat{P}_{x y}-P_{x y}\right|+\left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right| \\
\leq & 3\left(\sqrt{\frac{P_{x y} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right)+6 \sqrt{P_{x} P_{y}} \sqrt{\frac{\log \frac{2}{\delta}}{N}}+18 \cdot\left(P_{x}+P_{y}\right) \frac{\log \frac{2}{\delta}}{N}+18\left(\frac{\log \frac{2}{\delta}}{N}\right)^{2} \\
\leq & 3 \sqrt{\frac{P_{x y} \log \frac{2}{\delta}}{N}}+6 \sqrt{P_{x} P_{y}} \sqrt{\frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18\left(\frac{\log \frac{2}{\delta}}{N}\right)^{2} \\
= & 3 \sqrt{\left(\Delta_{x y}+P_{x} P_{y}\right) \frac{\log \frac{2}{\delta}}{N}}+6 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} \\
\leq & 3 \sqrt{\left(\left|\Delta_{x y}\right|+P_{x} P_{y}\right) \frac{\log \frac{2}{\delta}}{N}}+6 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \leq 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+3 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+6 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} \\
& =3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}}
\end{aligned}
$$

Lemma 28 (c.f. Lemma 4.5 of Bhattacharyya et al. (2023)) Fix any $x \in \Sigma, y \in \Sigma, \delta>0$, and constant $C \geq 90000$. Let $\hat{P}$ be the empirical distribution over $N \geq 3>$ e samples. If $f\left(\Delta_{x y}, P_{x} P_{y}\right) \geq C \frac{\log N}{N} \log \frac{2}{\delta}$, then

$$
\operatorname{Pr}\left[f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right)>\frac{1}{50} f\left(\Delta_{x y}, P_{x} P_{y}\right)\right]>1-3 \delta
$$

Proof In this proof, we have the following assumption:

$$
\begin{equation*}
f\left(\Delta_{x y}, P_{x} P_{y}\right) \geq C \frac{\log N}{N} \log \frac{2}{\delta} \tag{16}
\end{equation*}
$$

By Claim 26, we have $f\left(\Delta_{x y}, P_{x} P_{y}\right) \leq 1$ and

$$
\begin{equation*}
\min \left(P_{x}, P_{y},\left|\Delta_{x y}\right|\right) \geq \frac{1}{2} \frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(6 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)} \geq \frac{C}{4} \cdot \frac{1}{N} \log \frac{2}{\delta} \tag{17}
\end{equation*}
$$

where the final inequality is due to (16). Meanwhile,

$$
\begin{array}{rlr}
\frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log \left(6 / f\left(\Delta_{x y}, P_{x} P_{y}\right)\right)} & =\frac{f\left(\Delta_{x y}, P_{x} P_{y}\right)}{\log 6-\log f\left(\Delta_{x y}, P_{x} P_{y}\right)} \\
& \geq \frac{C \frac{\log N}{N} \log \frac{2}{\delta}}{\log (6 / C)+\log N-\log \log N-\log \log \frac{2}{\delta}} & \text { By (16) } \\
& \geq \frac{C \frac{\log N}{N} \log \frac{2}{\delta}}{\log (6 / C)+\log N} & \\
& \geq \frac{C \frac{\log N}{N} \log \frac{2}{\delta}}{2 \log N} & \text { Holds when } C \geq \frac{6}{N} \\
& =\frac{C \log \frac{2}{\delta}}{N} &
\end{array}
$$

Recall that $\Delta_{x y}=P_{x y}-P_{x} P_{y}$. We will split the remaining analysis into two cases, depending on the size of $\left|\Delta_{x y}\right|$.

Case $1\left(\operatorname{Big}\left|\Delta_{x y}\right|\right):\left|\Delta_{x y}\right|=\Delta_{x y} \geq 8 P_{x} P_{y}$
Case 2 (Small $\left.\left|\Delta_{x y}\right|\right):-P_{x} P_{y} \leq \Delta_{x y} \leq 8 P_{x} P_{y}$

Case 1: $\left|\Delta_{x y}\right|=\Delta_{x y} \geq 8 P_{x} P_{y}$

$$
\begin{array}{rlr} 
& \left|\hat{\Delta}_{x y}-\Delta_{x y}\right| \\
\leq & 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} & \text { By Claim 27, Eqn (14) } \\
\leq & 3 \sqrt{\left|\Delta_{x y}\right| \frac{4}{C}\left|\Delta_{x y}\right|}+9 \sqrt{\frac{\left|\Delta_{x y}\right|}{8} \frac{4}{C}\left|\Delta_{x y}\right|}+39 \frac{4}{C}\left|\Delta_{x y}\right|+18\left(\frac{4}{C}\left|\Delta_{x y}\right|\right)^{2} & \\
\text { By (17) with }\left|\Delta_{x y}\right| \\
\leq \sqrt{\frac{36}{C}}\left|\Delta_{x y}\right|+\sqrt{\frac{81}{2 C}}\left|\Delta_{x y}\right|+\left(\frac{160}{C}+\frac{300}{C^{2}}\right)\left|\Delta_{x y}\right| & & \text { Since }\left|\Delta_{x y}\right|^{2} \leq\left|\Delta_{x y}\right| \\
\leq & \frac{1}{10}\left|\Delta_{x y}\right| &
\end{array}
$$

There are two ways to bound $\left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right|$ after applying Claim 27 and (17) with $\left|\Delta_{x y}\right|$. We can either use the bound of Case $1\left(\left|\Delta_{x y}\right|=\Delta_{x y} \geq 8 P_{x} P_{y}\right)$, or the bound of (17) with $\min \left\{P_{x}, P_{y}\right\}$.

Using $\left|\Delta_{x y}\right|=\Delta_{x y} \geq 8 P_{x} P_{y}$, we get

$$
\begin{array}{rlr} 
& \left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right| & \\
\leq & 6 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}+18\left(P_{x}+P_{y}\right) \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}}} &  \tag{13}\\
\leq 6 \sqrt{P_{x} P_{y} \frac{4}{C}\left|\Delta_{x y}\right|}+18 \cdot \frac{4}{C}\left|\Delta_{x y}\right|+18 \cdot\left(\frac{4}{C}\left|\Delta_{x y}\right|\right)^{2} & \text { By Claim 27, Eqn (17) with }\left|\Delta_{x y}\right| \\
\leq 6 \sqrt{\frac{1}{8}\left|\Delta_{x y}\right| \frac{4}{C}\left|\Delta_{x y}\right|}+18 \cdot \frac{4}{C}\left|\Delta_{x y}\right|+18 \cdot\left(\frac{4}{C}\left|\Delta_{x y}\right|\right)^{2} & & \text { Case 1 } \\
\leq \sqrt{\frac{18}{C}\left|\Delta_{x y}\right|+\frac{72}{C}\left|\Delta_{x y}\right|+\frac{300}{C^{2}}\left|\Delta_{x y}\right|} & \text { Since }\left|\Delta_{x y}\right|^{2} \leq\left|\Delta_{x y}\right| \\
\leq \frac{1}{10}\left|\Delta_{x y}\right| & & \text { Since } C \geq 3600
\end{array}
$$

Using the bound of (17) with $\min \left\{P_{x}, P_{y}\right\}$, we get

$$
\begin{array}{rlr} 
& \left|\hat{P}_{x} \hat{P}_{y}-P_{x} P_{y}\right| \\
\leq & 6 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+18\left(P_{x}+P_{y}\right) \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} & \text { By Claim 27, Eqn (13) } \\
\leq & 6 \sqrt{P_{x} P_{y} \frac{4}{C}\left|\Delta_{x y}\right|}+18\left(P_{x}+P_{y}\right) \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} & \text { By (17) with }\left|\Delta_{x y}\right| \\
= & 6 \sqrt{P_{x} P_{y} \frac{4}{C}\left|\Delta_{x y}\right|}+18\left(P_{x} \frac{\log \frac{2}{\delta}}{N}+P_{y} \frac{\log \frac{2}{\delta}}{N}\right)+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} & \\
\leq & 6 \sqrt{P_{x} P_{y} \frac{4}{C}\left|\Delta_{x y}\right|}+\left(144 \frac{1}{C}+288 \frac{1}{C^{2}}\right) P_{x} P_{y} & \text { By (17) with } \min \left\{P_{x}, l\right.
\end{array}
$$

$$
=\frac{12}{\sqrt{C}} \sqrt{P_{x} P_{y} \Delta_{x y}}+\left(144 \frac{1}{C}+288 \frac{1}{C^{2}}\right) P_{x} P_{y}
$$

Recall that in Case 1, we have $\left|\Delta_{x y}\right|=\Delta_{x y} \geq 8 P_{x} P_{y}$. Therefore, from the above, we get:

$$
\begin{gather*}
\hat{\Delta}_{x y} \geq \frac{9}{10}\left|\Delta_{x y}\right|=0.9 \Delta_{x y}  \tag{18}\\
\hat{P}_{x} \hat{P}_{y} \leq P_{x} P_{y}+\frac{1}{10}\left|\Delta_{x y}\right| \leq 0.23 \Delta_{x y}  \tag{19}\\
\hat{P}_{x} \hat{P}_{y} \leq \frac{12}{\sqrt{C}} \sqrt{P_{x} P_{y}\left|\Delta_{x y}\right|}+\left(144 \frac{1}{C}+288 \frac{1}{C^{2}}+1\right) P_{x} P_{y} \tag{20}
\end{gather*}
$$

The first two inequalities (18) and (19) together yield

$$
\frac{\hat{\Delta}_{x y}}{\hat{P}_{x} \hat{P}_{y}} \geq \frac{0.9}{0.23} \frac{\Delta_{x y}}{\Delta_{x y}} \geq 3.9
$$

Since $x \geq \log (2+x)$ for any $x \geq 2$, we see that

$$
\begin{equation*}
\min \left\{\frac{\hat{\Delta}_{x y}^{2}}{\hat{P}_{x} \hat{P}_{y}},\left|\hat{\Delta}_{x y}\right| \log \left(2+\frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}}\right)\right\}=\left|\hat{\Delta}_{x y}\right| \log \left(2+\frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}}\right) \geq\left|\hat{\Delta}_{x y}\right| \log \frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}} \tag{21}
\end{equation*}
$$

Putting everything together,

$$
\begin{aligned}
& f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right) \\
\geq & \frac{1}{3} \min \left\{\frac{\hat{\Delta}_{x y}^{2}}{\hat{P}_{x} \hat{P}_{y}},\left|\hat{\Delta}_{x y}\right| \log \left(2+\frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}}\right)\right\} \\
\geq & \frac{1}{3}\left|\hat{\Delta}_{x y}\right| \log \frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}} \\
\geq & \frac{3}{10} \Delta_{x y}\left(\log \frac{9}{10}+\log \left(\frac{\Delta_{x y}}{\hat{P}_{x} \hat{P}_{y}}\right)\right) \\
\geq & \frac{3}{10} \Delta_{x y}\left(\log \frac{9}{10}+\log \left(\frac{12}{\frac{12}{\sqrt{C}} \sqrt{P_{x} P_{y}}+\left(144 \frac{1}{C}+288 \frac{1}{C^{2}}+1\right) \frac{P_{x} P_{y}}{\sqrt{\Delta_{x y}}}}\right)\right) \\
\geq & \frac{3}{10} \Delta_{x y}\left(\log \frac{9}{10}+\log \left(\frac{\sqrt{\Delta_{x y}}}{\frac{12}{\sqrt{C}} \sqrt{P_{x} P_{y}}+\left(144 \frac{1}{C}+288 \frac{1}{C^{2}}+1\right) \frac{\sqrt{P_{x} P_{y}}}{\sqrt{8}}}\right)\right) \\
\geq & \frac{3}{10} \Delta_{x y}\left(\log \left(\frac{9}{10 \sqrt{2}} \sqrt{\frac{\Delta_{x y}}{P_{x} P_{y}}}\right)\right) \\
\geq & \frac{3}{10} \Delta_{x y}\left(\log \left(\frac{9(8)^{1 / 4}}{10 \sqrt{2}}\left(\frac{\Delta_{x y}}{P_{x} P_{y}}\right)^{1 / 4}\right)\right) \\
\geq & \frac{3}{40} \Delta_{x y} \log \left(\frac{\Delta_{x y}}{P_{x} P_{y}}\right)
\end{aligned}
$$

By Lemma 24

By (21)

$$
\text { Since } \hat{\Delta}_{x y} \geq 0.9 \Delta_{x y}
$$

Since $\hat{\Delta}_{x y} \geq 0.9 \Delta_{x y}$

Case 1

Since $C \geq 288$

Case 1

Since $\frac{9(8)^{1 / 4}}{10 \sqrt{2}}>1.07 \ldots$
$\geq \frac{3}{40} f\left(\Delta_{x y}, P_{x} P_{y}\right)$
$\geq \frac{1}{50} f\left(\Delta_{x y}, P_{x} P_{y}\right)$
Case 2: $-P_{x} P_{y} \leq \Delta_{x y} \leq 8 P_{x} P_{y}$
In this case,

$$
\begin{array}{rlrl}
C \frac{\log N}{N} \log \frac{2}{\delta} & \leq f\left(\Delta_{x y}, P_{x} P_{y}\right) & & \text { By (16) }  \tag{16}\\
& \leq \min \left\{\frac{\Delta_{x y}^{2}}{P_{x} P_{y}},\left|\Delta_{x y}\right| \log \left(2+\frac{\left|\Delta_{x y}\right|}{P_{x} P_{y}}\right)\right\} & & \text { By Lemma } 24 \\
& \leq \frac{\Delta_{x y}^{2}}{P_{x} P_{y}} &
\end{array}
$$

$$
\leq 64 P_{x} P_{y}
$$

## Case 2

$$
\leq 64 \min \left\{P_{x}, P_{y}\right\}
$$

Since $P_{x}, P_{y} \leq 1$
There are two observations we can make here. Firstly, we have $C \frac{\log N}{N} \log \frac{2}{\delta} \leq \frac{\Delta_{x y}^{2}}{P_{x} P_{y}}$, and so

$$
\begin{equation*}
\sqrt{C P_{x} P_{y} \frac{\log N}{N} \log \frac{2}{\delta}} \leq\left|\Delta_{x y}\right| \tag{22}
\end{equation*}
$$

Secondly, since $N \geq 3>e$, we see that

$$
C \frac{\log N}{N} \log \frac{2}{\delta} \leq 64 \min \left\{P_{x}, P_{y}\right\} \Longleftrightarrow \frac{\log \frac{2}{\delta}}{N} \leq \frac{64}{C} \frac{\min \left\{P_{x}, P_{y}\right\}}{\log N}
$$

That is,

$$
\begin{equation*}
\frac{\log \frac{2}{\delta}}{N} \leq \frac{64}{C} \min \left\{P_{x}, P_{y}\right\} \tag{23}
\end{equation*}
$$

Combining (23) with (11) gives the following:

$$
\left|\hat{P}_{x}-P_{x}\right| \leq 3\left(\sqrt{\frac{P_{x} \log \frac{2}{\delta}}{N}}+\frac{\log \frac{2}{\delta}}{N}\right) \leq 3\left(\frac{8}{\sqrt{C}}+\frac{64}{C}\right) P_{x} \leq \frac{P_{x}}{10}
$$

Likewise, we have

$$
\left|\hat{P}_{y}-P_{y}\right| \leq \frac{P_{y}}{10}
$$

$$
\begin{array}{rlr}
\left|\left|\Delta_{x y}\right|-\left|\hat{\Delta}_{x y}\right|\right| & \leq\left|\hat{\Delta}_{x y}-\Delta_{x y}\right| & \text { Reverse triangle inequality } \\
& \leq 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+39 \frac{\log \frac{2}{\delta}}{N}+18 \frac{\log ^{2} \frac{2}{\delta}}{N^{2}} & \text { By (14) } \tag{14}
\end{array}
$$

$$
\begin{array}{ll}
\leq 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \sqrt{P_{x} P_{y} \frac{\log \frac{2}{\delta}}{N}}+60 \frac{\log \frac{2}{\delta}}{N} & \\
\text { Since } \frac{\log \frac{2}{\delta}}{N} \leq 1 \\
\leq 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \sqrt{P_{x} P_{y} \log N \frac{\log \frac{2}{\delta}}{N}}+60 \frac{\log \frac{2}{\delta}}{N} & \text { Since } N>e  \tag{22}\\
\leq 3 \sqrt{\left|\Delta_{x y}\right| \frac{\log \frac{2}{\delta}}{N}}+9 \frac{\left|\Delta_{x y}\right|}{\sqrt{C}}+60 \frac{\log \frac{2}{\delta}}{N} & \text { By (22) } \\
\leq 3 \sqrt{\frac{8}{C}}\left|\Delta_{x y}\right|+9 \frac{\left|\Delta_{x y}\right|}{\sqrt{C}}+60 \frac{4\left|\Delta_{x y}\right|}{C} & \text { By (17) with }\left|\Delta_{x y}\right| \\
\leq \frac{1}{10}\left|\Delta_{x y}\right| & \text { Since } C \geq 40000
\end{array}
$$

The above bounds give us the following:
$\frac{9}{10} P_{x} \leq \hat{P}_{x} \leq \frac{11}{10} P_{x} \quad$ and $\quad \frac{9}{10} P_{y} \leq \hat{P}_{y} \leq \frac{11}{10} P_{y} \quad$ and $\quad \frac{9}{10}\left|\Delta_{x y}\right| \leq\left|\hat{\Delta}_{x y}\right| \leq \frac{11}{10}\left|\Delta_{x y}\right|$
So,

$$
0 \leq \frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}} \leq \frac{11 / 10}{(9 / 10)^{2}} \frac{\left|\Delta_{x y}\right|}{P_{x} P_{y}} \leq \frac{110}{81} .8 .
$$

Furthermore ${ }^{11}, \frac{81}{880} x<\log (2+x)$ for $0<x<\frac{110}{81} \cdot 8$. Thus,

$$
\begin{equation*}
\frac{81}{880} \frac{\hat{\Delta}_{x y}^{2}}{\hat{P}_{x} \hat{P}_{y}}<\left|\hat{\Delta}_{x y}\right| \log \left(2+\frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}}\right) \tag{25}
\end{equation*}
$$

Therefore,

$$
\begin{array}{rlr} 
& f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right) & \text { By Lemma } 24 \\
\geq & \frac{1}{3} \min \left\{\frac{\hat{\Delta}_{x y}^{2}}{\hat{P}_{x} \hat{P}_{y}},\left|\hat{\Delta}_{x y}\right| \log \left(2+\frac{\left|\hat{\Delta}_{x y}\right|}{\hat{P}_{x} \hat{P}_{y}}\right)\right\} & \text { By (25) } \\
\geq & \frac{1}{3} \cdot \frac{81}{880} \cdot\left|\hat{\Delta}_{x y}\right|^{2} \cdot \frac{1}{\hat{P}_{x}} \cdot \frac{1}{\hat{P}_{y}} & \text { By (24) } \\
\geq & \frac{27}{880}\left(\frac{9}{10}\left|\Delta_{x y}\right|\right)^{2} \cdot \frac{10}{11} \frac{1}{P_{x}} \cdot \frac{10}{11} \frac{1}{P_{y}} & \\
\geq & \frac{1}{50} \frac{\left|\Delta_{x y}\right|^{2}}{P_{x} P_{y}} & \text { By Lemma } 24 \\
\geq & \frac{1}{50} f\left(\Delta_{x y}, P_{x} P_{y}\right) &
\end{array}
$$

The claim holds since we showed $f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right) \geq \frac{1}{50} f\left(\Delta_{x y}, P_{x} P_{y}\right)$ in both cases.

[^4]Corollary 29 (c.f. Corollary 4.6 of Bhattacharyya et al. (2023)) Let $\hat{P}$ be the empirical distribution over $N>1$ samples. Then there exist universal constants $C_{1}=\frac{1}{50}$ and $C_{2}=1800$ such that for every $\delta>0$ :

$$
I(\hat{X} ; \hat{Y}) \geq C_{1} \cdot I(X ; Y)-C_{2} \cdot|\Sigma|^{2} \frac{\log N}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta}\right)
$$

with probability at least $1-\delta$.
Proof Since $f \geq 0$ on any input, whenever $f\left(\Delta_{x y}, P_{x} P_{y}\right)<90000 \cdot \frac{\log N}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta}\right)$, we have

$$
f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right) \geq 0>\frac{1}{50}\left(f\left(\Delta_{x y}, P_{x} P_{y}\right)-90000 \cdot \frac{\log N}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta}\right)\right)
$$

Meanwhile, by Lemma 28, $f\left(\Delta_{x y}, P_{x} P_{y}\right) \geq 90000 \cdot \frac{\log N}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta}\right)$ with probability $1-\frac{\delta}{|\Sigma|^{2}}$.

$$
f\left(\hat{\Delta}_{x y}, \hat{P}_{x} \hat{P}_{y}\right) \geq \frac{1}{50} f\left(\Delta_{x y}, P_{x} P_{y}\right)
$$

Summing up over the $|\Sigma|^{2}$ possible values of $x$ and $y$, and then taking a union bound over these $|\Sigma|^{2}$ events, we have

$$
I(\hat{X} ; \hat{Y}) \geq \frac{1}{50}\left(I(X ; Y)-90000 \cdot \frac{\log N}{N}|\Sigma|^{2} \log \left(\frac{6|\Sigma|^{2}}{\delta}\right)\right)
$$

That is, we have $C_{1}=\frac{1}{50}$ and $C_{2}=90000 \cdot \frac{1}{50}=1800$.

Theorem 30 (c.f. Theorem 1.3 of Bhattacharyya et al. (2023)) Let $(X, Y, Z)$ be three random variables over $\Sigma$, and $(\hat{X}, \hat{Y}, \hat{Z})$ be the empirical distribution over a size $N$ sample of $(X, Y, Z)$. For any

$$
N \geq 6.48 \times 10^{6} \cdot \frac{|\Sigma|^{3}\left(\log \left(\frac{|\Sigma|}{\varepsilon \delta}\right)+\log \left(7.2 \times 10^{5}\right)\right) \cdot \log \left(\frac{12|\Sigma|^{2}}{\delta}\right)}{\varepsilon}
$$

the following results hold with probability $1-\delta$ :

1. If $I(X ; Y \mid Z)=0$, then $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \leq \frac{1}{400} \cdot \varepsilon$
2. If $I(X ; Y \mid Z) \geq \varepsilon$, then $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \geq \frac{1}{400} \cdot I(X ; Y \mid Z)$

Proof Recall that $|\Sigma| \geq 2$ and $\varepsilon, \delta \in(0,1]$. Let $N=9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right) \cdot \log \left(\frac{12|\Sigma|^{3}}{\delta}\right)}{C \varepsilon}$ where $C^{-1}=$ 720000. In particular, $N \geq 9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma| \mid}{C \varepsilon \delta}\right)}{C \varepsilon}, C<1 / 6<1$, and $\frac{\log (N+1)}{N}$ monotonically decreases.

## Proving the first statement

We will prove a stronger conclusion: $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \leq C \cdot \varepsilon$. Since $C \leq \frac{1}{400} \cdot$, we get $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \leq$ $\frac{1}{400} \cdot \varepsilon$ as desired.

If $I(X ; Y \mid Z)=0$ then $I(X ; Y \mid Z=z)=0$ for any $z$. Let $N_{z} \geq 1$ be the count of $\hat{Z}=z$ and $\hat{P}_{z}=N_{z} / N$. Then, Corollary 25 tells us that, with probability at least $1-\delta^{\prime}$,

$$
\begin{equation*}
I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) \leq \frac{1}{N_{z}} \cdot \log \left(\frac{\left(N_{z}+1\right)^{|\Sigma|^{2}}}{\delta^{\prime}}\right) \leq \frac{|\Sigma|^{2}}{N_{z}} \cdot \log \left(\frac{N+1}{\delta^{\prime}}\right) \tag{26}
\end{equation*}
$$

Using (26) and a union bound over $|\Sigma|$ values of $z$, the following holds with probability at least $1-|\Sigma| \delta^{\prime}:^{12}$

$$
I(\hat{X} ; \hat{Y} \mid \hat{Z})=\sum_{z} \hat{P}_{z} \cdot I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) \leq \sum_{z} \frac{N_{z}}{N} \cdot \frac{|\Sigma|^{2}}{N_{z}} \cdot \log \left(\frac{N+1}{\delta^{\prime}}\right)=\frac{|\Sigma|^{3}}{N} \cdot \log \left(\frac{N+1}{\delta^{\prime}}\right) .
$$

Rescaling $\delta^{\prime}=\frac{\delta}{|\Sigma|}$, we get $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \leq \frac{|\Sigma|^{3}}{N} \log \left(\frac{(N+1)|\Sigma|}{\delta}\right)$. For $I(\hat{X} ; \hat{Y} \mid \hat{Z})$ to be at most $C \cdot \varepsilon$, it suffices to argue that

$$
\frac{|\Sigma|^{3}}{N} \log \left(\frac{(N+1)|\Sigma|}{\delta}\right) \leq C \varepsilon
$$

To see this, consider

$$
\begin{aligned}
& \frac{|\Sigma|^{3}}{N} \log \left(\frac{(N+1)|\Sigma|}{\delta}\right) \\
= & \frac{|\Sigma|^{3}}{N}\left(\log (N+1)+\log \left(\frac{|\Sigma|}{\delta}\right)\right) \\
\leq & \frac{C \varepsilon}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}\left(\log \left(9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}{C \varepsilon}+1\right)+\log \left(\frac{|\Sigma|}{\delta}\right)\right) \quad \text { Since } N \geq 9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}{C \varepsilon} \\
= & \frac{C \varepsilon \log \left(9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}{C \varepsilon}+1\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon}{9} \frac{\log \left(\frac{|\Sigma|}{\delta}\right)}{\log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}
\end{aligned}
$$

$$
\leq \frac{C \varepsilon \log \left(10 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}{C \varepsilon}\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon}{9} \cdot 1
$$

$$
=\frac{C \varepsilon \log 10}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon \log \left(\frac{|\Sigma|^{3}}{C \varepsilon}\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon \log \left(\log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon}{9}
$$

$$
\leq \frac{C \varepsilon \log 10}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon \log \left(\frac{|\Sigma|^{3}}{C \varepsilon}\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{C \varepsilon}{9} \cdot \frac{1}{e}+\frac{C \varepsilon}{9} \quad \quad \text { Since } \frac{\log \log x}{\log x} \leq \frac{1}{e}
$$

12. By definition, the empirical estimator $I(\hat{X} ; \hat{Y})=\operatorname{KL}\left(\hat{P}_{x y} \| \hat{P}_{x} \hat{P}_{y}\right)<\infty$, as $\hat{P}_{x}=0$ implies $\hat{P}_{x y}=0$. So, if $\hat{P}_{z}=N_{z}=0$, then we have $\hat{P}_{z} I(\hat{X} ; \hat{Y} \mid \hat{Z}=z)=0$.

$$
\begin{aligned}
& =C \varepsilon \frac{\log 10}{\frac{9}{3.4} \log \left(|\Sigma|^{3.4}\right)}+C \varepsilon \frac{\log \left(\frac{|\Sigma|^{3}}{C \varepsilon}\right)}{3 \log \left(\left(\frac{|\Sigma|}{C \varepsilon}\right)^{3}\right)}+\frac{C \varepsilon}{9} \cdot \frac{1}{e}+\frac{C \varepsilon}{9} \\
& \leq C \varepsilon \cdot\left(\frac{3 \cdot 4}{9}+\frac{1}{3}+\frac{1}{9 e}+\frac{1}{9}\right) \\
& \leq C \varepsilon
\end{aligned}
$$

Therefore, with probability at least $1-\delta, I(X ; Y \mid Z)=0$ implies that $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \leq C \cdot \varepsilon$.

## Proving the second statement

Consider the set $S$ of values $z \in \Sigma$ which satisfy $P_{z} \cdot I(X ; Y \mid Z=z) \geq \frac{I(X ; Y \mid Z)}{2|\Sigma|} \geq \frac{\varepsilon}{2|\Sigma|}$. Since $I(X ; Y \mid Z=z) \leq \log (|\Sigma|)$, this implies that $P_{z} \geq \frac{\varepsilon}{2|\Sigma| \log |\Sigma|}$ for $z \in S$.

We also have

$$
\begin{align*}
& \sum_{z \in S} P_{z} \cdot I(X ; Y \mid Z=z) \\
= & \sum_{z \in \Sigma} P_{z} \cdot I(X ; Y \mid Z=z)-\sum_{z \notin S} P_{z} \cdot I(X ; Y \mid Z=z) \\
\geq & I(X ; Y \mid Z)-|\Sigma| \cdot \frac{I(X ; Y \mid Z)}{2|\Sigma|} \\
= & \frac{I(X ; Y \mid Z)}{2} \tag{27}
\end{align*} \quad z \notin S \Longrightarrow P_{z} \cdot I(X ; Y \mid Z=z)<\frac{\varepsilon}{2|\Sigma|}
$$

Taking a union bound over $|S| \leq|\Sigma|$ values of $z$, Corollary 29 states that the following holds for all $z \in S$, with probability $1-|\Sigma| \delta^{\prime}, C_{1}=\frac{1}{50}$, and $C_{2}=1800$ :

$$
\begin{equation*}
I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) \geq C_{1} \cdot I(X ; Y \mid Z=z)-C_{2} \cdot|\Sigma|^{2} \frac{\log \left(N_{z}\right)}{N_{z}} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right) \tag{28}
\end{equation*}
$$

Calculating the constant of the multiplicative Chernoff bound, we can show that

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\hat{P}_{x}-P_{x}\right|>\varepsilon P_{x}\right]<2 \exp \left(-\frac{1}{3} \cdot \min \left\{\varepsilon, \varepsilon^{2}\right\} \cdot P_{x} \cdot N\right) . \tag{29}
\end{equation*}
$$

Plugging in $\varepsilon=1 / 2$ in (29), we get $\operatorname{Pr}\left[\left|\hat{P}_{z}-P_{z}\right|>P_{z} / 2\right] \leq 2 \exp \left(-\frac{1}{3} \cdot \frac{1}{4} \cdot P_{z} \cdot N\right)$. Now, since $N \geq 24 \frac{|\Sigma| \log |\Sigma| \log \frac{2}{\delta^{\prime}}}{\varepsilon}$ and $P_{z} \geq \frac{\varepsilon}{2|\Sigma| \log |\Sigma|}$ for any $z \in S$, we see that $P_{z} \geq 12 \frac{\log \left(2 / \delta^{\prime}\right)}{N}$ and so the following holds for any $z \in S$ :

$$
\operatorname{Pr}\left[\left|\hat{P}_{z}-P_{z}\right|>P_{z} / 2\right] \leq 2 \exp \left(-\log \left(2 / \delta^{\prime}\right)\right)=\delta^{\prime}
$$

Recall that $N_{z}=N \hat{P}_{z}$ is the empirical count of $\hat{Z}=z$. So, by a union bound over $|S| \leq|\Sigma|$ values of $z$, we have that

$$
\begin{equation*}
N_{z}=N \hat{P}_{z} \geq N P_{z} / 2 \tag{30}
\end{equation*}
$$

for all $z \in S$, with probability $1-|\Sigma| \delta^{\prime}$.

Notice that we performed union bound twice, once in (28) and once in (30). Combining these expressions, we get that at least with probability $1-2|\Sigma| \delta^{\prime}$,

$$
\begin{equation*}
I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) \geq C_{1} \cdot I(X ; Y \mid Z=z)-C_{2} \cdot|\Sigma|^{2} \frac{\log \left(N P_{z} / 2\right)}{N P_{z} / 2} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right) \tag{31}
\end{equation*}
$$

Set $\delta=2|\Sigma| \delta^{\prime}$ so that everything holds with probability $1-\delta$. Multiplying $\hat{P}_{z}$ and summing over $z \in S$ gives:

$$
\begin{array}{rlr} 
& I(\hat{X} ; \hat{Y} \mid \hat{Z}) & \\
\geq & \sum_{z \in S} \hat{P}_{z} \cdot I(\hat{X} ; \hat{Y} \mid \hat{Z}=z) & \text { Since } S \subseteq \Sigma \\
\geq \sum_{z \in S} \frac{P_{z}}{2}\left(C_{1} \cdot I(X ; Y \mid Z=z)-C_{2} \cdot|\Sigma|^{2} \frac{\log \left(N P_{z} / 2\right)}{N P_{z} / 2} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right)\right) & \text { By (30) and (31) } \\
=\sum_{z \in S} \frac{1}{2}\left(C_{1} \cdot P_{z} \cdot I(X ; Y \mid Z=z)-2 \cdot C_{2} \cdot|\Sigma|^{2} \frac{\log \left(N P_{z} / 2\right)}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right)\right) & \\
\geq & \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-\sum_{z \in S} C_{2} \cdot|\Sigma|^{2} \frac{\log (N / 2)}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right) & \text { By (27) and } P_{z} \leq \\
\geq & \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot|\Sigma|^{3} \frac{\log (N / 2)}{N} \log \left(\frac{6|\Sigma|^{2}}{\delta^{\prime}}\right) & \text { Since } S \subseteq \Sigma \\
= & \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot|\Sigma|^{3} \frac{\log (N / 2)}{N} \log \left(\frac{12|\Sigma|^{3}}{\delta}\right) & \text { Since } \delta=2|\Sigma| \delta^{\prime}
\end{array}
$$

Recall that $N=9 \frac{|\Sigma|^{3} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right) \cdot \log \left(\frac{12|\Sigma|^{3}}{\delta}\right)}{C \varepsilon}$ and $C<1 / 6$. Continuing from above, $I(\hat{X} ; \hat{Y} \mid \hat{Z})$
$\geq \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot|\Sigma|^{3} \frac{\log (N / 2)}{N} \log \left(\frac{12|\Sigma|^{3}}{\delta}\right)$
From above
$=\frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot C \varepsilon \frac{\log \left(\frac{9}{2} \frac{|\Sigma|^{3}}{C \varepsilon} \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right) \log \left(\frac{12|\Sigma|^{3}}{\delta}\right)\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}$
Definition of $N$
$=\frac{C_{1}}{4} \cdot I(X ; Y \mid Z)$
$-C_{2} \cdot C \varepsilon\left(\frac{\log \left(\frac{9}{2} \frac{|\Sigma|^{3}}{C \varepsilon}\right)}{3 \log \left(\left(\frac{|\Sigma|}{C \varepsilon \delta}\right)^{3}\right)}+\frac{\log \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}{9 \log \left(\frac{|\Sigma|}{C \varepsilon \delta}\right)}+\frac{\log \log \left(\frac{12|\Sigma|^{3}}{\delta}\right)}{3 \log \left(\left(\frac{|\Sigma|}{C \varepsilon \delta}\right)^{3}\right)}\right)$
$\geq \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot C \varepsilon\left(\frac{1}{3}+\frac{1}{9}+\frac{1}{3}\right)$
$\geq \frac{C_{1}}{4} \cdot I(X ; Y \mid Z)-C_{2} \cdot C \varepsilon$
$=\frac{1}{4} \cdot \frac{1}{50} \cdot I(X ; Y \mid Z)-1800 C \varepsilon$
$\geq \frac{1}{200} \varepsilon-1800 C \varepsilon$
$=\frac{1}{400} \varepsilon$

Since $C_{1}=\frac{1}{50}, C_{2}=1800$
Since $I(X ; Y \mid Z) \geq \varepsilon$
Since $C^{-1}=720000$
where $(\dagger)$ is because $|\Sigma| \geq 2, C^{-1}=720000$, and $\varepsilon, \delta \in(0,1]$.
Therefore, with probability at least $1-\delta, I(X ; Y \mid Z) \geq \varepsilon$ implies that $I(\hat{X} ; \hat{Y} \mid \hat{Z}) \geq \frac{1}{400} \varepsilon$.


[^0]:    * Equal contribution

    1. In terms of computational efficiency, one can efficiently learn the distribution by following the DAG structure to learn each local probability table. See (Bhattacharyya et al., 2023, Section 6) for a formal analysis of such an approach; there is an exponential dependency on the number of parents but this is unavoidable.
[^1]:    4. A center node $v$ with undirected edges to the rest of the $n-1$ nodes; v's in-degree is $d$ and out-degree is $n-d-1$.
    5. One can verify this using (Bhattacharyya et al., 2021, Lemma 3.3): For any distribution $Q$ defined on graph $G$, we have $d_{\mathrm{KL}}(P \| Q)-d_{\mathrm{KL}}\left(P \| P_{G}\right)=\sum_{v \in V} P\left(\pi_{G}(v)\right) \cdot d_{\mathrm{KL}}\left(P\left(v \mid \pi_{G}(v)\right) \| Q\left(v \mid \pi_{G}(v)\right)\right) \geq 0$.
[^2]:    6. The other 3 rules involve undirected cycles in the graph and are thus irrelevant in our context where the underlying undirected graph is a tree.
    7. The mutual information score is the sum of the mutual information terms as in Eq. (1).
[^3]:    9. Orienting "freely" could also increase the mutual information score and this is considering the worst case.
[^4]:    11. e.g. see https://www.wolframalpha.com/input?i=solve+log\%282\%2Bx\%29\%3E81\%2F880x
