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#### Abstract

The problem of continual learning in the domain of reinforcement learning, often called nonstationary reinforcement learning, has been identified as an important challenge to the application of reinforcement learning. We prove a worst-case complexity result, which we believe captures this challenge: Modifying the probabilities or the reward of a single state-action pair in a reinforcement learning problem requires an amount of time almost as large as the number of states in order to keep the value function up to date, unless the strong exponential time hypothesis (SETH) is false; SETH is a widely accepted strengthening of the $\mathrm{P} \neq \mathrm{NP}$ conjecture. Recall that the number of states in current applications of reinforcement learning is typically astronomical. In contrast, we show that just adding a new state-action pair is considerably easier to implement.
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## 1. Introduction

Reinforcement learning (RL) (Sutton and Barto, 2018), the branch of machine learning seeking to create machines that react to a changing environment so as to maximize long-term utility, has recently seen tremendous advances through deep learning (Silver et al., 2017, 2018), as well as a vast expansion of its applicability and reach to many application domains, including board games, robotics, self-driving cars, control, and many more. As with most aspects of deep learning, one of the most important current challenges in deep RL lies in handling situations in which the model undergoes changes. Variably called non-stationary RL, continual RL, multi-task RL, or life-long $R L$, the problem of enabling RL to react effectively and gracefully to sequences of changes in the underlying Markov model has been identified as an important open problem in practice, see the prior work subsection for many references, and Khetarpal et al. (2022) for a recent survey of the challenge and the available remedies.

When it becomes clear that a particular computational problem is difficult, the field of computational complexity (Papadimitriou and Steiglitz, 1998; Papadimitriou, 2003; Arora and Barak, 2009) comes into play: the search for mathematical obstacles to the efficient solution of problems. The identification of such obstacles is often informative about the kinds of remedies one needs to apply to the problem. As far as we can tell, the computational complexity of non-stationary RL (NSRL) has not been explored in the past; in contrast, see Chen et al. (2022) for an example of recent progress in identifying complexity obstacles in continual learning of classification tasks.

In this paper, we initiate the analysis of NSRL from the standpoint of computational complexity. We consider finite horizon MDPs - it is easy to see that our results can be extended very easily to infinite horizon MDPs. We ask the following question: Suppose that we have already solved a finite-horizon MDP, and that the MDP changes in some small way; how difficult is it to modify the
solution? If the solution we want to update is an explicit mapping from states to actions, then it is not hard to see that this problem is hopeless: a small local change can cause a large proportion of the values of this map to change ${ }^{1}$. In practice, however, deep RL is not about computing explicitly the optimum solution of the problem; it is about maintaining an implicit, deep-net representation of a good approximation of the optimum solution, and only the parameters of this representation are updated. Our results address precisely this aspect of the difficulty.

We consider elementary local changes to the RL problem, which we believe capture well the nature of the NSRL problem: We choose a state-action pair and we modify somehow its parameters: the reward, and the transition probability distribution. Our results hold for the most elementary possible change: We only modify two transition probabilities in one state-action pair. (Naturally, it is impossible to modify only one probability in a distribution...) We prove that, under widely accepted complexity assumptions to be explained soon, the amount of computation needed to update an $\epsilon$-optimal value approximation in the face of such an elementary change is, in the worst case, comparable to the number of states (the precise result is stated below). Since in the problems currently solved by deep RL the number of states of the underlying MDP is typically astronomical, such a prediction is bad indeed - it means that we essentially have to start all over because of a small change. Now, in deep learning we know well that a worst-case result is never the last word on the difficulty of a problem. However, we believe that an alarming worst-case result, established for an aspect of the problem which has been identified in practice to be a challenge, is a warning sign which may yield valuable hints about the corrective action that needs to be taken in order to overcome the current bottleneck.

We complement this lower bound with a positive result for a different kind of change: adding a new action to a state. It turns out that this is a simpler problem, and an $\epsilon$-approximate solution can be updated in time polynomial in $\frac{1}{\epsilon}$ and the horizon.

## Related work

Non-stationary MDPs have been studied extensively in recent years from the point of view of dynamic regret (Auer et al., 2008; Dick et al., 2014; Ortner et al., 2020; Cheung et al., 2020; Zhou et al., 2022; Li and Li, 2019; Touati and Vincent, 2020; Wei and Luo, 2021; Domingues et al., 2021; Mao et al., 2021; Jiang et al., 2023; Feng et al., 2023); In Mao et al. (2021) an algorithm with total regret $\widetilde{O}\left(S^{1 / 3} A^{1 / 3} \Delta^{1 / 3} H T^{2 / 3}\right)$ is provided, where $T$ is the total number of iteration, $\Delta$ is the variational budget that measures the total change of MDP. Another line of work (Da Silva et al., 2006; Banerjee et al., 2017; Padakandla et al., 2020; Ornik and Topcu, 2021) focuses on the statistical problem of detecting the changes in the environment. We refer interested reader to Padakandla (2021); Khetarpal et al. (2022) for recent surveys; in particular, Padakandla (2021) mentions the computational difficulty of the change problem, which is an important yet unresolved open question in the literature. Several approaches to NSRL - e.g Wei and Luo (2021); Mao et al. (2021) resort to restarting the learning process if enough change has accumulated; our results suggest that, indeed, restarting may be preferable to updating. Additional literature can be found at Appendix A.

1. For example, consider the extreme example where a change in an action increases the value of the next state, and this in turn changes the optimum actions in almost all other states.

## A brief overview of the main result

In the rest of the paper we use the $o(1)$ notation; in particular, $\Omega\left(n^{1-o(1)}\right)$ is the class of functions that is at least $n^{1-\epsilon}$ for any $\epsilon>0$ when $n \rightarrow+\infty$, and $n^{o(1)}$ is the class of functions that is no more than $n^{\epsilon}$ for any $\epsilon>0$ when $n \rightarrow+\infty$

Our main result (Theorem 1) states that, in the worst case, an elementary change in an MDP - just updating two transition probabilities in one action at one state of the MDP - requires time $\Omega\left((S A H)^{1-o(1)}\right)$, where $S$ is the number of states, $A$ is the number of actions and $H$ is the horizon. The proof is based on the Strong Exponential Time Hypothesis (SETH), which is a central conjecture in complexity, a refinement of $P \neq N P$. SETH has many applications in graph algorithms (Roditty and Vassilevska Williams, 2013; Abboud and Williams, 2014; Backurs et al., 2018; Li, 2021; Dalirrooyfard et al., 2022), edit distance (Backurs and Indyk, 2015), nearest neighbor search (Rubinstein, 2018), kernel estimation (Charikar and Siminelakis, 2017; Alman et al., 2020) and many other domains; see (Rubinstein and Williams, 2019) for a comprehensive survey. SETH states that, if the $k$-SAT problem (the Boolean satisfiability problem when each clause contains at most $k$ literals) can be solved in time $O\left(2^{c_{k} n}\right)$, then the limit of $c_{k}$ as $k$ grows is one. Our work is based on the important result of (Abboud et al., 2017) on the hardness, under SETH, of approximating the bichromatic Maximum Inner Product (MAX-IP) problem. Subsequent work has improved the approximation parameter (Rubinstein, 2018; Chen, 2020) and applied the technique to the Dynamic Coverage problem (Abboud et al., 2019; Peng, 2021).

We reduce from the MAX-IP problem, where we are given two collections of sets $B_{1}, \ldots, B_{n}$ and $C_{1}, \ldots, C_{n}$, over a small universe $[m]$ with $m=n^{o(1)}$. It is known from Abboud et al. (2017) that it is hard to distinguish between the following two scenaria: (a) $B_{i} \subseteq C_{j}$ for some $i, j \in[n]$, and (b) $\left|B_{i} \cap C_{j}\right| \leq\left|C_{j}\right| / 2^{\log (n)^{1-o(1)}}$ for all $i, j \in[n]$. That is, it is hard to tell the difference between the case of a complete containment and the case of tiny intersections. The first step of our reduction is to construct a finite-horizon MDP such that the state of the first step $(h=1)$ corresponds to the sets $B_{1}, \ldots, B_{n}$ and the state of the second step $(h=2)$ corresponds to the universe $[m]$. The state of the second step has either high reward or low reward, depending on the time $t$. By applying a sequence of changes to the state-action transition in the second step, based on the structure of the sets $C_{1}, \ldots, C_{n}$, one obtains a reduction from MAX-IP establishing a lower bound of $\Omega\left(S^{2-o(1)}\right)$ for this sequence. However, since this sequence is of length $S^{1+o(1)}$ (because of the size of the $C_{j}$ sets), we obtain an $\Omega\left(S^{1-o(1)}\right)$ amortized lower bound for each step of the sequence, and this completes the reduction to the NSRL problem.

The construction so far yields an approximation $\epsilon$ that is very small (i.e., $S^{-0.001}$ ). We need a second stage of our construction to amplify $\epsilon$ to some constant such as 0.1 . This is achieved by stacking multiple layers of the basic construction outlined above. Finally, by spreading the stateactions across multiple steps, we improve the lower bound to $\Omega\left((S A H)^{1-o(1)}\right)$.

The complete proof can be found at Section 3.

## 2. Preliminary Definitions

Here we shall define non-stationary MDPs. Let $\mathcal{S}$ be a state space $(|\mathcal{S}|=S), \mathcal{A}$ an action space $(|\mathcal{A}|=A), H \in \mathbb{Z}_{+}$the planning horizon. Next let $T \in \mathbb{Z}_{+}$be the number of rounds: The intention is that the MDP will repeat $T$ times, with action parameters changed between rounds.

A non-stationary finite horizon MDP is a set of $T \operatorname{MDPs}\left(\left\{\mathcal{S}_{h}, \mathcal{A}_{h}, P_{t, h}, r_{t, h}\right\}_{t \in[T], h \in[H]}, s_{\text {init }}\right)$. $\mathcal{S}_{h} \subseteq \mathcal{S}$ is the state space and $\mathcal{A}_{h} \subseteq \mathcal{A}$ is the action space at the $h$-th step $(h \in[H])$, and $P_{t, h}$ :
$\mathcal{S}_{h} \times \mathcal{A}_{h} \rightarrow \Delta_{\mathcal{S}_{h+1}}$ is the transition function, where $\Delta_{\mathcal{S}_{h}}$ is the set of all probability distributions over $\mathcal{S}_{h}$, and $r_{t, h}: \mathcal{S}_{h} \times \mathcal{A}_{h} \rightarrow[0,1]$ is the reward function at the $h$-th step of the $t$-th round ( $h \in[H], t \in[T]$ ). We use $s_{\text {init }} \in \mathcal{S}_{1}$ to denote the initial state.

We focus on deterministic non-stationary policies $\pi=\left(\pi_{1}, \ldots, \pi_{T}\right)$, though our results can be applied to randomized policies as well. Let $\pi_{t}=\left(\pi_{t, 1}, \ldots, \pi_{t, H}\right)$ be the policy of the $t$-th round ( $t \in[T]$ ) and $\pi_{t, h}: \mathcal{S}_{h} \rightarrow \mathcal{A}_{h}(h \in[H])$ be the decision at the $h$-th step. Given a policy $\pi$, the $Q$-value of a state-action pair $(s, a) \in \mathcal{S}_{h} \times \mathcal{A}_{h}$ at the $t$-round can be determined

$$
Q_{t, h}^{\pi_{t}}(s, a)=r_{t, h}(s, a)+\mathbb{E}\left[\sum_{\ell=h+1}^{H} r_{t, h}\left(s_{t, \ell}, \pi_{t, \ell}\left(s_{t, \ell}\right)\right) \mid s_{t, h}=s, a_{t, h}=a\right] \quad \forall s \in \mathcal{S}_{h}, a \in \mathcal{A}_{h}
$$

and the $V$-value

$$
V_{t, h}^{\pi_{t}}(s)=\mathbb{E}\left[\sum_{\ell=h}^{H} r_{t, h}\left(s_{t, \ell}, \pi_{t, \ell}\left(s_{t, \ell}\right)\right) \mid s_{t, h}=s\right] \quad \forall s \in \mathcal{S}_{t, h} .
$$

Let $\pi_{t}^{*}$ be the optimal policy at the $t$-round, and $Q_{t}^{*}, V_{t}^{*}$ be its $Q$-value and $V$-value. The goal is to maintain an $\epsilon$-approximate value function. In particular, we require that an approximation $V_{t}$ of the value of the initial state $s_{\text {init }}$ be maintained, such that for all rounds $t \in[T]$,

$$
\left|V_{t}-V_{t, 1}^{*}\left(s_{\mathrm{init}}\right)\right| \leq \epsilon
$$

Updates. All $T$ MDPs of our definition must be solved, one after the other, in the face of parameter changes that are meant to be extremely simple and local: For the $t$-th update, an adversary picks an arbitrary state-action pair $\left(s_{h}, a_{h}\right) \in \mathcal{S}_{h} \times \mathcal{A}_{h}$, and changes the transition function from $P_{t-1, h}\left(s_{h}, a_{h}\right)$ to $P_{t, h}\left(s_{h}, a_{h}\right)$ and the reward from $r_{t-1, h}\left(s_{h}, a_{h}\right)$ to $r_{t, h}\left(s_{h}, a_{h}\right)$. It also changes the transition function from $P_{t-1, h}\left(s_{h}, a_{h}\right)$ to $P_{t, h}\left(s_{h}, a_{h}\right)$, such that these two distributions differ in exactly two states. That is, the change in the distribution is the smallest kind imaginable: Two next states are chosen, and the probability mass of the first is transferred to the second. Since the changes we consider are the simplest possible, our proof that even these changes are computationally intractable leaves little hope for the worst-case of NSRL.

## 3. Hardness of NSRL

The main result is the following:
Theorem 1 (Main result, hardness of NRSL) Let $S, A, H$ be sufficiently large integers, and $T$ is bounded by arbitrarily large polynomials $T \leq \operatorname{poly}(S A H)$, while the horizon $H \geq(S A)^{o(1)}$. Then, unless SETH is false, there is no algorithm with amortized runtime $O\left((S A H)^{1-o(1)}\right)$ per update that can approximate the optimal value of a non-stationary MDP over a sequence of $T$ updates. In particular, any algorithm with better runtime fails to distinguish between these two cases:

- The optimal policy has value at least $\frac{H}{4}$ at some round $t \in[T]$;
- The optimal policy has value at most $\frac{H}{100}$ for all $T$ rounds.

Remark 2 (Sequence length and horizon) In the statement of Theorem 1 we assume that $T$ is polynomially bounded. Since $T$ is the sequence of MDPs presented for solution, it would be unreasonable to be exponential, especially in $S$, which is typically huge. Furthermore, proving lower bounds in the face of exponential $T$ would be impossible, for example, through the slow design of a look-up table that solves the problem. The assumption $H \geq(S A)^{o(1)}$ is not needed, and our result holds even if $H$ is a constant, but the gap would be smaller than $\frac{H}{4}$ vs. $\frac{H}{100}$.

Our result is based on the widely accepted Strong Exponential Time Hypothesis (SETH).
Conjecture 3 (Strong Exponential Time Hypothesis (SETH), Impagliazzo and Paturi (2001)) For any $\delta>0$, there exists $k \geq 3$ such that the $k$-SAT problem on $n$ variables cannot be solved in time $O\left(2^{(1-\delta) n}\right)$.

Remark 4 (Why we need SETH) The use of a hypothesis stronger than " $\mathrm{P} \neq \mathrm{NP}$ " is needed, because it is known that " $\mathrm{P} \neq \mathrm{NP}$ " cannot yield any complexity lower bounds within P (where NSRL belongs), see the survey of Williams (2018).

The starting point of our reduction is the following hardness result for the Bichromatic Maximum Inner Product (MAX-IP) problem, whose proof is based on the machinery of distributed PCP.

Theorem 5 (Bichromatic Maximum Inner Product (MAx-IP) Abboud et al. (2017)) Let $\gamma>$ 0 be any constant, and let $n \in \mathbb{Z}_{+}, m=n^{o(1)}$, $w=2^{(\log (n))^{1-o(1)}}$. Given two collections of sets $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ and $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$ over universe $[m]$, satisfying $\left|B_{1}\right|=\cdots=\left|B_{n}\right|=b$ and $\left|C_{1}\right|=\cdots=\left|C_{n}\right|=c$ for some $b, c \in[m]$. Unless SETH is false, no algorithm can distinguish the following two cases in time $O\left(n^{2-\gamma}\right)$ :

- YES instance. There exists two sets $B \in \mathcal{B}, C \in \mathcal{C}$ such that $C \subseteq B$;
- NO instance. For every $B \in \mathcal{B}$ and $C \in \mathcal{C},|B \cap C| \leq c / w$.

Parameters. We reduce MAX-IP to NSRL. For any sufficiently large parameters $S, A, H, T$, let

$$
n=T^{1 / 2-o(1)} \cdot(S A H)^{1 / 2} \quad \text { and } \quad m=n^{o(1)}
$$

be the input parameters of MAX-IP. Given a MAX-IP instance with sets $B_{1}, \ldots, B_{n}$ and $C_{1}, \ldots, C_{n}$ over a ground set $[m]$, recall $b, c \in[m]$ are the size of set $\left\{B_{i}\right\}_{i \in[n]}$ and $\left\{C_{i}\right\}_{i \in[n]}$. Let

$$
L=\lceil b / c\rceil \quad \text { and } \quad N=\frac{S A H}{16 L\left(\log _{2}(S)+2\right)} .
$$

We shall divide $\left\{B_{i}\right\}_{i \in[n]}$ into $K=n / N$ batches and each batch contains $N$ sets. That is, $\left\{B_{i}\right\}_{i \in[n]}=\left\{B_{k, \nu}\right\}_{k \in[K], \nu \in[N]}$.

### 3.1. Construction of a hard instance

We first describe the MDP at the initial stage $(t=0)$, with state space $\left\{\mathcal{S}_{h}\right\}_{h \in[H]}$, action space $\left\{\mathcal{A}_{h}\right\}_{h \in[H]}$, transition function $\left\{P_{h}\right\}_{h \in[H]}$ and reward function $\left\{r_{h}\right\}_{h \in[H]}$. A (simplified) illustration can be found at Figure 1. We omit the subscript of $t=0$ for simplicity.


Figure 1: A snapshot of the hard instance

Horizon. We divide the entire horizon into two phases

$$
[H]=\mathcal{H}_{1} \cup \mathcal{H}_{2}, \quad \text { where } \quad \mathcal{H}_{1}=[H / 2] \quad \text { and } \quad \mathcal{H}_{2}=[H / 2: H] .
$$

The second phase is relatively simple and involves only two terminal states that provide rewards. The first phase is more involved and determines the destination state.

The first phase contains $L$ layers, and each layer contains $H / 2 L$ steps

$$
\mathcal{H}_{1}=\mathcal{H}_{1,1} \cup \cdots \cup \mathcal{H}_{1, L}, \quad \text { where } \quad \mathcal{H}_{1, \ell}=\left[(\ell-1) \cdot \frac{H}{2 L}+1: \ell \cdot \frac{H}{2 L}\right] \forall \ell \in[L] .
$$

The layers are used for amplifying the difference between good and bad policies. The structure of the MDP is for identical for each layer, except the last step at the last layer.

For each layer $\ell \in[L]$, we further divide it into $G:=\frac{H}{2 L\left(\log _{2}(S)+2\right)}$ groups, and each group contains $\log _{2}(S)+2$ steps,

$$
\mathcal{H}_{1, \ell}=\mathcal{H}_{1, \ell, 1} \cup \cdots \cup \mathcal{H}_{1, \ell, G}
$$

where
$\mathcal{H}_{1, \ell, g}=\left[(\ell-1) \cdot \frac{H}{2 L}+(g-1)\left(\log _{2}(S)+2\right)+1:(\ell-1) \cdot \frac{H}{2 L}+g \cdot\left(\log _{2}(S)+2\right)\right] \forall g \in[G]$.
We set $h(\ell, g, \tau):=(\ell-1)(H / 2 L)+(g-1)\left(\log _{2}(S)+2\right)+\tau$ be the $\tau$-step, at the $g$-th group of the $\ell$-th layer, where $\tau \in\left[\log _{2}(S)+2\right], g \in[G], \ell \in[L]$. For simplicity, we also write $h(\ell, g)=h\left(\ell, g, \log _{2}(S)+2\right)$ and $h(\ell)=h(\ell, G)$ be the last step of each group and layer.

States. There are five types of states: terminal states, element states, set states, routing states and the pivotal state.

- Terminal states. There are two terminal states $s_{1}^{\mathrm{t}}$ and $s_{2}^{\mathrm{t}}$, and they appear at every steps $h \in[H]$. We use $s_{h, 1}^{\mathrm{t}}, s_{h, 2}^{\mathrm{t}}$ to denote the terminal states at $\mathcal{S}_{h}$.
- Element states. There are $m$ element states $\left\{s_{u}^{e}\right\}_{u \in[m]}$ that appear at every step $h \in \mathcal{H}_{1}$ of phase one. We use $s_{h, u}^{\mathrm{e}}$ to denote the $u$-th element state at $\mathcal{S}_{h}$.
- Set states. There are $S / 4$ set states $\left\{s_{i}^{\mathrm{b}}\right\}_{i \in[S / 4]}$. The set states only appear on the second last step of each group $\mathcal{H}_{\ell, g}$. In particular, for each layer $\ell \in[L]$, group $g \in[G]$, let $s_{h(\ell, g)-1, i}^{\mathrm{b}}$ denote the $i$-th $(i \in[S / 4])$ set state at $\mathcal{S}_{h(\ell, g)-1}$.
- Pivotal state There is one pivotal state $s^{\mathbb{p}}$ that appears at every step $h \in \mathcal{H}_{1}$ of Phase 1 , denoted as $s_{h}^{\mathrm{p}}$. The MDP start with the pivotal state, i.e., $s_{\text {init }}:=s_{1}^{\mathrm{p}}$.
- Routing states. The routing states are used for reaching set states. There $S / 4$ routing states $\left\{s_{\alpha}^{r}\right\}_{\alpha \in[S / 4]}$ that appear at the $\left[2: \log _{2}(S)\right]$-th step of each group. In particular, at layer $\ell \in[L]$, group $g \in[G]$, step $\tau \in\left[2: \log _{2}(S)\right]$, let $\left\{s_{h(\ell, g, \tau), \alpha}^{r}\right\}_{\alpha \in\left[1: 2^{\tau-2}\right]}$ be the collection of routing states at $\mathcal{S}_{h(\ell, g, \tau)}$.
The total number of possible states is at most $2+m+S / 4+S / 4+1 \leq S$.
Actions There are five types of actions. The terminal action $a^{\mathrm{t}}$, the element actions $a^{\mathrm{e}}$, the set actions $\left\{a_{j}^{\mathrm{b}}\right\}_{j \in[A / 2]}$, the pivotal action $\left\{a_{1}^{\mathrm{p}}, a_{2}^{\mathrm{p}}\right\}$ and the routing actions $\left\{a_{1}^{\mathrm{r}}, a_{2}^{\mathrm{r}}\right\}$. The total number of action is at most $A / 2+6 \leq A$, and we assume these actions appear at every step $h \in[H]$.
Reward The only state that returns non-zero reward is the terminal state $\left\{s_{h, 1}^{\mathrm{t}}\right\}_{h \in \mathcal{H}_{2}}$. Formally, we set

$$
r_{h}(s, a)=0 \quad \text { when } \quad h \in \mathcal{H}_{1} \quad \text { and } \quad r_{h}(s, a)=\left\{\begin{array}{lc}
1 & s=s_{h, 1}^{\mathrm{t}}  \tag{1}\\
0 & \text { otherwise }
\end{array} \quad \text { when } \quad h \in \mathcal{H}_{2} .\right.
$$

Transitions We next specify the transition probability of the initial MDP.
(a) Terminal states. The transition of terminal states is deterministic and always keeps the state terminal, that is

$$
\begin{equation*}
P_{h}\left(s_{h, 1}^{\mathrm{t}}, a\right)=\mathbf{1}\left\{s_{h+1,1}^{\mathrm{t}}\right\} \quad \text { and } \quad P_{h}\left(s_{h, 2}^{\mathrm{t}}, a\right)=\mathbf{1}\left\{s_{h+1,2}^{\mathrm{t}}\right\} \quad \forall h \in[H-1], a \in \mathcal{A} . \tag{2}
\end{equation*}
$$

Here we use $1\{s\} \in \Delta_{\mathcal{S}_{h+1}}$ to denote the one-hot vector that is 1 at state $s$ and 0 otherwise. Combining with the definition of reward functions, the MDP guarantees that a policy receives $H / 2$ reward once it goes to the first terminal state $s_{h, 1}^{\mathrm{t}}$ at some step $h \in \mathcal{H}_{2}$. Meanwhile, it receives 0 reward if it ever goes to the second terminal state $s_{h, 2}^{\mathrm{t}}$.
(b) Element states. At step $h<H / 2$, for any element $u \in[m]$, the transition function of $s_{h, u}^{e}$ equals

$$
P_{h}\left(s_{h, u}^{\mathrm{e}}, a^{\mathrm{e}}\right)=\left\{\begin{array}{cc}
\mathbf{1}\left\{s_{h+1}^{\mathrm{p}}\right\} & h=h(\ell) \text { for some } \ell \in[L-1]  \tag{3}\\
\mathbf{1}\left\{s_{h+1, u}^{\mathrm{e}}\right\} & \text { otherwise }
\end{array}\right.
$$

and

$$
\begin{equation*}
P_{h}\left(s_{h, u}^{\mathrm{e}}, a\right)=\mathbf{1}\left\{s_{h+1, u}^{\mathrm{e}}\right\}, \quad \forall a \in \mathcal{A} \backslash\left\{a^{\mathrm{e}}\right\} . \tag{4}
\end{equation*}
$$

That is, the element state $s_{h, u}^{e}$ always stays on itself, except at the end of each layer $\ell \in[L]$, it can go to the pivotal state.

At the end of the first phase, the transition of element state is determined by the set $C$. In the initialization stage $(t=0)$, let $C_{0} \subseteq[m]$ be an arbitrary set of size $c$ and it would be replace later, let

$$
P_{H / 2}\left(s_{H / 2, u}^{\mathrm{e}}, a^{\mathrm{e}}\right)= \begin{cases}\mathbf{1}\left\{s_{H / 2+1,1}^{\mathrm{t}}\right\} & u \in C_{0} \\ \mathbf{1}\left\{s_{H / 2+1,2}^{\mathrm{t}}\right\} & u \notin C_{0}\end{cases}
$$

and

$$
P_{H / 2}\left(s_{H / 2, u}^{\mathrm{e}}, a\right)=\mathbf{1}\left\{s_{H / 2+1,2}^{\mathrm{t}}\right\}, \quad \forall a \in \mathcal{A} \backslash\left\{a^{\mathrm{e}}\right\}
$$

That is, if the element $u \in C_{0}$, then it can go to a high reward terminal state $s_{H / 2+1,1}^{\mathrm{t}}$; otherwise it goes to the no-reward terminal $s_{H / 2+1,2}^{\mathrm{t}}$. Looking ahead, we would update the state-action pairs $\left\{\left(s_{H / 2, u}^{\mathrm{e}}, a^{\mathrm{e}}\right)\right\}_{u \in[m]}$ according to sets $\left\{C_{i}\right\}_{i \in[n]}$ periodically.
(c) Set states. The transition function of set states is determined by the sets $\left\{B_{k, \nu}\right\}_{k \in[K], \nu \in[N]}$. In the initialization stage $(t=0)$, let $\left\{B_{0, \nu}\right\}_{\nu \in[N]}$ be arbitrary sets of size $b$ and they would be replaced later in the update sequence. Recall that a set state would appear at the second last step of a group $\mathcal{H}_{\ell, g}$, for some layer $\ell \in[L]$ and group $g \in[G]$. Let

$$
N(g, i, j):=(g-1)(S / 4)(A / 2)+(i-1)(A / 2)+j
$$

and therefore,

$$
\{N(g, i, j): g \in[G], i \in[S / 4], j \in[A / 2]\}=[N]
$$

The transition function of state-action pair $\left(s_{h(\ell, g)-1, i}^{\mathbf{b}}, a_{j}^{\mathbf{b}}\right)$ equals

$$
\begin{equation*}
P_{h(\ell, g)-1}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a_{j}^{\mathrm{b}}\right)=\operatorname{unif}\left(s_{h(\ell, g), u}^{\mathrm{e}}: u \in B_{0, N(g, i, j)}\right) \quad \forall g \in[G], i \in[S / 4], j \in[A / 2] \tag{5}
\end{equation*}
$$

Here the RHS is the uniform distribution over the element states $s_{h(\ell, g), u}^{\mathrm{e}}$ for element $u \in B_{0, N(g, i, j)}$. For the rest of actions, it goes to the no-reward terminal $s_{h(\ell, g), 2}^{\mathrm{t}}$ :

$$
P_{h(\ell, g)-1}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a\right)=\mathbf{1}\left\{s_{h(\ell, g), 2}^{\mathrm{t}}\right\} \quad \forall a \in \mathcal{A} \backslash\left\{a_{j}^{\mathrm{e}}\right\}_{j \in[A / 2]}
$$

(d) Pivotal states. The pivotal state $s_{h}^{\mathrm{p}}$ appears at every step $h \in \mathcal{H}_{1}$, and for $h<H / 2-1$, the transition function equals

$$
P_{h}\left(s_{h}^{\mathrm{p}}, a\right)=\left\{\begin{array}{cc}
1\left\{s_{h+1,1}^{\mathrm{r}}\right\} & a=a^{\mathrm{p}}, h=h(\ell, g, 1) \text { for some } \ell \in[L], g \in[G]  \tag{6}\\
1\left\{s_{h+1}^{\mathrm{p}}\right\} & \text { otherwise }
\end{array}\right.
$$

That is, the pivotal state stays on itself, except at the first step of $\mathcal{H}_{\ell, g}$, it could go to the routing state $s_{h(\ell, g, 2), 1}^{r}$.

At the $H / 2$-th step, it goes to the no-reward terminal $s_{H / 2+1,2}^{\mathrm{t}}$,

$$
P_{H / 2}\left(s_{H / 2}^{\mathrm{p}}, a\right)=\mathbf{1}\left\{s_{H / 2+1,2}^{\mathrm{t}}\right\} \quad \forall a \in A
$$

(e) Routing states. Recall $\left\{s_{h(\ell, g, \tau), \alpha}^{r}\right\}_{\alpha \in\left[1: 2^{\tau-2}\right]}$ is the collection of routing states at the $\alpha$-th step $\left(\alpha \in\left[2: \log _{2}(S)\right]\right)$, $g$-th group $(g \in[G])$ and $\ell$-th layer $(\ell \in[L])$.

When $\tau \in\left[2: \log _{2}(S)-1\right]$, the transition function equals

$$
P_{h(\ell, g, \tau)}\left(s_{h(\ell, g, \tau), \alpha}^{\mathrm{r}}, a\right)=\left\{\begin{array}{cc}
1\left\{s_{h(\ell, g, \tau+1), 2 \alpha-1}^{\mathrm{r}}\right\} & a=a_{1}^{\mathrm{r}}  \tag{7}\\
1\left\{s_{h(\ell, g, \tau+1), 2 \alpha}^{\mathrm{r}}\right\} & a=a_{2}^{\mathrm{r}} \\
1\left\{s_{h(\ell, g, \tau+1), 2}^{\mathrm{t}}\right\} & \text { otherwise }
\end{array}, \quad \forall \alpha \in\left[2^{\tau-2}\right] .\right.
$$

In other words, the routing state $s_{h(\ell, g, \tau), \alpha}^{r}$ goes to either $s_{h(\ell, g, \tau+1), 2 \alpha-1}^{r}$ or $s_{h(\ell, g, \tau+1), 2 \alpha-1}^{r}$, depending on the choice of actions (unless it goes to the no-reward terminal $s_{h(\ell, g, \tau+1), 2}^{r}$ ).

When $\tau=\log _{2}(S)$, the routing state $s_{h\left(\ell, g, \log _{2}(S)\right), \alpha}^{r}$ goes to the set state $s_{h(\ell, g)-1, \alpha}^{\mathrm{b}}(\alpha \in[S / 4])$, that is,

$$
\begin{equation*}
P_{h\left(\ell, g, \log _{2}(S)\right)}\left(s_{h\left(\ell, g, \log _{2}(S)\right), \alpha}^{\mathrm{r}}, a\right)=s_{h(\ell, g)-1, \alpha}^{\mathrm{b}}, \quad \forall \alpha \in[S / 4], a \in \mathcal{A} . \tag{8}
\end{equation*}
$$

The entire transition of routing states within a group works like a binary search tree: it comes from the pivotal state and goes to one of the set states. We note that if $S \leq A$ the construction could be simplified: we can remove routing states and have a pivotal state directly go to set states. This completes the description of the initial MDP.

Update sequence. We next specify the sequence of updates to the MDP. The sequence of updates is divided into $K=n / N$ stages, and each stage contains $n$-epochs.

At the beginning of each stage, the update occurs on the state-action pairs for set-states:

$$
\left\{\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a_{j}^{\mathrm{b}}\right)\right\}_{\ell \in[L], g \in[G], i \in[S / 4], j \in[A / 2]}
$$

Concretely, there is an initialization phase at the beginning of the $k$-th stage $(k \in[K])$. Let $t(k) \in$ $[T]$ be the end of initiazation phase, and the nature sets
$P_{t(k), h(\ell, g)-1}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a_{j}^{\mathrm{b}}\right)=\operatorname{unif}\left(s_{h(\ell, g), u}^{\mathrm{e}}: u \in B_{k, N(g, i, j)}\right) \quad \forall \ell \in[L], g \in[G], i \in[S / 4], j \in[A / 2]$.
Each stage contains $n$-epochs, and during each epoch, the update occurs on the state-action pairs $\left\{\left(s_{H / 2, u}^{\mathrm{e}}, a^{\mathrm{e}}\right)\right\}_{u \in[m]}$ of element state-action, in the $H / 2$-th step. Let $t(k, \tau) \in[T]$ be the end of $k$-th ( $k \in[K]$ ) stage and $\tau$-th $(\tau \in[n])$ epoch. In the $\tau$-th epoch ( $\tau \in[n]$ ), for each element $u \in[m]$, the transition function is updated to

$$
P_{t(k, \tau), H / 2}\left(s_{H / 2, u}^{\mathrm{e}}, a^{\mathrm{e}}\right)=\left\{\begin{array}{ll}
1\left\{s_{H / 2+1,1}^{\mathrm{t}}\right\} & u \in C_{\tau}  \tag{9}\\
1\left\{s_{H / 2+1,2}^{\mathrm{t}}\right\} & u \notin C_{\tau}
\end{array} .\right.
$$

To count the total number of updates, there are $K=n / N$ stages. The initialization takes at most $O(S A H m)$ updates; there are $n$ epochs, and each epoch contains at most $2 m$ updates. Hence the total number of updates equals $(n / N) \cdot O(S A H m+2 m n) \approx T$.

### 3.2. Analysis

We now proceed to prove Theorem 1. For any stage $k \in[K]$ and epoch $\tau \in[n]$, we compute the $V$-value of the optimal policy. The proof can be found at the Appendix B

Lemma 6 ( $V$-value, terminal states) At the end of stage $k \in[K]$ and epoch $t \in[n]$, for any step $h \in[H]$, the $V$-value of optimal policy at terminal states satisfies $V_{t(k, \tau), h}^{*}\left(s_{h, 1}^{\mathrm{t}}\right)=\min \{H+1-$ $h, H / 2\}$ and $V_{t(k, \tau), h}^{*}\left(s_{h, 2}^{\mathrm{t}}\right)=0$.

Lemma 7 ( $V$-value, element states) At the end of stage $k \in[K]$ and epoch $\tau \in[n]$, for any layer $\ell \in[L]$ and any step $h \in \mathcal{H}_{1, \ell}$

- For any element $u \in C_{\tau}, V_{t(k, \tau), h}^{*}\left(s_{h, u}^{\mathrm{e}}\right)=H / 2$; and
- For any element $u \notin C_{\tau}$, we have $V_{t(k, \tau), h}^{*}\left(s_{h, u}^{\mathrm{e}}\right)=V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)$.

Here we take $V_{t(k, \tau), H / 2+1}\left(s_{H / 2+1}^{\mathrm{p}}\right):=0$.
Lemma 8 ( $V$-value, set states) At the end of stage $k \in[K]$ and epoch $\tau \in[n]$, for each level $\ell \in[L]$, group $g \in[G]$, we have

$$
\begin{aligned}
& V_{t(k, \tau), h(\ell, g)-1}^{*}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}\right) \\
= & \max _{j \in[A / 2]}\left\{\frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b}\right) \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)\right\}
\end{aligned}
$$

Lemma 9 ( $V$-value, pivotal state) At the end of stage $k \in[K]$ and epoch $\tau \in[n]$, for each level $\ell \in[L]$, the $V$-value of the pivotal state satisfies

$$
\begin{aligned}
& V_{t(k, \tau), h(\ell-1)+1}^{*}\left(s_{h(\ell-1)+1}^{\mathrm{p}}\right) \\
= & \max _{\nu \in[N]}\left\{\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b}\right) \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)\right\} .
\end{aligned}
$$

As a corollary, we can compute the $V$-value of the initial state.
Lemma 10 ( $V$-value, initial state) Let $\kappa_{k, \tau}=\max _{\nu \in[N]} \frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b}$, then at the end of stage $k$ and epoch $\tau \in[n]$, one has

$$
V_{t(k, \tau), 1}^{*}\left(s_{\text {init }}\right)=\left(1-\left(1-\kappa_{k, \tau}\right)^{L}\right) \cdot \frac{H}{2} .
$$

Now we can complete the proof of Theorem 1
Proof [Proof of Theorem 1] If the input of MAX-IP is a YES instance, suppose $C_{\tau} \subseteq B_{k, \nu}$ for some $\tau \in[n], k \in[K], \nu \in[N]$; then $\kappa_{k, \tau}=c / b=1 / L$. By Lemma 10, the value of $s_{\text {init }}$ at the end of epoch $t$ satisfies

$$
V_{t(k, \tau), 1}^{*}\left(s_{\text {init }}\right)=\left(1-\left(1-\kappa_{k, \tau}\right)^{L}\right) \cdot \frac{H}{2}=\left(1-(1-1 / L)^{L}\right) \cdot \frac{H}{2} \geq \frac{H}{4} .
$$

In the NO instance case, we have

$$
\kappa_{k, \tau} \leq c / w b \quad \text { where } \quad w=2^{\log (n)^{1-o(1)}}=\Omega(1)
$$

then the value of $s_{\text {init }}$ at the end of any stage $k \in[K]$, epoch $\tau \in[n]$ is at most

$$
V_{t(k, \tau), 1}^{*}\left(s_{\text {init }}\right)=\left(1-\left(1-\kappa_{k, \tau}\right)^{L}\right) \cdot H / 2 \leq\left(1-(1-1 / w L)^{L}\right) \cdot \frac{H}{2} \leq \frac{1}{w} \cdot \frac{H}{2} \leq \frac{H}{100} .
$$

Now we bound the amortized runtime. By Theorem 5, assuming SETH, the total runtime of any NSRL algorithm should be at least $n^{2-o(1)}$, and therefore, the amortized runtime per update should be at least $n^{2-o(1)} / T=(S A H)^{1-o(1)} \cdot T^{-o(1)} \approx(S A H)^{1-o(1)}$ when $T=\operatorname{poly}(S A H)$. This completes the proof.

Finally, we leave remarks on the generality of our hardness results.
Remark 11 (Hardness for maintaining value functions or policies) The statement of Theorem 1 asserts the decision version of NSRL requires $(S A H)^{1-o(1)}$ time per update. The same lower bound translates directly to the task of maintaining an approximate $V$-value or maintaining an approximately optimal policy.

Remark 12 (Hardness for restricted changes) In our construction, we allow the change for both reward and transition kernel, for all states, but indeed, this can be relaxed. For example, similar complexity results follow rather easily if only the reward changes or if only the transition changes. In fact, the lower bound also holds if the changes are restricted to occur on a tiny fraction of the states.

## 4. Incremental action changes

When the MDP changes only through the introduction of new actions, then we can maintain an $\epsilon$-approximation to value with amortized runtime that depends, polynomially, only on $H$ and $\frac{1}{\epsilon}$ (and not $S$ ).

Theorem 13 (Efficient algorithm, incremental changes) There is an algorithm with amortized runtime $\widetilde{O}\left(H^{5} / \epsilon^{3}\right)$ per update that maintains an $\epsilon$-approximation of the value over any sequence of $T$ insertions of actions.

The approach is given as Algorithm 1. It combines the classic $Q$-value iteration with lazy updates on $V$-value. For each new state-action pair $\left(s_{h}, a_{h}\right)$, it constructs the empirical transition kernel using samples from $P_{h}\left(s_{h}, a_{h}\right)$. The newly added action could potentially affect the state value, and our algorithm propagates the change - lazily - to downstream states. That is, a change to $V$-value is triggered only if it significantly exceeds the previous estimate. The key mathematical intuition is the monotonicity of $V$-value under incremental action changes. The amortized runtime of Algorithm 1 is bounded because the $Q$-value of each state-action is updated rarely, at most $\widetilde{O}\left(H^{3} / \epsilon^{2} \cdot H^{2} / \epsilon\right)=\widetilde{O}\left(H^{5} / \epsilon^{3}\right)$ times, due to the sparsity of the empirical transition kernel and the lazy updates. The correctness of our algorithm follows from the standard Bernstein type bound and a robust analysis of $Q$-value iteration. The detailed proof can be found at Appendix C.

```
Algorithm 1 Lazy updated \(Q\)-value iteration (Lazy-QVI)
    Initialize \(N \leftarrow H^{3} \log ^{3}(S H T) / \epsilon^{2}, \widehat{V}_{h}\left(s_{h}\right) \leftarrow 0, \widetilde{V}_{h}\left(s_{h}\right) \leftarrow 0, \forall s_{h} \in \mathcal{S}_{h}, h \in[H]\)
    procedure \(\operatorname{INSERT}\left(s_{h}, a_{h}\right)\)
        Generate \(N\) samples \(\left\{\widehat{s}_{h+1,1}, \ldots, \widehat{s}_{h+1, N}\right\}\) from \(P_{h}\left(s_{h}, a_{h}\right)\) and reward \(r_{h}\left(s_{h}, a_{h}\right)\)
        \(\widehat{P}_{h}\left(s_{h}, a_{h}\right) \leftarrow \operatorname{unif}\left\{\widehat{s}_{h+1,1}, \ldots, \widehat{s}_{h+1, N}\right\}\)
        Call Propagate
    end procedure
    procedure PROPAGATE
        for \(h=H, H-1, \ldots, 1\) do
            for state-action pair \(\left(s_{h}, a_{h}\right) \in \mathcal{S}_{h} \times \mathcal{A}_{h}\) do \(\quad \triangleright\) Update only if there is a change
                        \(\widehat{Q}_{h}\left(s_{h}, a_{h}\right) \leftarrow r_{h}\left(s_{h}, a_{h}\right)+\mathbb{E}_{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)} \widetilde{V}_{h+1}\left(s_{h+1}\right)\)
                        \(\widehat{V}_{h}\left(s_{h}\right) \leftarrow \max _{a_{h}} \widehat{Q}\left(s_{h}, a_{h}\right)\)
                If \(\widetilde{V}_{h}\left(s_{h}\right) \leq \widehat{V}_{h}\left(s_{h}\right)-\epsilon / 4 H\) then \(\widetilde{V}_{h}\left(s_{h}\right) \leftarrow \widehat{V}_{h}\left(s_{h}\right)\)
            end for
        end for
    end procedure
```

Theorem 13 provides an efficient algorithm for approximately optimal policy, one natural question is whether one can maintain the exact optimal policy (or value function) under incremental
action changes. We give a negative answer, showing that $T^{1-o(1)}$ runtime is necessary if one wants to maintain an $O(1 / T)$-approximation to the value of optimal policy.

Theorem 14 (Lower bound, exact optimal policy) Unless SETH is false, there is a sequence of $T$ action insertions such that no algorithm with amortized runtime $T^{1-o(1)}$ per update can maintain an $O(1 / T)$-approximation to the value of optimal policy.

## 5. Discussion

Ideally, a complexity result should give some hints on the kind of new algorithms that will bypass it. Our result seems to suggest that a successful heuristic approach to NSRL may be one that alternates between additional exploration after each change in parameters and, when this brings diminishing benefits, a restart from scratch. This is not unlike some of the approaches taken by some state-of-the-art applications (Padakandla, 2021). By further developing this and similar approaches, the current challenge of NSRL may be eventually tamed. We also note that our negative result leaves open the NSRL problem in the case of function approximation (Jin et al., 2020; Agarwal et al., 2019); we conjecture that a similar negative result can be proved for this case as well.
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## Appendix A. Additional related work

Computational complexity of reinforcement learning The computational complexity of (stationary) MDP has been a central topic across multiple disciplines. The study of MDP dates back to Bellman (1957) in 1950s, and since then, there is a long line of work concerning the computational efficiency of MDP (Tseng, 1990; Littman, 1995; Howard, 1960; Ye, 2011; Scherrer, 2013; Ye, 2005; Sidford et al., 2018b,a, 2020; Lee and Sidford, 2014; Van Den Brand et al., 2021; Papadimitriou and Tsitsiklis, 1987). The classical approaches include value iteration, policy iteration and linear programming, see Puterman (2014); Bertsekas (2012) for reference. For a finite horizontal MDP with $S$ states, $A$ actions and $H$ steps, the value iteration could return the optimal policy with runtime $O\left(S^{2} A H\right)$ that is linear in the input size. If the algorithm could sample from the transition function (a.k.a. the generative model), then Azar et al. (2013) provide an algorithm that returns an $\epsilon$-approximation to the $V$-value with runtime $\widetilde{O}\left(S A H^{3} / \epsilon^{2}\right)$. For non-stationary MDP, it implies an algorithm with runtime $\widetilde{O}\left(S^{2} A H+S A H^{3} T / \epsilon^{2}\right)$ for $\epsilon$-value approximation over a sequence of $T$ updates. This is because the algorithm could always re-compute from scratch, and it can sample the transition function in $O(\log (S))$ time using a binary tree data structure, after reading the input initially.

Besides computation complexity, a large number of work concern about the sample complexity in generative model (e.g. Azar et al. (2013); Li et al. (2020)) and regret in model-free RL (e.g. Jin et al. (2018)), in tabular setting as well as functional approximation setting (Foster et al., 2021).

## Appendix B. Missing proof from Section 3

Proof [Proof of Lemma 6] This is quite obvious, as the terminal state always stays on itself (Eq. (2)), the reward of $s_{h, 2}^{\mathrm{t}}$ is always 0 , while the reward of $s_{h, 1}^{\mathrm{t}}$ is 0 in phase one and 1 in phase two (Eq. (1)).

Proof [Proof of Lemma 7] For an element $u \in C_{\tau}$, a policy could choose to never leave $s_{u}^{e}$ (Eq. (3)), and it receives the maximum $H / 2$ reward (see Eq. (9)(1)). For an element $u \notin C_{\tau}$, the policy needs to stay at $s_{u}^{e}$ until the end of layer $\ell$ (see Eq. (3)). While at the end of layer $\ell$, it could move to pivotal state $s_{h(\ell)+1}^{\mathrm{p}}$ or stay on itself (Eq. (4)). The later obtains strictly less reward, because the pivotal state could always stay on itself (Eq. (6)), and the value $V_{t(k, \tau), H / 2}^{*}\left(s_{H / 2, u}^{\mathrm{e}}\right)=0$ at the end of phase 1 (see Eq. (9)(1)). This completes the proof.

Proof [Proof of Lemma 8] The $Q$-value of choosing action $a_{j}^{\mathrm{b}}(j \in[A / 2])$ equals

$$
\begin{aligned}
& Q_{t(k, \tau), h(\ell, g)-1}^{*}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a_{j}^{\mathrm{b}}\right) \\
= & \sum_{u \in[m]} \operatorname{Pr}\left[s_{h(\ell, g)}=s_{h(\ell, g), u}^{\mathrm{e}}\right] \cdot V_{t(k, \tau), h(\ell, g)}^{*}\left(s_{h(\ell, g), u}^{\mathrm{b}}\right) \\
= & \sum_{u \in C_{\tau}} \operatorname{Pr}\left[s_{h(\ell, g)}=s_{h(\ell, g), u}^{\mathrm{e}}\right] \cdot \frac{H}{2}+\sum_{u \in[m] \backslash C_{\tau}} \operatorname{Pr}\left[s_{h(\ell, g)}=s_{h(\ell, g), u}^{\mathrm{e}}\right] \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right) \\
= & \frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b}\right) \cdot V_{t(k, \tau), \ell+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right) .
\end{aligned}
$$

The first step follows from Bellman's equation and the state-action pair $\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}, a_{j}^{\mathrm{b}}\right)$ receives 0 reward (Eq. (1)), the second step follows from Lemma 7, the last step follows from Eq. (5). The proof follows by taking the maximum over action $\left\{a_{j}^{\mathrm{b}}\right\}_{j \in[A / 2]}$.

Proof [Proof of Lemma 9] For each level $\ell \in[L]$, the transition functions of the pivotal state and routing states guarantee that a policy can visit exactly one set state in $\mathcal{H}_{\ell}$. To see this, it can visit at most one set state because the element state stays on itself till the end of the layer (Eq. (3)). Meanwhile, it can go to any set state $\nu \in[N]$ with $\nu=N(g, i, j)$ for some $i \in[S / 2]$ and $g \in[G]$, because it can first go to the pivotal state $s_{h(\ell, g-1)+1,0}^{\mathrm{p}}$ at the beginning of group $g$, then move to $s_{h(\ell, g)-1, i}^{r}$ through routing states (see Eq. (7)(8)). Combining Lemma 8, we have

$$
\begin{aligned}
& V_{t(k, \tau), h(\ell-1)+1}^{*}\left(s_{h(\ell-1)+1}^{\mathrm{p}}\right) \\
= & \max _{g \in[G]} \max _{i \in[S / 4]} V_{t(k, \tau), h(\ell, g)-1}^{*}\left(s_{h(\ell, g)-1, i}^{\mathrm{b}}\right) \\
= & \max _{g \in[G]} \max _{i \in[S / 4]} \max _{j \in[A / 2]}\left\{\frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, N(g, i, j)}\right|}{b}\right) \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)\right\} \\
= & \max _{\nu \in[N]}\left\{\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b}\right) \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)\right\} .
\end{aligned}
$$

This completes the proof of the lemma.
Proof [Proof of Lemma 10] By Lemma 9, for any $\ell \in[L]$, we have

$$
\begin{aligned}
& V_{t(k, \tau), h(\ell-1)+1}^{*}\left(s_{h(\ell-1)+1}^{\mathrm{p}}\right) \\
= & \max _{\nu \in[N]}\left\{\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b} \cdot \frac{H}{2}+\left(1-\frac{\left|C_{\tau} \cap B_{k, \nu}\right|}{b}\right) \cdot V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right)\right\} \\
= & \kappa_{k, \tau} \cdot \frac{H}{2}+\left(1-\kappa_{k, \tau}\right) V_{t(k, \tau), h(\ell)+1}^{*}\left(s_{h(\ell)+1}^{\mathrm{p}}\right) .
\end{aligned}
$$

Solving the above recursion, one has

$$
V_{t(k, \tau), 1}^{*}\left(s_{\text {init }}\right)=V_{t(k, \tau), 1}^{*}\left(s_{1}^{\mathrm{p}}\right)=\sum_{\ell=1}^{L} \kappa_{k, \tau}\left(1-\kappa_{k, \tau}\right)^{\ell-1} \cdot \frac{H}{2}=\left(1-\left(1-\kappa_{k, \tau}\right)^{L}\right) \cdot \frac{H}{2}
$$

This completes the proof of the lemma.

## Appendix C. Missing proof from Section 4

We first state the concentration bounds used in the paper.
Lemma 15 (Hoeffding bound) Let $X_{1}, \cdots, X_{n}$ be $n$ independent bounded variables in $\left[a_{i}, b_{i}\right]$.
Let $X=\sum_{i=1}^{n} X_{i}$, then we have

$$
\operatorname{Pr}[|X-\mathbb{E}[X]| \geq t] \leq 2 \exp \left(-\frac{2 t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

Lemma 16 (Bernstein bound) Let $X_{1}, \cdots, X_{n}$ be $n$ independent zero mean random variables and $\left|X_{i}\right| \leq M$. Let $X=\sum_{i=1}^{n} X_{i}, \sigma=\sum_{i=1}^{n} \mathbb{E}\left[X_{i}^{2}\right]$ then we have

$$
\operatorname{Pr}[|X| \geq t] \leq 2 \exp \left(-\frac{2 t^{2}}{M t / 3+\sigma^{2}}\right) .
$$

In particular, with probability at least $1-\delta$, one has

$$
|X| \leq(M / 3+\sigma) \cdot \log (1 / \delta) .
$$

We prove Algorithm 1 gives $\epsilon$-approximation to both $V$-value and $Q$-value. For notation convenience, we drop the subscript of round number $t$ in the proof.

Lemma 17 (Value approximation) At the end of $t$-th update ( $t \in[T]$ ), for any step $h \in[H]$, state $s_{h} \in \mathcal{S}_{h}$ and action $a_{h}$, with probability at least $1-(S H T)^{-\omega(1)}$, we have

$$
\left|V_{h}^{*}\left(s_{h}\right)-\widehat{V}_{h}\left(s_{h}\right)\right| \leq \epsilon / 2 \quad \text { and } \quad\left|Q_{h}^{*}\left(s_{h}, a_{h}\right)-\widehat{Q}_{h}\left(s_{h}, a_{h}\right)\right| \leq \epsilon
$$

Proof We prove the claim by induction. The base case of $h=H$ holds trivially, as there is no error. Suppose the claim holds up to step $h+1$, then for the $h$-th step, we have

$$
\begin{align*}
\widehat{Q}_{h}\left(s_{h}, a_{h}\right)= & r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim}{\underset{P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}} \widetilde{V}_{h+1}\left(s_{h+1}\right) \\
= & r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \widetilde{\widehat{P}}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}} \widehat{V}_{h+1}\left(s_{h+1}\right) \pm \frac{\epsilon}{4 H} \\
= & r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \widehat{\widehat{P}}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)\right] \\
& +\underset{s_{h+1} \sim \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}^{*}\left(s_{h+1}\right)\right] \pm \frac{\epsilon}{4 H}, \tag{10}
\end{align*}
$$

where the first step follows from the update rule of Algorithm 1, the second step holds since that the propagate value $\widetilde{V}_{h+1}\left(s_{h+1}\right)$ satisfies

$$
\left|\widehat{V}_{h+1}\left(s_{h+1}\right)-\widetilde{V}_{h+1}\left(s_{h+1}\right)\right| \leq \frac{\epsilon}{4 H}, \quad \forall s_{h+1} \in \mathcal{S}_{h+1} .
$$

We bound the second term of Eq. (10) in terms of variance. Define

$$
\sigma_{h}\left(s_{h}, a_{h}\right)^{2}:=\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)^{2}\right]-\left(\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)\right]\right)^{2}
$$

By Bernstein inequality, we have with probability at least $1-(S H T)^{-\omega(1)}$,

$$
\left.\begin{array}{rl}
\mid \underset{s_{h+1} \sim}{\underset{P_{h}}{ }\left(s_{h}, a_{h}\right)} \\
\mathbb{E}
\end{array} V_{h+1}^{*}\left(s_{h+1}\right)\right]-\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)\right] \left\lvert\, \lesssim \frac{H+\sqrt{N} \sigma_{h}\left(s_{h}, a_{h}\right)}{N} \cdot \log (S H T) .\right.
$$

Plugging into Eq. (10), we have

$$
\begin{align*}
& \widehat{Q}_{h}\left(s_{h}, a_{h}\right) \\
= & r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)\right]+\underset{s_{h+1} \sim \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}^{*}\left(s_{h+1}\right)\right] \\
& \pm \frac{\epsilon}{16 H^{3 / 2}} \cdot \sigma_{h}\left(s_{h}, a_{h}\right) \pm \frac{\epsilon}{3 H} \\
= & Q_{h}^{*}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}^{*}\left(s_{h+1}\right)\right] \pm \frac{\epsilon}{16 H^{3 / 2}} \cdot \sigma_{h}\left(s_{h}, a_{h}\right) \pm \frac{\epsilon}{3 H} . \tag{11}
\end{align*}
$$

We bound the $V$-value difference $\widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right)$ and provide upper and lower bounds separately.

Upper bound $\widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right)$. Let $\widehat{\pi}$ be the policy induced by $\widehat{Q}$, that is, for any state $s_{\ell} \in \mathcal{S}_{\ell}$, $\widehat{\pi}\left(s_{\ell}\right)=\operatorname{argmax}_{a_{\ell}} \widehat{Q}_{\ell}\left(s_{\ell}, a_{\ell}\right)$. Then for any state $s_{h} \in \mathcal{S}_{h}$, one has

$$
\begin{align*}
& \widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right) \\
= & \widehat{Q}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)-Q_{h}^{*}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right) \\
= & \widehat{Q}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)-Q_{h}^{*}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)+Q_{h}^{*}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)-Q_{h}^{*}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right) \\
\leq & \widehat{Q}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)-Q_{h}^{*}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right) \\
\leq & \underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}^{*}\left(s_{h+1}\right)\right] \pm \frac{\epsilon}{16 H^{3 / 2}} \sigma_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right)+\frac{\epsilon}{3 H}, \tag{12}
\end{align*}
$$

where the third step follows from the optimality of $\pi^{*}$, the fourth step follows from Eq. (11).
Fix the state $s_{h} \in \mathcal{S}_{h}$, for any step $\ell \in[h: H]$ and state $s_{\ell} \in \mathcal{S}_{\ell}$, let $\widehat{p}\left(s_{\ell}\right)$ be the probability that policy $\hat{\pi}$ goes to state $s_{\ell}$, starting from $s_{h}$. Recurring Eq. (12), we obtain

$$
\begin{align*}
\widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right) & \leq \frac{\epsilon}{16 H^{3 / 2}} \cdot \sum_{\ell=h}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)+\frac{\epsilon}{3} \\
& \leq \frac{\epsilon}{16 H} \sqrt{\sum_{\ell=h}^{H} \widehat{p}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)^{2}}+\frac{\epsilon}{3} \tag{13}
\end{align*}
$$

Here the first step follows Eq. (12), the second step follows from Cauchy Schwarz inequality and $\sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right)=1$ holds for any $\ell \geq h$.

We need the following two technical Lemmas.
Lemma 18 (Connection with empirical variance) Define the empirical variance

$$
\widehat{\sigma}_{h}\left(s_{h}, a_{h}\right)^{2}:=\underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)^{2}\right]-\left(\underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)\right]\right)^{2}
$$

Then with probability at least $1-(S H T)^{-\omega(1)}$, one has

$$
\left|\sigma_{h}\left(s_{h}, a_{h}\right)^{2}-\widehat{\sigma}_{h}\left(s_{h}, a_{h}\right)^{2}\right| \leq H .
$$

Proof First, by Hoeffding inequality, with probability at least $1-(S H T)^{-\omega(1)}$, one has

$$
\left|\underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)^{2}\right]-\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)^{2}\right]\right| \leq \frac{4 H^{2} \sqrt{N} \log (S H T)}{N} \leq H / 4 .
$$

By induction hypothesis, one has $\left|\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}\left(s_{h+1}\right)\right| \leq \epsilon$ for any state $s_{h+1} \in \mathcal{S}_{h+1}$, and therefore,

$$
\left|\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)^{2}-V_{h+1}\left(s_{h+1}\right)^{2}\right]\right| \leq 2 \epsilon H \leq H / 4
$$

Similarly, by Hoeffding bound, we have with probability at least $1-(S H T)^{-\omega(1)}$,

$$
\left|\underset{s_{h+1} \sim P_{P_{h}}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)\right]-\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)\right]\right| \leq \frac{4 \sqrt{N} H \log (S H T)}{N} \leq \epsilon
$$

and by induction hypothesis,

$$
\left|\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}}\left[\widehat{V}_{h+1}\left(s_{h+1}\right)-V_{h+1}\left(s_{h+1}\right)\right]\right| \leq \epsilon
$$

Combining the above four inequalities, one can conclude the proof.

Lemma 19 (Upper bound on empirical variance) We have

$$
\sum_{\ell=h}^{H} \widehat{p}\left(s_{\ell}\right) \widehat{\sigma}_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)^{2} \leq 3 H^{2}
$$

Proof We have

$$
\begin{aligned}
& \sum_{\ell=h}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right) \widehat{\sigma}_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)^{2} \\
= & \sum_{\ell=h}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right) \cdot\left(\underset{s_{\ell+1} \sim \widehat{P}_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}}\left[\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)^{2}\right]-\left(\underset{s_{\ell+1} \sim \widehat{P}_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}}\left[\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)\right]\right)^{2}\right) \\
\leq & \sum_{\ell=h+1}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right)\left(\widehat{V}_{\ell}\left(s_{\ell}\right)^{2}-\left(\underset{s_{\ell+1} \sim \widehat{P}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}}\left[\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)\right]\right)^{2}\right)+1 \\
= & \sum_{\ell=h+1}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right)\left(\left(\underset{s_{\ell+1} \sim \widehat{P}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}}\left[\widetilde{V}_{\ell+1}\left(s_{\ell+1}\right)+r_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)\right]\right)^{2}-\left(\underset{s_{\ell+1} \sim \widehat{P}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}}\left[\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)\right]\right)^{2}\right)+1 \\
\leq & \sum_{\ell=h+1}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} \widehat{p}\left(s_{\ell}\right) \cdot 2 H \cdot(1+\epsilon / H)+1 \leq 3 H^{2} .
\end{aligned}
$$

The first step follows from the definition of empirical variance $\widehat{\sigma}_{\ell}$. The second step is important and it holds due to the definition of visiting probability $\widehat{p}_{\ell}$, and we use the naive bound of $\widehat{V}_{H}\left(s_{H}\right) \leq 1$
for any state $s_{H} \in \mathcal{S}_{H}$ in last step. The third step holds due to the definition of $\widehat{V}_{\ell}\left(s_{\ell}\right)$. The last step holds due to

$$
\left|\underset{s_{\ell+1} \sim \widehat{P}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)}{\mathbb{E}} \widetilde{V}_{\ell+1}\left(s_{\ell+1}\right)+r_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)-\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)\right| \leq 1+\epsilon / H
$$

as $\left|\tilde{V}_{\ell+1}\left(s_{\ell+1}\right)-\widehat{V}_{\ell+1}\left(s_{\ell+1}\right)\right| \leq \epsilon / H$ and $r_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right) \leq 1$.

Combining Lemma 18, Lemma 19 and Eq. (13), we have that

$$
\begin{align*}
\widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right) & \leq \frac{\epsilon}{16 H} \sqrt{\sum_{\ell=h}^{H} \widehat{p}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)^{2}}+\frac{\epsilon}{3} \\
& =\frac{\epsilon}{16 H} \sqrt{\sum_{\ell=h}^{H} \widehat{p}\left(s_{\ell}\right) \widehat{\sigma}_{\ell}\left(s_{\ell}, \widehat{\pi}\left(s_{\ell}\right)\right)^{2}+H^{2}}+\frac{\epsilon}{3} \\
& \leq \frac{\epsilon}{16 H} \cdot \sqrt{3 H^{2}+H^{2}}+\frac{\epsilon}{3} \leq \frac{\epsilon}{2} \tag{14}
\end{align*}
$$

Lower bound $\widehat{V}_{h}\left(s_{h}\right)-V_{h}^{*}\left(s_{h}\right)$. The proof for lower bound is similar. First, we have

$$
\begin{align*}
& V_{h}^{*}\left(s_{h}\right)-\widehat{V}_{h}\left(s_{h}\right) \\
= & Q_{h}^{*}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)-\widehat{Q}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right) \\
= & Q_{h}^{*}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)-\widehat{Q}_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)+\widehat{Q}_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)-\widehat{Q}_{h}\left(s_{h}, \widehat{\pi}\left(s_{h}\right)\right) \\
\leq & Q_{h}^{*}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)-\widehat{Q}_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right) \\
\leq & \underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)-\widehat{V}_{h+1}\left(s_{h+1}\right)\right]+\frac{\epsilon}{16 H^{3 / 2}} \sigma_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)+\frac{\epsilon}{3 H}, \tag{15}
\end{align*}
$$

where the third step follows from the optimality of $\widehat{\pi}$, the fourth step follows from Eq. (11).
Using Hoeffding bound and the induction hypothesis $\left|V_{h+1}^{*}\left(s_{h+1}\right)-\widehat{V}_{h+1}\left(s_{h+1}\right)\right| \leq \epsilon$, with probability at least $1-(S H T)^{-\omega(1)}$, we have

$$
\begin{aligned}
& \underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)-\widehat{V}_{h+1}\left(s_{h+1}\right)\right]-\underset{s_{h+1} \sim P_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)-\widehat{V}_{h+1}\left(s_{h+1}\right)\right] \\
\leq & \frac{2 \epsilon \sqrt{N} \log (S H T)}{N} \leq \frac{\epsilon}{24 H}
\end{aligned}
$$

Plug into Eq. (15), we have

$$
\begin{aligned}
V_{h}^{*}\left(s_{h}\right)-\widehat{V}_{h}\left(s_{h}\right) \leq & \underset{s_{h+1} \sim P_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)}{\mathbb{E}}\left[V_{h+1}^{*}\left(s_{h+1}\right)-\widehat{V}_{h+1}\left(s_{h+1}\right)\right] \\
& +\frac{\epsilon}{16 H^{3 / 2}} \sigma_{h}\left(s_{h}, \pi^{*}\left(s_{h}\right)\right)+\frac{3 \epsilon}{8 H}
\end{aligned}
$$

Fix the state $s_{h} \in \mathcal{S}_{h}$, for any step $\ell \in[h: H]$ and state $s_{\ell} \in \mathcal{S}_{\ell}$, let $p^{*}\left(s_{\ell}\right)$ be the probability that policy $\pi^{*}$ goes to state $s_{\ell}$, starting from $s_{h}$. Recurring the above equation, we obtain

$$
\begin{align*}
V_{h}^{*}\left(s_{h}\right)-\widehat{V}_{h}\left(s_{h}\right) & \leq \frac{\epsilon}{16 H^{3 / 2}} \cdot \sum_{\ell=h}^{H} \sum_{s_{\ell} \in \mathcal{S}_{\ell}} p^{*}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \pi^{*}\left(s_{\ell}\right)\right)+\frac{3 \epsilon}{8} \\
& \leq \frac{\epsilon}{16 H} \sqrt{\sum_{\ell=h}^{H} p^{*}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \pi^{*}\left(s_{\ell}\right)\right)^{2}}+\frac{3 \epsilon}{8} \\
& \leq \frac{\epsilon}{16 H} \sqrt{3 H^{2}}+\frac{\epsilon}{3} \leq \epsilon / 2 . \tag{16}
\end{align*}
$$

We use Cauchy Schwarz in the second step, the third step follows from the following Lemma (the proof is similar to Lemma 19 and we omit it here).

Lemma 20 (Upper bound on variance) We have

$$
\sum_{\ell=h}^{H} p^{*}\left(s_{\ell}\right) \sigma_{\ell}\left(s_{\ell}, \pi^{*}\left(s_{\ell}\right)\right)^{2} \leq 3 H^{2}
$$

Combining Eq. (14) and Eq. (16), we conclude the proof for $V$-value.
For $Q$-value, we have with probability at least $1-(S H T)^{-\omega(1)}$,

$$
\begin{aligned}
\widehat{Q}_{h}\left(s_{h}, a_{h}\right) & =r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \sim}{\underset{\widehat{P}_{h}}{ }\left(s_{h}, a_{h}\right)} \\
& =r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}} \widehat{V}_{h+1}\left(s_{h+1}\right) \pm \frac{\epsilon}{4 H} \\
& =r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim \widetilde{P_{h}}\left(s_{h}, a_{h}\right)}{\mathbb{E}} V_{h+1}^{*}\left(s_{h+1}\right) \pm \epsilon / 2 \pm \frac{\epsilon}{4 H} \\
& =r_{h}\left(s_{h}, a_{h}\right)+\underset{s_{h+1} \sim P_{h}\left(s_{h}, a_{h}\right)}{\mathbb{E}} V_{h+1}^{*}\left(s_{h+1}\right) \pm \epsilon \\
& =Q_{h}^{*}\left(s_{h}, a_{h}\right) \pm \epsilon .
\end{aligned}
$$

The first step uses the update rule of Algorithm 1, the second step holds since $\mid \widetilde{V}_{h+1}\left(s_{h+1}\right)-$ $\widehat{V}_{h+1}\left(s_{h+1}\right) \mid \leq \epsilon / 4 H$. The third follows from the guarantee of $V$-value, and the fourth step follows from Hoeffding bounds and the last step follows from Bellman equation. We finish the induction and complete the proof here.

We next bound the total update time of Algorithm 1.
Lemma 21 (Total update time) The total update time of Algorithm 1 is at most $\widetilde{O}\left(T H^{5} / \epsilon^{3}\right)$ over a sequence of $T$ action insertions.

Proof For each new action $\left(s_{h}, a_{h}\right)$, the construction of $\widehat{P}_{h}\left(s_{h}, a_{h}\right)$ takes $\widetilde{O}(N)=\widetilde{O}\left(H^{3} / \epsilon^{2}\right)$ time. The major overhead comes from the Propagate part. First, note the propagated $V$-value $\widetilde{V}_{h}\left(s_{h}\right)$ of a state $s_{h}$ can change at most $H /(\epsilon / 4 H)=O\left(H^{2} / \epsilon\right)$ times. Next, for each state-action pair $\left(s_{h}, a_{h}\right)$, the $Q$-value $\hat{Q}_{h}\left(s_{h}, a_{h}\right)=r_{h}\left(s_{h}, a_{h}\right)+\mathbb{E}_{s_{h+1} \sim \widehat{P}_{h}\left(s_{h}, a_{h}\right)} \widetilde{V}_{h+1}\left(s_{h+1}\right)$ can change at most
$O\left(N \cdot H^{2} / \epsilon\right)=\widetilde{O}\left(H^{5} / \epsilon^{3}\right)$ times, because the support of $\widehat{P}_{h}\left(s_{h}, a_{h}\right)$ has size at most $N$, and each estimate $\widetilde{V}_{h+1}\left(s_{h+1}\right)$ changes at $O\left(H^{2} / \epsilon\right)$ times as stated above. The total number of state-action pair is bounded by $T$. We conclude the proof.

The proof of Theorem 13 follows directly from Lemma 17 and Lemma 21.
We next prove the lower bound.
Proof [Proof of Theorem 14] Let $n=T^{1-o(1)}$, $m=n^{o(1)}$. We reduce from MAX-IP with sets $B_{1}, \ldots, B_{n}$ and $C_{1}, \ldots, C_{n}$ defined over ground element $[m]$. The MDP contains $H=3$ steps. There is one single initial state $s_{1}$ at the first step $h=1$. In the second step $(h=2)$, there are $m=n^{o(1)}$ states $s_{2,1}, \ldots, s_{2, m}$, and at the last step $(h=3)$, there are two states $s_{3,1}, s_{3,2}$.

The sequence of new actions is as follow. There is one action $a_{3}$ for the last step, and the reward satisfies $r_{3}\left(s_{3,1}, a_{3}\right)=1$ and $r_{3}\left(s_{3,1}, a_{3}\right)=0$, i.e., the reward is 1 for $s_{3,1}$ and 0 for $s_{3,2}$. There are $n$ actions $a_{1,1}, \ldots, a_{1, n}$ for the initial state at the first step, and we have

$$
P_{1}\left(s_{1}, a_{1, i}\right)=\operatorname{unif}\left(\left\{s_{2, k}: k \in B_{i}\right\}\right) \quad \text { and } \quad r_{1}\left(s_{1}, a_{1, i}\right)=0 \quad \forall i \in[n]
$$

The rest sequence divides into $n$ epochs, and in the $j$-th epoch $(j \in[n]$ ), there is one new action $a_{2, j}$ for each state $\left\{s_{2, k}\right\}_{k \in[m]}$. Let $\delta=1 / 4 n$. At the end of $j$-th epoch, $t(j) \in[T]$, the transition and the reward of the new action $a_{2, j}$ satisfies

$$
P_{2}\left(s_{k}, a_{2, j}\right)=\left\{\begin{array}{cc}
\left(\frac{j}{n+1}+\delta, 1-\frac{j}{n+1}-\delta\right) & k \in C_{j} \\
\left(\frac{j}{n+1}, 1-\frac{j}{n+1}\right) & k \notin C_{j}
\end{array} \quad \text { and } \quad r_{2}\left(s_{k}, a_{2, j}\right)=0 .\right.
$$

In summary, the total number of state-action pairs at the end is $2+n+m n=n^{1+o(1)}=T$.
First, a simple observation on the value function
Lemma 22 At the end of epoch $j \in[n]$, the optimal policy satisfies

- $V_{t(j)}^{*}\left(s_{3,1}\right)=1$ and $V_{t(j)}^{*}\left(s_{3,1}\right)=0$
- $V_{t(j)}^{*}\left(s_{2, k}\right)=\frac{j}{n+1}+\delta$ when $k \in C_{j}$ and $V_{t(j)}^{*}\left(s_{2, k}\right)=\frac{j}{n+1}$ otherwise
- $V_{t(j)}^{*}\left(s_{1}\right)=\frac{j}{n+1}+\kappa_{j} \cdot \delta$, where $\kappa_{j}=\max _{i \in[n]} \frac{\left|C_{j} \cap B_{i}\right|}{b}$

Proof The first claim is trivial. The second claim holds since the action $a_{2, j}$ is the optimal choice by the end of epoch $j$, and its value equals $Q_{t(j)}^{*}\left(s_{2, k}, a_{j}\right)=\frac{j}{n+1}+\delta$ when $k \in C_{j}$ and $Q_{t(j)}^{*}\left(s_{2, k}, a_{j}\right)=$ $\frac{j}{n+1}$ when $k \notin C_{j}$. For the last claim, for any $i \in[n]$, we have

$$
\begin{aligned}
Q_{t(j)}^{*}\left(s_{1}, a_{1, i}\right) & =\sum_{k \in[m]} \operatorname{Pr}\left[s_{2}=s_{2, k}\right] \cdot V_{t(j)}^{*}\left(s_{2, k}\right) \\
& =\sum_{k \in C_{j}} \operatorname{Pr}\left[s_{2}=s_{2, k}\right] \cdot V_{t(j)}^{*}\left(s_{2, k}\right)+\sum_{k \in[m] \backslash C_{j}} \operatorname{Pr}\left[s_{2}=s_{2, k}\right] \cdot V_{t(j)}^{*}\left(s_{2, k}\right) \\
& =\frac{\left|B_{i} \cap C_{j}\right|}{b} \cdot\left(\frac{j}{n+1}+\delta\right)+\left(1-\frac{\left|B_{i} \cap C_{j}\right|}{b}\right) \cdot \frac{j}{n+1} \\
& =\frac{j}{n+1}+\delta \cdot \frac{\left|B_{i} \cap C_{j}\right|}{b} .
\end{aligned}
$$

Taking maximum over $i \in[n]$, we have $V_{t(j)}^{*}\left(s_{1}\right)=\frac{j}{n+1}+\kappa_{j} \cdot \delta$.
Hence, any algorithm that returns $\delta / b=O(1 / m n)=O(1 / T)$ approximation to optimal $V$ value could distinguish between YES/NO instance of MAX-IP, and therefore, assuming SETH is true, there is no algorithm with $n^{2-o(1)} / T=T^{1-o(1)}$ amortized runtime per update.

