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#### Abstract

Historically, the machine learning community has derived spectral decompositions from graphbased approaches. We break with this approach and prove the statistical and computational superiority of the Galerkin method, which consists in restricting the study to a small set of test functions. In particular, we introduce implementation tricks to deal with differential operators in large dimensions with structured kernels. Finally, we extend on the core principles beyond our approach to apply them to non-linear spaces of functions, such as the ones parameterized by deep neural networks, through loss-based optimization procedures.


## 1 INTRODUCTION

Eigen and singular decompositions are ubiquitous in applied mathematics. They can serve as a basis to define good features in machine learning pipelines (Belkin and Niyogi, 2003, Coifman and Lafon, 2006; Balestriero and LeCun 2022), while a set of good features naturally define pullback distances on the original data. Those features and distances are naturally referred to as "spectral embeddings" and "spectral distances". The latter are thought to provide meaningful geometries on the data, which explain their uses for clustering (Belkin and Niyogi, 2004, Schubert et al., 2018), as well as diffusion models (Chen and Lipman, 2023). In the machine learning community, spectral decompositions are usually derived from the eigen decompositions of different graph Laplacians built on top of the data (Chung, 1997, Zhu et al., 2003, Ham et al., 2004). However, those methods are known to scale poorly with the input dimension (Bengio et al., 2006, Singer, 2006; Hein et al. 2007), although they had applications in many different fields, such as molecular simulation (Glielmo et al., 2021), acoustics (Bianco et al., 2019) or the study of gene interaction (van Dijk et al. 2018).

Proceedings of the $27^{\text {th }}$ International Conference on Artificial Intelligence and Statistics (AISTATS) 2024, Valencia, Spain. PMLR: Volume 238. Copyright 2024 by the author(s).

In this paper, we suggest a different approach to approximate the spectral decompositions of a large class of operators. Our method consists in restricting the study of infinitedimensional operators on a basis of simple functions, which is usually referred to as Galerkin, Ritz or Raleigh methods (Singer, 1962), if not Bubnov or Petrov (Fluid Dynamics, 2012), depending on the research community. We make the following contributions.

1. We release an algorithm to compute spectral decompositions of a large class of operators that is statistically and computationally efficient $\square_{\square}^{1}$ and provide experiments to confirm those theoretical findings with numerical analysis.
2. We show that our method prevails over graph-based approaches both statistically and computationally. This opens exciting follow-ups for any spectral-based algorithms, could it be spectral clustering, spectral embeddings, or spectral distances.
3. We show that our method prevails over kernelized algorithms based on the use of representer theorems (Schölkopf et al. 2001, Zhou, 2008). Interestingly, our Galerkin approach can be seen as unifying and generalizing both random features and the Nystrom method. To take a concrete example, for the Laplacian problem considered by Pillaud-Vivien and Bach (2023), their use of the representer theorems leads to implementation requiring $O\left(n^{3} d^{3}\right)$ flops, while the instantiation of our generic framework provides an implementation in $O\left(n^{2}+n^{3 / 2} d\right)$ flops without any loss from a statistical viewpoint, for $n$ the number of samples, and $d$ the sample dimension. This opens exciting follow-ups for any kernel methods dealing with derivatives, such as Hermite regression.
4. Finally, we extract the core principles behind our method in order to consider non-linear spaces of functions through loss-based optimization procedures. We equally discuss how our perspective can model approaches that have led to state-of-the-art results in selfsupervised learning.
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## 2 SETUP

This section details the setup, motivations, and a running example behind our study.
Data. We assume that $n$ samples $\left(x_{i}\right)_{i \in[n]}$ have been collected and stored as raw vectors $x_{i} \in \mathcal{X}=\mathbb{R}^{d} \square^{2}$ The collection process is idealized as underlying a distribution $\rho \in \Delta_{\mathcal{X}}$ which has generated the samples as $n$ independent realizations of the variable $X \sim \rho$.
Goal. Let us consider an operator $\mathcal{L}: L^{2}(\rho) \rightarrow L^{2}(\rho)$ in a large class of operators. To be precise, we assume that $\mathcal{L}$ has discrete spectrum and defines a bilinear form as an expectation over the data through a known operation $H: L^{2}(\rho) \times L^{2}(\rho) \times \mathcal{X} \rightarrow \mathbb{R}$ that is supposed to be bilinear in $f$ and $g$,

$$
\begin{equation*}
\mathcal{E}_{\mathcal{L}}(f, g)=\langle f, \mathcal{L} g\rangle_{L^{2}(\rho)}=\mathbb{E}_{X}[H(f, g, X)] \tag{1}
\end{equation*}
$$

For example, $\mathcal{L}$ could be equal to the differential operator defined with the partial derivative $\partial_{i}$, in which case $H(f, g, x)=f(x) \partial_{i} g(x)$. Our goal is to approximate the spectral decomposition of $\mathcal{L}$

$$
\begin{equation*}
\mathcal{L}=\sum_{i \in \mathbb{N}^{*}} \lambda_{i} f_{i} \otimes g_{i} \tag{2}
\end{equation*}
$$

for $\lambda_{i}>0$ the ordered singular values of $\mathcal{L}$ and $f_{i}, g_{i} \in$ $L^{2}(\rho)$ the corresponding left and right singular functions. The decomposition is performed in $L^{2}(\rho)$, i.e., the $\left(f_{i}\right)$, and respectively the $\left(g_{i}\right)$, are orthonormal in $L^{2}(\rho)$.
Running example. A prototypical example is provided by

$$
\begin{equation*}
H_{0}(f, g, X)=\langle\nabla f(X), \nabla g(X)\rangle \tag{3}
\end{equation*}
$$

The resulting operator is the Laplacian $\mathcal{L}_{0}=\nabla^{*} \nabla$ where $\nabla$ is the Euclidean gradient, and the adjoint is taken with respect to the $L^{2}(\rho)$-geometry ${ }^{3}$ In this case, $\mathcal{L}_{0}$ is positive self-adjoint, hence $f_{i}=g_{i}$.

The operator $\mathcal{L}_{0}$ has found applications for representation learning, that aims to extract good feature to describe raw data, as the eigenfunctions $f_{i}$ encode some sort of "modes" on the input space, while the $\lambda_{i}$ captures a notion of complexity of those (Bousquet et al., 2003, Cabannes et al., 2023a), similarly to Fourier modes where complexity increases with frequency, see Figure 1

Interestingly, $\mathcal{L}_{0}$ also relates to Langevin dynamics, which aims to generate new samples that could have originated from the original data distribution (Dockhorn et al. 2022). In particular, when $\rho$ derives from a potential $V: \mathcal{X} \rightarrow \mathbb{R}$,
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Figure 1: Level lines of the first sixteen learned eigenfunctions of $\mathcal{L}_{0}$ when the data generates two half-moons with $d=2$, with Algorithm 3. $n=10^{5}$ points, and $p=200$ Galerkin functions derived from the exponential kernel. See how those eigenfunctions are separated between the two clusters, and how, on each cluster, they identify with Fourier modes (i.e., cosines) when distorting the segment $[0,1]$ into a half-moon.
i.e., $\rho(\mathrm{d} x)=\exp (-V(x)) \mathrm{d} x$ with $\mathrm{d} x$ the Lebesgue measure, under mild assumptions on $V$, as detailed in Appendix A. 1 the operator $\mathcal{L}_{0}$ is characterized by

$$
\mathcal{L}_{0}: f \mapsto-\Delta f+\langle\nabla V, \nabla f\rangle .
$$

In this setting, (1) is known as the Dirichlet energy, and $\mathcal{L}_{0}$ as the infinitesimal generator of the Langevin diffusion (Grenander and Miller, 1994; Bakry et al., 2014, Liu and Wang, 2016) ${ }^{4}$

## 3 GALERKIN METHOD

This section introduces our method, and discusses its statistical efficiency. Our method assimilates to the Galerkin method, together with a Monte-Carlo quadrature rule to estimate the scalar product of $L^{2}(\rho)$ Chatelin, 1983).

### 3.1 Algorithm

Rather than working with the infinite-dimensional operator $\mathcal{L}$, we will restrict our study to its action on a finitedimensional space of functions. To do so, we consider $p$ real-valued functions $\left(\varphi_{i}\right)_{i \in[p]}$ to cast a vector $\alpha \in \mathbb{R}^{p}$ into a function in $L^{2}(\rho)$ through the embedding

$$
\begin{array}{rlcc}
F: \quad \mathbb{R}^{p} & \rightarrow & L^{2}(\rho)  \tag{4}\\
\alpha & \mapsto & \sum_{i \in[p]} \alpha_{i} \varphi_{i}
\end{array}
$$
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Algorithm 1: Galerkin method
Data: Data \(\left(x_{i}\right) \in \mathcal{X}^{n}\), function \(H\) as per (1).
Choose \(p\) test functions \(\left(\varphi_{i}\right)_{i \in[p]},\left(\psi_{i}\right)_{i \in[p]}\);
Compute \(\hat{L}=\left(\sum_{k \in[n]} H\left(\varphi_{i}, \psi_{j}, x_{k}\right)\right)_{i j} \in \mathbb{R}^{p \times p}\);
Compute \(\hat{\Phi}=\left(\sum_{k \in[n]} \varphi_{i}\left(x_{k}\right) \varphi_{j}\left(x_{k}\right)\right)_{i j} \in \mathbb{R}^{p \times p}\);
Compute \(\hat{\Psi}=\left(\sum_{k \in[n]} \psi_{i}\left(x_{k}\right) \psi_{j}\left(x_{k}\right)\right)_{i j} \in \mathbb{R}^{p \times p}\);
Solve \((\Lambda, A, B)=\operatorname{GSVD}(\hat{L}, \hat{\Phi}, \hat{\Psi})(7\);
Set \(\hat{\lambda}_{i}:=\Lambda_{i i}, \hat{f}_{i}:=\sum_{j \in[p]} A_{i j} \varphi_{i}, \hat{g}_{i}:=\sum B_{i j} \psi_{i}\);
Result: Estimate \(\left(\hat{\lambda}_{i}, \hat{f}_{i}, \hat{g}_{i}\right)\) to decompose \(\mathcal{L}\) as per (2).
```

and we search for the singular functions as $f_{i}=F \alpha_{i}$ for $\alpha_{i} \in \mathbb{R}^{p}$. In full generality, we can distinguish the search space for left and right singular functions, and introduce a second family of real-valued functions $\left(\psi_{i}\right)_{i \in[p]}$ to map $\beta \in$ $\mathbb{R}^{p}$ to a function in $L^{2}(\rho)$ through the embedding $G$ defined from the $\left(\psi_{i}\right)$. Restricted to those parametric functions, the operator $\mathcal{L}$ assimilates to the matrix $L \in \mathbb{R}^{p \times p}$, defined as

$$
\begin{equation*}
L_{i j}:=\left(F^{*} \mathcal{L} G\right)_{i j}=\left(\mathbb{E}_{X}\left[H\left(\varphi_{i}, \psi_{j}, X\right)\right]\right)_{i j} \tag{5}
\end{equation*}
$$

where the adjunction is taken with respect to $L^{2}(\rho)$ and $\mathbb{R}^{p}$, and the last equation is proven in Appendix A. 2

The search for the decomposition (2) reduces to the search of the decomposition,

$$
L=\sum_{i \in \mathbb{N}^{*}} \lambda_{i} F^{*} f_{i} g_{i}^{*} G \approx \sum_{i \in[t]} \lambda_{i} F^{*} F \alpha_{i} \beta_{i}^{*} G^{*} G
$$

where the last equation is due to our search for $f_{i}$ and $g_{i}$ under the form $F \alpha_{i}$ and $G \beta_{i}$, together with a threshold $t \in$ $\mathbb{N}$. Introducing the $t \times p$ matrices $A=\left(\alpha_{i}\right)_{i \in[t]}, B=\left(\beta_{i}\right)$ and $\Lambda=\operatorname{diag}\left(\lambda_{i}\right) \in \mathbb{R}^{t \times t}$, the last equation is rewritten as

$$
L \approx F^{*} F A^{\top} \Lambda B G^{*} G
$$

In addition to the above decomposition, we should specify orthogonality constraints,

$$
\left\langle F \alpha_{i}, F \alpha_{j}\right\rangle_{L^{2}(\rho)}=\alpha_{i} F^{*} F \alpha_{j}=\alpha_{i} \Phi \alpha_{j}=\delta_{i j}
$$

where $\Phi \in \mathbb{R}^{p \times p}$ is defined as (see Appendix A.2

$$
\begin{equation*}
\Phi_{i j}=\left(F^{*} F\right)_{i j}=\left(\mathbb{E}\left[\varphi_{i}(X) \varphi_{j}(X)\right]\right)_{i j} \tag{6}
\end{equation*}
$$

Considering empirical averages in the definition of $L$ in (5), $\Phi$ and $\Psi$ in (6) leads to Algorithm 1, where the generalized singular value decomposition (GSVD) of $(\hat{L}, \hat{\Phi}, \hat{\Psi})$ reads

$$
\begin{equation*}
A \hat{L} B^{\top}=\Lambda, \quad A \hat{\Phi} A^{\top}=B \hat{\Psi} B^{\top}=I \tag{7}
\end{equation*}
$$

where $A, B, \Lambda \in \mathbb{R}^{p \times p}$ and $\Lambda$ is diagonal with positive entries. This decomposition exists as soon as $t=p$ and $\hat{\Phi}$ and $\hat{\Psi}$ are invertible, as shown in Appendix A. 3 .

Computational complexity. Our method consists in building and storing the $p \times p$ matrices $\hat{L}, \hat{\Phi}$ and $\hat{\Psi}$, before solving
the associated generalized singular value decompositions. The building of the matrix $\hat{L}$ scales in $O\left(n p^{2} c_{H}\right)$ flops, where $c_{H}$ is the cost of evaluating $H\left(\varphi_{i}, \varphi_{j}, x_{k}\right)$, while the decomposition scales in $O\left(p^{3}\right)$. As a consequence, the overall number of flops is $O\left(n p^{2} c_{H}+p^{3}\right)$. In terms of memory, we only need $O\left(p^{2}+b_{H}\right)$ bits of memory where $b_{H}$ is the memory needed to evaluate a single $H\left(\varphi_{i}, \psi_{j}, x_{k}\right)$.

### 3.2 Statistical Efficiency

Our algorithm can be seen through two actions. First, the operator $\mathcal{L}$ in (1) is restricted to its action on im $F$ and $\operatorname{im} G$ with the introduction of the operator $L$ in (5). Second, because im $L$ and $\operatorname{im} G$ are finite-dimensional, the operator $L$ assimilates to a matrix. This matrix is defined from the distribution $\rho$ but is approximated with empirical data, leading to $\hat{L}$, which will concentrate around $L$ as the number of data grows. Those facts are captured formally by Theorem 1 , proven in Appendix A.4. It introduces $\Pi_{F}$ the orthogonal projector on im $F$ in $L^{2}(\rho)$. It focuses on the reconstruction of the inverse $\mathcal{L}^{-1}$ in operator norm, based on the estimation suggested by Algorithm 1. Controlling the operator norm allows the reconstruction of both the spectral values and functions (e.g., Weyl, 1912). Our choice to focus on $\mathcal{L}^{-1}$ is due to the fact that when $\mathcal{L}$ is a differential operator, $\mathcal{L}$ is usually not bounded, but its inverse is compact Kondrachov, 1945).

Theorem 1. Assume that $H\left(\varphi_{i}, \psi_{j}, x\right)$ is bounded by $H_{\infty}$ independently of $(i, j, x)$, and that $L$ is invertible. For any $\delta>0$, and $n>3 \max \left(1, p^{2} H_{\infty}^{2}\left\|L^{-1}\right\|^{-2}\right) \log (2 p / \delta)$, the following holds true with probability at least $1-\delta$ (the randomness coming from the data),

$$
\begin{align*}
& \left\|\mathcal{L}^{-1}-G \hat{L}^{-1} F^{*}\right\| \\
& \leq 3\left\|\Psi^{1 / 2} L^{-1}\right\|\left\|L^{-1} \Phi^{1 / 2}\right\| \sqrt{\frac{8 p^{2} H_{\infty}^{2}}{3 n} \log \left(\frac{2 p}{\delta}\right)} \\
& \quad+\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\|+\left\|\mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\| \tag{8}
\end{align*}
$$

where $\|\cdot\|$ is the operator norm.
The first term in Theorem 1 can be estimated empirically, it relates to the variance of our estimate. The second and third term relates to the bias of our estimator, and cannot be known without specific assumptions on the spectral decomposition of the operator $\mathcal{L}$.
In the following, we will consider that the features $\varphi_{i}$ and $\psi_{i}$ were actually obtained as independent realizations of a random variable $\varphi$ and $\psi$. In those settings, we introduce the following operators in $L^{2}(\rho)$

$$
\Sigma=\mathbb{E}_{\varphi}\left[\varphi \varphi^{*}\right], \quad \Xi=\mathbb{E}_{\psi}\left[\psi \psi^{*}\right]
$$

where the adjunction is understood in $L^{2}(\rho)$. The projection on $F$ naturally becomes the projection on im $\Sigma^{1 / 2}$. The following theorem, whose proof is provided in Appendix A.5. refines Theorem 1 in this particular situation.

Theorem 2. Let $\left(\psi_{i}\right)_{i \in[p]}$ be $p$ independent realizations of a random function $\psi$. Let $\Pi_{p}$ denotes the projection on the span of the first $p$ spectral functions of $\Xi$, and $\mathcal{L}_{p}=$ $\sum_{i \in[p]} \lambda_{i} f_{i} g_{i}^{*}$. Assume that $\|\psi\|_{L^{2}(\rho)} \leq M$ almost surely. In the setting of Theorem 1 for any $\delta$, with probability $1-\delta$ (the randomness being understood with respect to the random functions), when $p>3 \log (2 /\|\Sigma\| \delta)$,

$$
\begin{align*}
\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\| & \leq \lambda_{p+1}^{-1}+\left\|\left(I-\Pi_{p}\right) \mathcal{L}_{p}^{-1}\right\| \\
& +\left\|\Pi_{p} \Sigma^{-1} \mathcal{L}_{p}^{-1}\right\| \sqrt{\frac{8 M^{2}}{3 p} \log (2 p / \delta)} \tag{9}
\end{align*}
$$

In Theorem $2, \lambda_{p+1}^{-1}$ captures how fast the spectrum of $\mathcal{L}^{-1}$ vanishes, $\left\|\left(I-\Pi_{p}\right) \mathcal{L}_{p}^{-1}\right\|$ depends on how well-specified our model is to retrieve the first $p$ spectral functions of $\mathcal{L}$, and $\left\|\Pi_{p} \Xi^{-1} \mathcal{L}_{p}^{-1}\right\|$ relates to the variance of our estimator. In order to understand the operator norms appearing in the previous theorems, notice that when $f_{i}$ and $g_{i}$ are singular functions of $\Sigma$ and $\Xi$, we have

$$
\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1} \Xi^{-1 / 2}\right\|=\sup _{i \in \mathbb{N}^{*}} \lambda_{i}^{-1}\left\|\Sigma^{-1 / 2} f_{i}\right\| \cdot\left\|\Xi^{-1 / 2} g_{i}\right\| .
$$

In other terms, ensuring this norm to be bounded consists in enforcing that the complexity to reconstruct $f_{i}$ from $\varphi$ (captured with $\left\|\Sigma^{-1 / 2} f_{i}\right\|$ ) and $g_{i}$ from $\psi$ does not grow too fast compared to the vanishing rates of the sequence $\left(\lambda_{i}\right)$. In particular, when $\left(\lambda_{i}\right)$ decreases slowly, we need to ensure $\left\|\Sigma^{-1 / 2} f_{i}\right\|$ to be small for many indices in order to guarantee good reconstruction properties, while when it decreases fast, only approximating well the first few spectral functions guarantee a similar overall reconstruction error. Those considerations are illustrated with a concrete example in Section 5 .

## 4 DIFFERENTIAL OPERATORS, INVARIANT KERNELS

This section discusses a large class of operators that take the form of equation (1), and natural spaces of functions to instantiate our algorithm.

Differential operators. A large class of interest lies in the operators defined through the bilinear form (1) with

$$
\begin{equation*}
H_{c}(f, g, x)=\sum_{\alpha, \beta \in \mathbb{N}^{d}} c_{\alpha, \beta} \partial_{\alpha} f(x) \partial_{\beta} g(x) \tag{10}
\end{equation*}
$$

where for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}, \partial_{\alpha} f$ denotes the partial derivatives of $f$ where the $i$-th coordinate is derived $\alpha_{i}$ times, and $c=\left(c_{\alpha, \beta}\right)$ is a sequence in $\mathbb{R}$ indexed by $\mathbb{N}^{d} \times$ $\mathbb{N}^{d}$ with a finite number of non zero elements. This class encompasses the operator $\mathcal{L}_{0}$ in (3), defined through

$$
H_{0}(f, g, X)=\sum_{i \in[d]} \partial_{i} f(x) \partial_{i} g(x)
$$

where $\partial_{i}$ denote the partial derivative with respect to the $i$-th variables, formally $\partial_{i}=\partial_{e_{i}}$ with $e_{i}$ the $i$-th vector of the canonical basis in $\mathbb{R}^{d}$.

Reproducing kernel Hilbert spaces. In many cases, the spectral functions of an operator $\mathcal{L}$ are known to belong to a restricted set of functions $\mathcal{H}$. For example, spectral functions of most differential operators are expected to belong to the Sobolev spaces $H^{s}$ for many $s$ (Shubin, 1987). Moreover, the set $\mathcal{H}$ can often be endowed with a Hilbertian structure that makes evaluation map $k_{x}^{*}: f \mapsto f(x)$ bounded. In this case, $k_{x}^{*}$ can be represented with $k_{x} \in \mathcal{H}$ as $k_{x}^{*}(f)=\left\langle f, k_{x}\right\rangle_{\mathcal{H}}$ which is the basis of reproducing kernel (Schölkopf and Smola, 2001; Berlinet and Thomas-Agnan, 2011). Typical examples are provided by polynomials of degree less than $s$, by the class of Sobolev functions $H^{(d+1) / 2}$, or by some subspace of analytical functions, for which one can consider respectively

$$
\begin{equation*}
k_{x}(y)=q\left(x^{\top} y\right), \quad \text { with } \quad q(t)=(1+t)^{s}, \tag{11}
\end{equation*}
$$

and with $\beta=1$ and $\beta=2$ respectively,

$$
\begin{equation*}
k_{x}(y)=q(\|x-y\|), \quad \text { with } \quad q(t)=\exp \left(-t^{\beta}\right) . \tag{12}
\end{equation*}
$$

The space $\mathcal{H}$ equates the closure with respect to its inner product of the span of the $k_{x}$ for $x \in \mathcal{X}$.

Low-dimensional approximation. Reproducing kernel Hilbert spaces are usually infinite-dimensional. However, when dealing with a finite number of data, they can be restricted on a finite-dimensional space as a consequence of representer theorems (Schölkopf et al. 2001). More generally, most of the action on $\mathcal{H}$ can be restricted to the span of a few number of elements $k_{x_{i}}$ for $x_{i} \sim \rho$ Williams and Seeger 2000, or to the span of few "random features" (Rahimi and Recht, 2007), which leads to strong computational gain for a low statistical cost (Rudi et al., 2015; Rudi and Rosasco, 2017). Following the first idea, we set

$$
\begin{equation*}
\varphi_{i}=\psi_{i}=k_{x_{i}} \tag{13}
\end{equation*}
$$

for $\left(x_{i}\right)_{i \in[p]}$ subsampled from the data $\left(x_{i}\right)_{i \in[n]}$, i.e., $p<n$. The difference between the projections of spectral functions on $\operatorname{im} F=\operatorname{Span}\left\{k_{x_{i}}\right\}$ and their projections on $\mathcal{H}$ is naturally characterized from the difference between the covariance $\Sigma=\mathbb{E}\left[k_{X} k_{X}^{*}\right]$ and its empirical estimate $\hat{\Sigma}$ from the points $\left(x_{i}\right)_{i \in[p]}$, which, when the former has a rapidly decaying spectrum, can vanish quite fast as $p$ increases.
Implementation. When considering the objective 10 with the space defined in (13), $\hat{L}$ becomes

$$
\hat{L}_{i j}=\sum_{k, \alpha, \beta} c_{\alpha, \beta} \partial_{\alpha} k_{x_{i}}\left(x_{k}\right) \partial_{\beta} k_{x_{j}}\left(x_{k}\right)
$$

Often, the structure of this matrix allows to reduce, at the cost of an increase in memory space, the number of flops needed to build it compared to a naive implementation. The next section illustrates this fact through Proposition 1 for the specific case where $\mathcal{L}=\mathcal{L}_{0}$.


Figure 2: Learning spherical harmonics with polynomials of degree three (with $k_{x}(y)=\left(1+x^{\top} y\right)^{3}$ which corresponds to features maps that concatenates all the multivariate monomials of degree smaller or equal to $s=3$ ). Because we consider $\rho$ uniform on the sphere, the operator $\mathcal{L}_{0}$ is diagonalized by spherical harmonics, which are polynomials of increasing degrees. The polynomial kernel of degree $D$ allows to learn all harmonics of $s$-th kind for $s$ smaller or equal to $D$ (the ones of higher kind are polynomials of higher degree that can not be reconstructed with polynomials of degree $D$ as illustrated with the fourth kind on the figure). Some of the learned eigenfunctions are represented on the top row, while some ground truths are represented on the bottom row. Our method learned perfectly valid harmonics, although, for eigenvalues that are repeated, it does not learn the canonical ones, but any basis of the different eigenspaces (which can be observed with the harmonics of the second kind in the figure).

## 5 THE LAPLACIAN EXAMPLE

This section details previous considerations for the specific example where $\mathcal{L}=\mathcal{L}_{0}$ in (3).

Specificities. First of all, $\mathcal{L}_{0}$ is self-adjoint positive, inheriting its symmetry and positiveness from $H_{0}$ in (3). Moreover, under mild assumptions on $\rho$, the Rellich-Kondrachov embedding theorem holds true, which implies the compactness of $\mathcal{L}^{-1}$ (Kondrachov, 1945). This is useful to apply the spectral theorem and consider the countable eigenvalue decomposition of $\mathcal{L}_{0}$. Finally, because $\mathcal{L}_{0}$ is a diffusion operator, in some cases of interest, its eigenfunctions are polynomials (Bakry et al. 2021), e.g., when $\rho=\mathcal{N}(0, I)$ or when $\rho$ is uniform on the sphere $\mathbb{S}^{d-1}$.

Statistical efficiency. We now turn to the statistical efficiency of our estimator. The next theorem, proven in Appendix A.6 shows how our algorithm succeeds in leveraging the smoothness of spectral functions to guarantee fast rates of convergence.
Theorem 3. Assume that $\|x\| \leq M$ almost surely, i.e., $\rho$ has compact support, and that $\mathcal{L}_{0}$ is diagonalized by polynomials of increasing order. For $s \in \mathbb{N}$, consider the kernel $k_{x}(y)=\left(.5+x^{\top} y / 2 M^{2}\right)^{s}$ and the search for eigenfunctions with (13). For any $\delta \in(0,1)$, there exists a constant $c_{\delta}$ such that for $n$ large enough, $p=n^{1 / 2}$ and $s=s_{n}$ (set so $\left.d \log \left(\lambda_{s}\right)+\log (s)=\log (n) / 2\right)$, with probability $1-\delta$, Algorithm 1 with $\varphi_{i}=\psi_{i}=k_{x_{i}}$ guarantees

$$
\left\|\mathcal{L}^{-1}-G \hat{L}^{-1} F^{*}\right\| \leq c_{\delta} n^{-d / 2(d+1)}
$$

This theorem should be compared with the study of PillaudVivien and Bach (2023) that gives rates in $O\left(n^{-1 / 4}\right)$ with an algorithm based on a representer theorem that leads to an implementation in $O\left(n^{3} d^{3}\right)$ flops and $O\left(n^{2} d^{2}\right)$ memory bits. In contrast, we can ensure better rates for only
$O\left(n^{2}+n^{3 / 2} d\right)$ flops and $O\left(n^{3 / 2}\right)$ bits..$^{5}$ It should equally be compared with graph-Laplacian approaches whose error scales in $O\left(n^{-1 / d}\right)$ for at least $O\left(n^{2} p+n^{3}\right)$ flops and $O\left(n^{2}\right)$ bits to build and get the eigen decomposition of the graph-Laplacian matrix (which we actually reduce to $O\left(n^{2} p+n p^{2}+n p d\right)$ flops and $O\left(n^{2}+n p\right)$ bits in Appendix B.1). Although the result of Theorem 3 might seem to break the curse of dimensionality, it should be noted that it could hide constant that grows exponentially fast with respect to the dimension, which may limit the application of our method to large dimensional problems where it is impossible to get a good estimation of $\rho$ without a large number of data (Cabannes and Vigogna, 2023).

Implementation. We conclude this section by showing that our method can be implemented with $O\left(n p^{2}+n p d\right)$ flops and $O\left(p^{2}+n d\right)$ memory bits.
Proposition 1. Assume that $\mathcal{X}$ is endowed with a scalar product. Given a kernel $k_{x}(y)=q(\|x-y\|)$ defined from $q: \mathbb{R} \rightarrow \mathbb{R}$, for $x, y, z \in \mathcal{X}$, we have

$$
\begin{align*}
& H_{0}\left(k_{y}, k_{z}, x\right)=\left\langle\nabla k_{y}(x), \nabla k_{z}(x)\right\rangle \\
& \quad=\frac{q^{\prime}(\|x-y\|)}{\|x-y\|} \frac{q^{\prime}(\|x-z\|)}{\|x-z\|}(x-y)^{\top}(x-z) \tag{14}
\end{align*}
$$

Similarly for dot-product kernel $k_{x}(y)=q\left(x^{\top} y\right)$,

$$
\begin{equation*}
H_{0}\left(k_{y}, k_{z}, x\right)=q^{\prime}\left(x^{\top} y\right) q^{\prime}\left(x^{\top} z\right) y^{\top} z . \tag{15}
\end{equation*}
$$

Proof. The proof follows from the application of the chain rule in the calculation of $\left\langle\nabla_{x} k_{y}(x), \nabla_{x} k_{z}(x)\right\rangle$.

Our implementation computes: (i) $X=\left(x_{i}^{\top} x_{k}\right)_{i k} \in \mathbb{R}^{p \times n}$ with $O(n p d)$ flops and $O(n p)$ bits; (ii) $q(X)$ and $q^{\prime}(X)$,

[^3]where the operator is understood elements wise, with $O(n p)$ flops and $O(n p)$ bits; (iii) $\Psi$ and $L$ from $q(X), q^{\prime}(X)$ and $X$ with $O\left(n p^{2}\right)$ flops and $O(n p)$ bits; (iv) the generalized eigen decomposition (GEVD) associated with $(L, \Psi)$ with $O\left(p^{3}\right)$ flops in $O\left(p^{2}\right)$ bits ${ }^{6}$ Adding the steps leads to a total of $O\left(n p d+n p^{2}+p^{3}\right)$ flops and $O(n p)$ bits.

```
Algorithm 2: \(\mathcal{L}_{0}\) estimate with dot-product kernel
Data: Data \(\left(x_{i}\right) \in \mathcal{X}^{n}\), kernel \(k_{x}(y)=q\left(x^{\top} y\right)\).
Compute \(X=\left(x_{i}^{\top} x_{j}\right) \in \mathbb{R}^{p \times n}\) with \(p \leq n\);
Compute \(\Psi=q(X) q(X)^{\top} \in \mathbb{R}^{p \times p}\) elementwise;
Compute \(L=\left(q^{\prime}(X) q^{\prime}(X)^{\top}\right)\);
Update \(L_{i j} \leftarrow X_{i j} L_{i j}\) for all \(i, j \in[p]\);
Solve \(\left(\hat{\lambda}_{i},\left(\alpha_{i j}\right)_{j \in[p]}\right)_{i \in[p]} \leftarrow \operatorname{GEVD}(L, \Psi)\);
Set \(\hat{f}_{i}(x):=\sum_{j \in[p]} \alpha_{i j} k_{x_{j}}(x)\).
```

Result: Estimate $\left(\hat{\lambda}_{i}, \hat{f}_{i}\right)$ of the decomposition of $\mathcal{L}_{0}$.

```
Algorithm 3: \(\mathcal{L}_{0}\) estimate with distance kernel
Data: Data \(\left(x_{i}\right) \in \mathcal{X}^{n}\), kernel \(k_{x}(y)=q(\|x-y\|)\).
Compute \(X=\left(x_{i}^{\top} x_{j}\right), \in \mathbb{R}^{p \times n}, D=\left(x_{i}^{\top} x_{i}\right) \in \mathbb{R}^{n}\);
Deduce \(N=\left(\left\|x_{i}-x_{j}\right\|\right) \in \mathbb{R}^{p \times n}\) and \(T=q^{\prime}(N) / N\);
Initialize \(L=0 \in \mathbb{R}^{p \times p} ; \Psi=q(N) q(N)^{\top} \in \mathbb{R}^{p \times p}\);
for \(k \in[n]\) do
    Set \(\gamma_{i j}^{(k)}:=\left(D_{k}-X_{i k}-X_{j k}+X_{i j}\right)\);
    Update \(L_{i j} \leftarrow L_{i j}+\gamma_{i j}^{(k)} T_{i k} T_{j k}\);
Solve \(\left(\lambda_{i},\left(\alpha_{i j}\right)_{j \in[p]}\right)_{i \in[p]} \leftarrow \operatorname{GEVD}(L, \Psi)\);
Set \(f_{i}(x):=\sum_{j \in[p]} \alpha_{i j} k_{x_{j}}(x)\).
```

Result: Estimate $\left(\lambda_{i}, f_{i}\right)$ of the decomposition of $\mathcal{L}$.

## 6 RELATED APPROACHES

### 6.1 Graph Laplacians

Graph Laplacians are the classical way to estimate spectral decompositions in machine learning (Zhu et al., 2003, Belkin and Niyogi, 2003, Zhu et al. 2021; Zhu and Koniusz, 2022). Although there exist many variants, those methods mainly consist in approximating the Laplacian operator $\mathcal{L}_{0}$ with finite differences. For $f: \mathcal{X} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\mathbb{E}\left[\|\nabla f(X)\|^{2}\right] \approx \sum_{i, j \in[n]} w_{i j}\left(f\left(x_{i}\right)-f\left(x_{j}\right)\right)^{2} \tag{16}
\end{equation*}
$$

where the $w_{i j}$ are a set of weights usually taken as $\left(w_{i j}\right)=$ $D^{-1 / 2} \tilde{W} D^{-1 / 2}$ where $\tilde{w}_{i j}=\exp \left(-\alpha\left\|x_{i}-x_{j}\right\|^{2}\right)$ with $\alpha$ a scale parameter, and $D$ is the diagonal matrix with $D_{i i}=\sum_{j \in[n]} \tilde{w}_{i j}$.
Graph Laplacians differ from our approaches in several aspects. On the positive side, they could present computational advantages, when the evaluation of $H_{0}$ in (3) is

[^4]too costly. Moreover, by tuning the weighting scheme $w$, graph Laplacians can estimate different Laplacians, such as the Laplace-Beltrami operator associated with the data manifold even if the data are non uniform on this manifold (Coifman and Lafon, 2006, Hein et al. 2007), while this operator usually can not be written under the form needed to apply our framework from (1). However, approximating a differential operator with finite differences is known to be statistically inefficient in high dimension (Bengio et al. 2006; Singer, 2006; Hein et al., 2007), as it will not easily adapt to the smoothness of the targeted operator. Finally, graph-Laplacians are used to approximate Laplacian operators, while our method is more generic.

### 6.2 Methods based on Loss Optimization

In the era of deep learning, one of the main challenges of machine learning pipelines is to design a principled loss, before finding an architecture and an optimizer which can practically minimize this loss when choosing a good set of hyperparameters. This section explores the core principles beyond our approach, and details the possibility to learn spectral decompositions with any models, including deep neural networks. To ease the discussion, we assume that $\mathcal{L}$ is symmetric and thus that $f_{i}=g_{i}$ in the following.
In this paper, we started from an objective term $\mathcal{E}_{\mathcal{L}}$ : $L^{2}(\rho) \rightarrow \mathbb{R}$, whose minimization of $\sum_{i \in[p]} \mathcal{E}_{\mathcal{L}}\left(f_{i}\right)$ under the constraints that the $\left(f_{i}\right)$ are orthogonal in $L^{2}(\rho)$ retrieves the first eigenspace of $\mathcal{L}$, viz., the span of the $f_{i}$ equates the one of the first eigenfunctions $\left(f_{i}^{*}\right)_{i \in[p]}$ of $\mathcal{L}$ (2). This property holds true from any unitary norm (Mirsky, 1960), leading to many losses that could be used to train a neural network.

Second, we needed a way to enforce orthogonality between the different $f_{i}$ 's, which led us to consider generalized singular value decomposition. When the $f_{i}$ 's are learned with optimization methods, one might naively add a regularizer to the objective that reads, with $f: \mathcal{X} \rightarrow \mathbb{R}^{p}$ whose coordinates are the $f_{i}$ 's,

$$
\begin{align*}
\mathcal{R}(f) & =\left\|\mathbb{E}\left[f(X) f(X)^{\top}\right]-I\right\|^{2} \\
& =\mathbb{E}\left[\left(f(X)^{\top} f\left(X^{\prime}\right)\right)^{2}\right]-2 \mathbb{E}\left[\|f(X)\|^{2}\right]+p \tag{17}
\end{align*}
$$

where $X^{\prime}$ is another independent realization of $X$, the last equation being useful in order to get unbiased estimates from small batches of this objective. Minimizing the resulting loss $\mathcal{E}_{\mathcal{L}}+\mathcal{R}$ allows to retrieve the spectral decomposition of $\mathcal{L}$, since

$$
\begin{align*}
& \underset{f: \mathcal{X} \rightarrow \mathbb{R}^{p}}{\arg \min } 2 \sum_{j \in[p]} \mu_{i}^{-1} \mathcal{E}_{\mathcal{L}}\left(f_{j}\right)+\mathcal{R}(f) \\
&=\left(\sqrt{\left(1-\frac{\lambda_{i}}{\mu_{i}}\right)_{+}} f_{i}\right)_{i \in[p]} \tag{18}
\end{align*}
$$

A proof of this statement can be found in Zhang et al. (2022) (see also Johnson et al., 2023, Cabannes et al., 2023b).



Figure 3: (Left) Testing error (21) when learning the first 25 "spherical harmonics" eigenvalues as a function of the number of samples $n$ in different dimension $d$ with Galerkin method. (Middle) Same figure with graph-Laplacian. The error is averaged over 100 runs, with standard deviations shown in solid color, and we pick the best result over three kernels with five different parameters each with five different values for $p$ (best of 75 for Galerkin), as well as six different scales for weighting in graph-Laplacian (best of 450 for graph-Laplacian). (Right) Computation time for Galerkin method with polynomial kernel of degree three and $p=177$. Experimental setups and reproducibility specifications are detailed in Appendix B

### 6.3 Modeling of Self-Supervised Learning

Many representation learning methods can be modeled as estimating the first spectral functions of some operators which are compatible with our framework. In the pre-deep learning area, the operator $\mathcal{L}_{0}$ in (3) was the operator of choice to extract "spectral embeddings". Several self-supervised learning algorithms can be seen as using variations of this operator. First, Simard et al. (1991) suggested learning features that are invariant to small perturbations locally by working with what we would call today "Jacobian vector products". It fell within our framework with

$$
\begin{equation*}
\mathcal{E}_{\mathcal{L}_{\mathrm{TP}}}(f)=\mathbb{E}_{X} \mathbb{E}_{U}\left[\langle\nabla f(x), U\rangle^{2} \mid X\right], \tag{19}
\end{equation*}
$$

where the distribution $(U \mid X=x)$ specifies the direction of invariance to be enforced at the point $x$. When $U$ is uniform on the sphere, we retrieve $\mathcal{L}_{0}$, although this estimator will suffer from high variance as detailed in Appendix A. 7

More recently, invariance has been enforced by looking at finite differences between different data augmentations $\xi, \xi^{\prime} \in \mathbb{R}^{d}$ of the same original image $x$ (e.g., Chen et al. 2020). With our formalism, this would be written

$$
\begin{equation*}
\mathcal{E}_{\mathcal{L}_{\mathrm{SSL}}}(f)=\mathbb{E}_{X}\left[\mathbb{E}_{\xi, \xi^{\prime}}\left[\left\|f(\xi)-f\left(\xi^{\prime}\right)\right\|^{2} \mid X\right]\right], \tag{20}
\end{equation*}
$$

if using the square loss to enforce equality between the representations $f(\xi)$ and $f\left(\xi^{\prime}\right)$ of the two versions $\xi$ and $\xi^{\prime}$ obtained from $X$ after data augmentation 7 In addition to the energy term $\sum_{i} \mathcal{E}_{\mathcal{L}}\left(f_{i}\right)$, self-supervised losses enforce the features $\left(f_{i}\right)$ to differ from one another, either through the use of contrastive pairs (Chen et al. 2020) that can be understood through the second equation of (17) (HaoChen et al.

[^5]2021), or through the use of a "whitening regularizer" (Ermolov et al., 2021; Zbontar et al., 2021; Bardes et al., 2022) that assimilates to the first equation of 177 (Balestriero and LeCun, 2022). In other terms, those approaches could be modeled through the loss (18) and understood as learning spectral embeddings. Similarly, vision-language models with contrastive language-image pre-training (CLIP) could be modeled with an asymmetric operator defined as per (1).

## 7 EXPERIMENTS

### 7.1 Spherical Harmonics

In order to check the validity of our methods, we experiment in settings where the ground truth is known. To this end, let us consider the sphere $\mathcal{X}=\mathcal{S}^{d-1}$ in $\mathbb{R}^{d}$ with the uniform distribution. The operator $\mathcal{L}_{0}$ in (3) identifies to the square of the orbital angular momentum (Condon and Shortley, 1935, Frye and Efthimiou, 2014, whose eigenfunctions are known to be the spherical harmonics. Those are polynomials of increasing order. In particular, there are $N(d, s)$ independent polynomials of degree $s$, each of them associated with the eigenvalues $\lambda_{p}=\mu_{s}$ where, as proven by Frye and Efthimiou (2014, Theorem 4.4 and Proposition 4.5)

$$
\mu_{s}=s(s+d-2), N(d, s)=\frac{2 s+d-2}{s}\binom{s+d-3}{s-1} .
$$

Figure 2 illustrates how our Galerkin approach enables the learning of spherical harmonics. In order to evaluate the quality of our method, because the operator norm in $L^{2}(\rho)$ cannot be computed empirically, we use the surrogate metric

$$
\begin{equation*}
\mathcal{E}_{S}(\hat{\lambda}) \propto \sum_{i \in[k]}\left|\lambda_{i}^{-1}-\hat{\lambda}_{i}^{-1}\right|, \quad \mathcal{E}_{S}(0)=1, \tag{21}
\end{equation*}
$$

for $k=25$, which is bounded by $k\left\|\mathcal{L}^{-1}-G^{*} L^{-1} F\right\|$ when the retrieved eigenfunctions $\left(\hat{f}_{i}\right)$ are orthogonal in $L^{2}(\rho)$ as a consequence of Weyl's theorem (Weyl, 1912).

The left of Figure 3 shows how the eigenvalues retrieved by our method lead to an error $\mathcal{E}_{S} \approx c n^{1 / 2}$, since we go from $\mathcal{E}_{S} \approx 2$ to $\mathcal{E}_{S} \approx 0.2$ when going from $n=10^{3}$ to $n=10^{5}$, independently of the dimension (although the constant $c$ increases as illustrated by the offset of the red curve). In contrast, as showcased by the middle of Figure 3 , graph Laplacians suffer from the curse of dimensionality. The right of Figure 3 equally shows how the computation time scales more or less linearly with $n$ when $p$ is given and does not depend much on dimension ${ }^{8}$ A more thorough discussion on our experimental setup, on our removal of confounders, and on the effect of the different parameters at play is provided in Appendix $B$

### 7.2 Hermite Regression

This paper presents a novel method which might find several applications (e.g., Cabannes et al., 2021, for semisupervised learning). For example, it opens the path for Hermite interpolation (Hermite, 1877), where given a set of $n$ data points $\left(x_{i}\right)$, one tries to learn a function $f$ that interpolates both $f\left(x_{i}\right)=y_{i}$ and $\nabla f\left(x_{i}\right)=t_{i}$ for some known scalar values $\left(y_{i}\right)$ and vectors $\left(t_{i}\right)$ in $\mathbb{R}^{d}$. Hermite interpolation is usually approached with the least squares problem,

$$
\underset{f \in \mathcal{F}}{\arg \min } \sum_{i \in[n]}\left\{\left(f\left(x_{i}\right)-y_{i}\right)^{2}+\left\|\nabla f\left(x_{i}\right)-t_{i}\right\|^{2}\right\}
$$

with $\mathcal{F}$ some search space of functions from $\mathbb{R}^{d}$ to $\mathbb{R}$. Depending on $\mathcal{F}$, the argument of the minimum might not interpolate the data and their derivatives, in which case the method could be called Hermite regression. Notice that the loss we are considering can be rewritten as

$$
\|f(x)-y\|^{2}+\|\nabla f(x)-t\|^{2}=\|D f-z\|^{2}
$$

where, with $\left(t_{i}\right)$ now denoting the coordinates of $t \in \mathbb{R}^{d}$,

$$
D f=\left(f, \partial_{1} f, \ldots \partial_{d} f\right)^{\top}, \quad z=\left(y, t_{1}, \ldots, t_{d}\right) \in \mathbb{R}^{d+1}
$$

In other terms, Hermite regression is a instance of the more generic type of linear regression problems, i.e.,

$$
\underset{f: \mathcal{X} \rightarrow \mathbb{R}}{\arg \min } \mathbb{E}_{(X, Z)}\left[\|D f(X)-Z\|^{2}\right]=\left(D^{*} D\right)^{-1} D^{*} f_{z},
$$

with $f_{z}(x)=\mathbb{E}[Z \mid X=x] \in \mathbb{R}^{d}$ and the adjunction understood in $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d}, \rho\right)$ with the $\ell^{2}$-product topology.
Classical approaches based on representer theorems typically require $O\left(n^{3} d^{3}\right)$ flops (Zhou, 2008). In contrast, for Hermite regression, we have already seen how to build an approximation of the operator $D^{*} D=\mathcal{L}_{0}+I$ with

[^6]Galerkin regression

$x$
Figure 4: Comparison between plain regression and "Hermite regression" with the Gaussian kernel, $n=1000$ and $p=100$ when learning a constant function without noise (a task known to be hard for the Gaussian kernel).
$O\left(n p^{2}+n p d\right)$ flops. An approximation of the second term $D^{*} f_{z}$ is easier to build, and a naive implementation leads to $O(n p d)$ flops. The resulting algorithms, Algorithm 4 and 5 in Appendix B. 4 , cut down cost to $O\left(n p^{2}+n p d\right)$ flops, matching kernel ridge regression implementations that can "handle billions of points effectively" (Meanti et al. 2020). In other terms, we cut down the computational bottleneck associated with the usage of derivatives in kernel methods.

## 8 CONCLUSION

This paper introduced an algorithm that can be seen as an instance of the Galerkin method to compute the spectral decomposition of a large class of operators. It showcased its usefulness theoretically through a series of approximation guarantees. It was put in perspective with graph-Laplacians, which can be seen as estimating differential operators with finite differences, and suffer from the curse of dimensionality. Those statistical considerations were validated empirically. We later detailed efficient implementations of our approach with structured reproducing kernels, which we have packaged into a Python library to be used off-the-shelf. Those efficient implementations break down computational bottlenecks arising when dealing with derivatives in kernel methods based on representer theorems. In particular, we show how one may perform Hermite regression with $O\left(n p^{2}+n p d\right)$ flops, with $p$ chosen by the user, instead of a naive implementation that would scale in $O\left(n^{3} d^{3}\right)$.

Finally, we discussed the core principle beyond our approach to design losses whose optimization enables learning the spectral decomposition of linear operators with nonlinear spaces of functions, e.g., with deep neural networks. Those losses were designed to be convex on the cone of positive matrices $\left(f(X) f(X)^{\top}\right)$, although when models are not convex, training dynamics might exhibit robustness and stability issues, requiring proper hyperparameters tuning to induce behaviors of interest. We equally extended on how our setting models recent approaches to representation learning, at least when losses are approximated with squared distances, unveiling abstract linear operators beyond them.
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The Galerkin method beats Graph-Based Approaches for Spectral Algorithms

Subtleties. In this paper, we have explicitly dissociated between the way to estimate the quadratic form $\langle f, \mathcal{L} f\rangle$, and the space of functions to estimate its spectral decomposition. In particular, we have seen how the curse of dimensionality can be avoided when considering smooth spaces of functions that align well with eigenfunctions. We have also discussed the possibility to estimate the quadratic from associated with $\mathcal{L}$ through subsampling, or through finite differences. This creates a lot of different potential implementations under the name of graph Laplacians.

Limitations. It should be noted that, although it is likely, it has not been formally proven that the original graph Laplacian implementations suffer from minimax lower bound in $\Omega\left(n^{1 / d}\right)$ (or alike) over the class of operators with smooth eigenfunctions. Moreover, even if such lower bounds were proved, it does not rule out the highly unlikely possibility that there exists a single operator for which some graph Laplacian method convergences in $\Theta\left(n^{1 / d}\right)$ while our method does in $\Theta\left(n^{1 / 2}\right)$ (or alike), while for all the other operators it beats our method. Finally, note that one can always define the class of functions for which a method with tuned hyper parameters "beats the curse of dimensionality". However, for the original graph Laplacians, these classes of functions are likely to be of low interest regarding operators encountered in real problems.

## A Proofs

## A. 1 Characterization of $\mathcal{L}_{0}$

The characterization of $\mathcal{L}_{0}$ follows from multidimensional integration by part,

$$
\begin{aligned}
\left\langle f, \mathcal{L}_{0} g\right\rangle_{L^{2}(\rho)} & =\int f(x)\left(\mathcal{L}_{0} g\right)(x) p(x) \mathrm{d} x=\mathbb{E}[\langle\nabla f(X), \nabla g(X)\rangle] \\
& =\lim _{r \rightarrow+\infty} \sum_{i \in[d]} \int_{\|x\|<r} \underbrace{\partial_{i} f(x)}_{u^{\prime}} \underbrace{p(x) \partial_{i} g(x)}_{v} \mathrm{~d} x \\
& =\lim _{r \rightarrow+\infty} \sum_{i \in[d]} \int_{\|x\|=r} \underbrace{f(x)}_{u} \underbrace{p(x) \partial_{i} g(x)}_{v}\left\langle e_{i}, n\right\rangle \mathrm{d} S-\int_{\|x\|<r} \underbrace{f(x)}_{u} \underbrace{\partial_{i}\left(p(x) \partial_{i} g(x)\right)}_{v^{\prime}} \mathrm{d} x \\
& =-\int f(x) \frac{1}{p(x)} \sum_{i \in[d]} \partial_{i}\left(p(x) \partial_{i} g(x)\right) p(x) \mathrm{d} x,
\end{aligned}
$$

where we used the fact, when $p$ is regular enough, e.g. $V$ is coercive, the surface integral goes to zero when $g$ and $f$ are smooth enough. As a consequence,

$$
\begin{aligned}
\left(\mathcal{L}_{0} f\right)(x) & =-\frac{1}{p(x)} \sum_{i \in[d]} \partial_{i}\left(p(x) \partial_{i} f(x)\right)=-\frac{1}{p(x)} \sum_{i \in[d]} p(x) \partial_{i i}^{2} f(x)+\partial_{i} p(x) \partial_{i} f(x) \\
& =-\Delta f(x)-\frac{1}{p(x)}\langle\nabla p(x), \nabla f(x)\rangle=-\Delta f(x)-\langle\nabla \log p(x), \nabla f(x)\rangle \\
& =-\Delta f(x)+\langle\nabla V(x), \nabla f(x)\rangle
\end{aligned}
$$

## A. 2 Operator Details

Consider the mapping $F$, we have

$$
\langle f, F \alpha\rangle_{L^{2}(\rho)}=\sum_{i \in[p]} \alpha_{i}\left\langle f, \varphi_{i}\right\rangle_{L^{2}(\rho)}=\left\langle\left(\left\langle f, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i \in[p]}, \alpha\right\rangle_{\mathbb{R}^{p}}=\left\langle F^{*} f, \alpha\right\rangle_{\mathbb{R}^{p}}
$$

As a consequence, with the adjunction with respect to $L^{2}(\rho)$ and $\left(\mathbb{R}^{p}, \ell^{2}\right)$

$$
F^{*}: f \in L^{2}(\rho) \mapsto\left(\left\langle f, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i \in[p]} \in \mathbb{R}^{p}
$$

We deduce the characterization of $\Phi$ given in (6),

$$
F^{*} F \alpha=\left(\left\langle F \alpha, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i \in[p]}=\left(\sum_{j \in[n]} \alpha_{j}\left\langle\varphi_{j}, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i \in[p]}=\left(\left\langle\varphi_{j}, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i, j \in[p]} \alpha=\Psi \alpha
$$

Similarly for the characterization of $L$ in (5),

$$
F^{*} \mathcal{L} G \alpha=\left(\left\langle\mathcal{L} G \alpha, \varphi_{i}\right\rangle_{L^{2}(\rho)}\right)_{i \in[p]}=\left(\mathcal{E}_{\mathcal{L}}\left(G \alpha, \varphi_{i}\right)\right)_{i \in[p]}=\left(\sum_{j \in[n]} \alpha_{j} \mathcal{E}_{\mathcal{L}}\left(\varphi_{j}, \psi_{i}\right)\right)_{i \in[p]}=\left(\mathcal{E}_{\mathcal{L}}\left(\varphi_{j}, \psi_{i}\right)\right)_{i, j \in[p]} \alpha=L \alpha
$$

## A. 3 Generalized Singular Value Decomposition

Let us consider three matrices $L, \Phi, \Psi$ in $\mathbb{R}^{p \times p}$. We would like to show that there exists three matrices $A, B, S$ such that

$$
A L B^{\top}=S, \quad A \Phi A^{\top}=I, \quad B \Psi B^{\top}=I
$$

Remark that this generalized SVD is not the two-matrices version of van Loan (1976), but the weighted single-matrix one that appeared in correspondence analysis (Greenacre, 1984; Jolliffe, 2002).
To find such a decomposition, let us consider the singular value decomposition of

$$
\Phi^{-1 / 2} L \Psi^{-1 / 2}=X S Y^{\top}, \quad X^{\top} X=Y^{\top} Y=I
$$

We have

$$
X^{\top} \Phi^{-1 / 2} L \Psi^{-1 / 2} Y=S, \quad\left(\Phi^{-1 / 2} X\right)^{\top} \Phi\left(\Phi^{-1 / 2} X\right)=\left(\Psi^{-1 / 2} Y\right)^{\top} \Psi\left(\Psi^{-1 / 2} Y\right)=I
$$

As a consequence, setting $A=\left(\Phi^{-1 / 2} X\right)^{\top}$ and $B=\left(\Psi^{-1 / 2} Y\right)$ we get

$$
A L B^{\top}=S, \quad A \Phi A^{\top}=B \Psi B^{\top}=I
$$

The first equation can equally be written, using that $A^{-1}=\Phi A^{\top}$,

$$
A L B^{\top}=S \quad \Leftrightarrow \quad L B^{\top}=\Phi A^{\top} S \quad \Leftrightarrow \quad L=\Phi A^{\top} S B \Psi \quad \Leftrightarrow \quad A L=S B \Psi
$$

It can equally be expressed in term of columns as

$$
\left[L B^{\top}\right]_{i}=L\left[B^{\top}\right]_{i}=L \beta_{i}=\left[\Phi A^{\top} S\right]_{i}=S_{i i}\left[\Phi A^{\top}\right]_{i}=S_{i i} \Phi\left[A^{\top}\right]_{i}=S_{i i} \Phi \alpha_{i}
$$

which matches the docstring formulation of Scipy for the symmetric case (with $\alpha_{i}=\beta_{i}=\mathrm{v}, S_{i i}=\mathrm{w}, L=\mathrm{a}, \Phi=\mathrm{b}$ ):
https://github.com/scipy/scipy/blob/v1.11.3/scipy/linalg/_decomp.py\#L325.

The advantage of using the GSVD rather than the SVD of the system $\Psi^{-1 / 2} L \Phi^{-1 / 2}$ is that it requires less flops (although the big-O complexity will be the same). The GSVD is roughly equivalent to one matrix inversion instead of three if we choose to first invert $\Psi$ and $\Phi$ before performing one SVD (Golub and Reinsch, 1970).

## A. 4 Proof of Theorem 1

Lemma 2 (Error decomposition). With the $\left(\hat{\lambda}_{i}, \hat{f}_{i}, \hat{g}_{i}\right)$ obtained with Algorithm 1 when $L^{-1}(\hat{L}-L)-I / 2$ is positive, for any $a \in[0,1]$,
$\left\|\mathcal{L}^{-1}-\left(\sum_{i \in[p]} \hat{\lambda}_{i} \hat{f}_{i} \otimes \hat{g}_{i}\right)^{-1}\right\| \leq\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\|+\left\|\mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\|+\gamma\left\|\Psi^{1 / 2} L^{-a}\right\|\left\|L^{-a} \Phi^{1 / 2}\right\|\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-a)}\right\|$,
where $\gamma=1+2\left(\|L\|\left\|L^{-1}\right\|\right)^{\min (a, 1-a)}$.
Proof. We start with

$$
\left\|\mathcal{L}^{-1}-\left(\sum_{i \in \mathbb{N}} \hat{\lambda}_{i} \hat{f}_{i} \otimes \hat{g}_{i}\right)^{-1}\right\| \leq\left\|\mathcal{L}^{-1}-\left(\Pi_{F} \mathcal{L} \Pi_{G}\right)^{-1}\right\|+\left\|\left(\Pi_{F} \mathcal{L} \Pi_{G}\right)^{-1}-\sum_{i \in \mathbb{N}} \hat{\lambda}_{i}^{-1} \hat{g}_{i} \otimes \hat{f}_{i}\right\|
$$

The first term is rewritten with

$$
\begin{aligned}
\left\|\mathcal{L}^{-1}-\left(\Pi_{F} \mathcal{L} \Pi_{G}\right)^{-1}\right\| & =\left\|\mathcal{L}^{-1}-\Pi_{G} \mathcal{L}^{-1} \Pi_{F}\right\|=\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}+\Pi_{G} \mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\| \\
& \leq\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\|+\left\|\Pi_{G} \mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\| \\
& \leq\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\|+\left\|\mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\|
\end{aligned}
$$

The second term is rewritten with

$$
\begin{aligned}
\left\|\left(\Pi_{F} \mathcal{L} \Pi_{G}\right)^{-1}-\sum_{i \in \mathbb{N}} \hat{\lambda}_{i}^{-1} \hat{g}_{i} \otimes \hat{f}_{i}\right\| & =\left\|G\left(F^{*} \mathcal{L} G\right)^{-1} F^{*}-\sum_{i \in \mathbb{N}} \hat{\lambda}_{i}^{-1} \hat{g}_{i} \otimes \hat{f}_{i}\right\|=\left\|G\left(L^{-1}-\hat{L}^{-1}\right) F^{*}\right\| \\
& =\left\|\Psi^{1 / 2}\left(L^{-1}-\hat{L}^{-1}\right) \Phi^{1 / 2}\right\|
\end{aligned}
$$

The difference between the inverse can be worked out as,

$$
\begin{aligned}
L^{-1}-\hat{L}^{-1} & =L^{-1}(\hat{L}-L) \hat{L}^{-1}=L^{-1}(\hat{L}-L)\left(L^{-1}+\hat{L}^{-1}-L^{-1}\right) \\
& =L^{-1}(\hat{L}-L) L^{-1}-L^{-1}(\hat{L}-L)\left(L^{-1}-\hat{L}^{-1}\right) \\
& =\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-1}
\end{aligned}
$$

where the last equality is true when the matrix $I+L^{-1}(\hat{L}-L)$ is invertible, which is notably implied by $L^{-1}(\hat{L}-L) \succeq-I$. As a consequence,

$$
\begin{aligned}
\Psi^{1 / 2}\left(L^{-1}-\hat{L}^{-1}\right) \Phi^{1 / 2} & =\Psi^{1 / 2} L^{-1}(\hat{L}-L) L^{-1} \Phi^{1 / 2}+\Psi^{1 / 2} L^{-1}(\hat{L}-L)\left(\hat{L}^{-1}-L^{-1}\right) \Phi^{1 / 2} \\
& =\Psi^{1 / 2} L^{-1}(\hat{L}-L) L^{-1} \Phi^{1 / 2}+\Psi^{1 / 2} L^{-1}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-1} \Phi^{1 / 2}
\end{aligned}
$$

We can translate this last equality in operator norm: for any $a, b \in[0,1]$

$$
\begin{aligned}
& \left\|\Psi^{1 / 2}\left(L^{-1}-\hat{L}^{-1}\right) \Phi^{1 / 2}\right\| \leq\left\|\Psi^{1 / 2} L^{-a}\right\|\left\|L^{-b} \Phi^{1 / 2}\right\| \\
& \quad \times\left(\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-b)}\right\|+\left\|L^{-(1-a)}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-(1-b)}\right\|\right)
\end{aligned}
$$

The last term can be bounded either with

$$
\begin{aligned}
& \left\|L^{-(1-a)}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-(1-b)}\right\| \\
& =\left\|L^{a} L^{-1}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-a} L^{-(-1-a)}(\hat{L}-L) L^{-(1-b)}\right\| \\
& \leq\left\|L^{a}\right\|\left\|L^{-a}\right\|\left\|L^{-1}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1}\right\|\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-b)}\right\|
\end{aligned}
$$

or with,

$$
\begin{aligned}
& \left\|L^{-(1-a)}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-(1-b)}\right\| \\
& =\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-b)} L^{1-b}\left(I+L^{-1}(\hat{L}-L)\right)^{-1} L^{-1}(\hat{L}-L) L^{-(1-b)}\right\| \\
& \leq\left\|L^{(1-b)}\right\|\left\|L^{-(1-b)}\right\|\left\|L^{-1}(\hat{L}-L)\left(I+L^{-1}(\hat{L}-L)\right)^{-1}\right\|\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-b)}\right\|
\end{aligned}
$$

Using the fact that $\left\|(I+A)^{-1} A\right\| \leq 2$ as soon as $A+I / 2 \succeq 0$, we deduce that as soon as $L^{-1}(\hat{L}-L) \succeq-I / 2$,

$$
\left\|\Psi^{1 / 2}\left(L^{-1}-\hat{L}^{-1}\right) \Phi^{1 / 2}\right\| \leq\left\|\Psi^{1 / 2} L^{-a}\right\|\left\|L^{-b} \Phi^{1 / 2}\right\|\left\|L^{-(1-a)}(\hat{L}-L) L^{-(1-b)}\right\|\left(1+2\left(\|L\|\left\|L^{-1}\right\|\right)^{\min (a, 1-b)}\right)
$$

This explains the decomposition in the lemma.

We continue by bounding the empirical versus population difference $\|L-\hat{L}\|$. To do so, we will use Bernstein concentration inequality.
Lemma 3. Let $A(x)$ be a $p \times p$ matrix bounded by $M$ and $B_{1}=\mathbb{E}\left[A(X)^{\top} A(X)\right], B_{2}=\mathbb{E}\left[A(X)^{\top} A(X)\right]$. For $t \geq 0$,

$$
\mathbb{P}_{\left(x_{k}\right)}\left(\left\|\mathbb{E}[A(X)]-\frac{1}{n} \sum_{k \in[n]} A\left(x_{k}\right)\right\| \geq t\right) \leq 4 \frac{\operatorname{Tr} B_{1}+B_{2}}{\max \left\|B_{i}\right\|} \exp \left(\frac{-3 n t^{2}}{6 \max \left(\left\|B_{i}\right\|\right)+2 M t}\right)
$$

For any $t \in[0, M]$,

$$
\mathbb{P}_{\left(x_{k}\right)}\left(\left\|\mathbb{E}[A(X)]-\frac{1}{n} \sum_{k \in[n]} A\left(x_{k}\right)\right\| \geq t\right) \leq 2 p \exp \left(\frac{-3 n t^{2}}{8 M^{2}}\right)
$$

Proof. This is Theorem 7.3.1 and Theorem 6.1.1 of Tropp (2015).

Lemma 4 (Estimation error). With $n$ data points, our algorithm guarantees, for $t<p^{2} H_{\infty}^{2}$,

$$
\mathbb{P}(\|L-\hat{L}\|>t) \leq 2 p \exp \left(-\frac{3 n t^{2}}{8 p^{2} H_{\infty}^{2}}\right)
$$

where $H_{\infty}=\sup _{i, j, x} H\left(\varphi_{i}, \psi_{j}, x\right)$. In other terms, for any $\delta \in(0,1)$ and $n>3 \log (2 p / \delta)$, with probability $1-\delta$

$$
\|L-\hat{L}\| \leq \sqrt{\frac{8 p^{2} H_{\infty}^{2}}{3 n} \log (2 p / \delta)}
$$

Proof. We would like to use Bernstein inequality with $L$ and $\hat{L}$, they are both built from the matrix

$$
A(x)_{i j}=H\left(\varphi_{i}, \psi_{j}, x\right)
$$

Without specific structure on $H$, we proceed with the following bound

$$
\|A(x)\|_{\mathrm{op}}^{2} \leq\|A(x)\|_{2}^{2} \leq \sum_{i, j} H\left(\varphi_{i}, \psi_{j}, x\right)^{2} \leq p^{2} \sup H\left(\varphi_{i}, \psi_{j}, x\right)^{2}=: p^{2} H_{\infty}^{2}
$$

As a consequence, we have the following bound

$$
\mathbb{P}(\|L-\hat{L}\|>t) \leq 2 p \exp \left(-\frac{3 n t^{2}}{8 M^{2}}\right), \quad \text { with } \quad M=p^{2} H_{\infty}^{2}
$$

To parse the bound more easily, let us invert $t$, we set

$$
\delta=2 p \exp \left(-\frac{3 n t^{2}}{8 M^{2}}\right), \quad t=\sqrt{\frac{8 M^{2}}{3 n} \log (2 p / \delta)}
$$

When $n$ is big enough to ensure $t<M$, i.e., $n>3 \log (2 p / \delta)$, we have that with probability $1-\delta$

$$
\|L-\hat{L}\| \leq \sqrt{\frac{8 M^{2}}{3 n} \log (2 p / \delta)}
$$

Replacing $M$ by $p H_{\infty}$ ends the proof.
The proof of the theorem follows directly from the previous lemmas.

## A. 5 Proof of Theorem 2

In order to prove Theorem 2, we need to specify the values taken by $\left\|\mathcal{L}\left(I-\Pi_{F}\right)\right\|$ and $\left\|\left(I-\Pi_{G}\right) \mathcal{L}\right\|$. In all the following, it is useful to introduce

$$
\begin{equation*}
\hat{\Sigma}=p^{-1} \sum_{i \in[p]} \varphi_{i} \varphi_{i}^{*}, \quad \text { and } \quad \hat{\Xi}=p^{-1} \sum_{i \in[p]} \psi_{i} \psi_{i}^{*} \tag{22}
\end{equation*}
$$

Lemma 5. Let $\mathcal{A}$ be some operator in $L^{2}(\rho)$. Assume that the $\left(\varphi_{i}\right)_{i \in[p]}$ were chosen independently at random according to the same distribution $\mu \in \Delta_{L^{2}(\rho)}$, with $\Sigma=\mathbb{E}_{\varphi \sim \mu}\left[\varphi \varphi^{*}\right]$. Assume that there exists $a \in[0,1]$ and $M>0$ such that $\left\|\Sigma^{-a / 2} \varphi\right\|_{L^{2}(\rho)} \leq M^{1 / 2}$ independently of $\varphi$. Let $\Pi_{*}$ denotes a $\kappa$-dimensional projection on an eigenspace of $\Sigma$ and $\Sigma_{*}$ the associated restriction $\Sigma_{*}=\Pi_{*} \Sigma$. For any $\delta \in(0,1)$ for any $p>3 \log (2 \kappa / \delta)$, it holds with probability $1-\delta$,

$$
\left\|\left(I-\Pi_{F}\right) \mathcal{A}\right\| \leq\left\|\left(I-\Pi_{*}\right) \mathcal{A}\right\|+\left\|\Sigma_{*}^{-(1-a)} \mathcal{A}\right\| \sqrt{\frac{8 M^{2}}{3 p} \log (2 \kappa / \delta)}
$$

Here, $A^{-1}$ denotes the pseudo-inverse of $A$.
Proof. For simplicity, we denote $\Pi=\Pi_{F}$ in the proof. We split the error with

$$
\|(I-\Pi) \mathcal{A}\|=\left\|(I-\Pi)\left(I-\Pi_{*}\right) \mathcal{A}+(I-\Pi) \Pi_{*} \mathcal{A}\right\| \leq\left\|\left(I-\Pi_{*}\right) \mathcal{A}\right\|+\left\|(I-\Pi) \Pi_{*} \mathcal{A}\right\|
$$

The first term depends on assumptions on the problem, while the second term depends on the empirical approximation of $\Pi_{*}$ by $\Pi$. Using the fact that, with $A^{\dagger}$ denoting the pseudo-inverse,

$$
A^{\dagger}-B^{\dagger}=A^{\dagger}(B-A) B^{\dagger}-\left(I-\Pi_{A}\right) B^{\dagger}+A^{\dagger}\left(I-\Pi_{B}\right)
$$

we have

$$
\begin{aligned}
\Pi_{*}-\Pi & =\Sigma_{*}^{\dagger} \Sigma-\hat{\Sigma}^{\dagger} \hat{\Sigma}=\Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma})+\left(\Sigma_{*}^{\dagger}-\hat{\Sigma}^{\dagger}\right) \hat{\Sigma} \\
& =\Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma})-\Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma}) \hat{\Sigma}^{\dagger} \hat{\Sigma}-\left(I-\Pi_{*}\right) \hat{\Sigma}^{\dagger} \hat{\Sigma}+\Sigma_{*}^{\dagger}(I-\Pi) \hat{\Sigma} . \\
& =\Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma})(I-\Pi)-\left(I-\Pi_{*}\right) \Pi=\Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma})(I-\Pi)+\left(\Pi_{*}-\Pi\right) \Pi .
\end{aligned}
$$

As a consequence

$$
\mathcal{A}^{*} \Pi_{*}(I-\Pi)=\mathcal{A}^{*}\left(\Pi_{*}-\Pi\right)(I-\Pi)=\mathcal{A}^{*} \Sigma_{*}^{\dagger}(\Sigma-\hat{\Sigma})(I-\Pi) .=\mathcal{A}^{*} \Sigma_{*}^{\dagger} \Pi_{*}(\Sigma-\hat{\Sigma})(I-\Pi)
$$

which we translate in operator norm with

$$
\left\|(I-\Pi) \Pi_{*} \mathcal{A}\right\| \leq\left\|\Sigma_{*}^{-(1-a)} \mathcal{A}\right\|\left\|\Pi_{*} \Sigma^{-a}(\Sigma-\hat{\Sigma})\right\| .
$$

We now need to bound the difference between $\Sigma$ and $\hat{\Sigma}$. This is a simple application of Bernstein with $\Pi_{*} \Sigma^{-a} \varphi(X) \varphi(X)^{\top}$. In particular, if $\left\|\Sigma^{-a / 2} \varphi\right\|_{L^{2}(\rho)} \leq M^{1 / 2}$, we have for $t \in[0, M]$,

$$
\mathbb{P}\left(\left\|\Pi_{*} \Sigma^{-a}(\Sigma-\hat{\Sigma})\right\|>t\right) \leq 2 \kappa \exp \left(-\frac{3 p t^{2}}{8 M^{2}}\right) .
$$

Once again, let us invert $t$, we set

$$
\delta=2 \kappa \exp \left(-\frac{3 p t^{2}}{8 M^{2}}\right), \quad t=\sqrt{\frac{8 M^{2}}{3 p} \log (2 \kappa / \delta)} .
$$

When $p$ is big enough to ensure $t<M$, in particular, when $p>3 \log (2 \kappa / \delta)$, we have that with probability $1-\delta$

$$
\left\|\Pi_{*} \Sigma^{-a}(\Sigma-\hat{\Sigma})\right\| \leq \sqrt{\frac{8 M^{2}}{3 p} \log (2 \kappa / \delta)}
$$

This ends the proof of the lemma.

The proof of the theorem follows directly from the previous lemma. In the setting of Theorem 2 , it is interesting to specify the value of $\left\|L^{-a} \Psi^{1 / 2}\right\|$.
Lemma 6. Let $\|\psi\|_{L^{2}(\rho)} \leq M^{1 / 2}$ and $\left\|\Xi^{-1 / 2} \psi\right\|_{L^{2}(\rho)} \leq M_{\infty}$ with $M_{\infty}>1 / 2$. For any $a \in[0,1]$ if $L$ is symmetric, or for $a=1$ and any $L$, for any $\delta \in(0,1)$ and $\kappa \in \mathbb{N}$, when

$$
p \geq \max \left(11 M_{\infty}^{2} \log (2 \kappa / \delta), 5 M^{2} \log \left(\frac{2 M \mu_{\kappa+1}}{\|\Xi\|}\right)\right)
$$

it holds with probability at least $1-\delta$,

$$
\left\|L^{-a} \Psi^{1 / 2}\right\| \leq 2^{a} M^{(1-a) / 2}\left(\left\|\Xi^{-1 / 2} \mathcal{L}^{-1}\right\|+\mu_{\kappa+1}^{-1 / 2}\right)^{a}
$$

where $\mu_{\kappa}$ is the $\kappa$-th eigenvalue of $\Xi$.
Proof. Note that there exists two isometric mappings $U: L^{2}(\rho) \rightarrow \mathbb{R}^{p}$ and $V: L^{2}(\rho) \rightarrow \mathbb{R}^{p}$ such that

$$
F=U \hat{\Sigma}^{1 / 2}, \quad \text { and } \quad G=V \hat{\Xi}^{1 / 2}
$$

and $U U^{*}=V V^{*}=I$. As a consequence

$$
L^{-a} \Psi^{1 / 2}=\left(F^{*} \mathcal{L} G\right)^{-a}\left(F^{*} F\right)^{1 / 2}=V \hat{\Xi}^{-a / 2} \mathcal{L}^{-a} \hat{\Sigma}^{-a / 2} \hat{\Sigma}^{1 / 2} U^{*}
$$

which we translate in operator norm with

$$
\left\|L^{-a} \Psi^{1 / 2}\right\|=\left\|\hat{\Xi}^{-a / 2} \mathcal{L}^{-a} \hat{\Sigma}^{(1-a) / 2}\right\| \leq\left\|\hat{\Xi}^{-1 / 2} \mathcal{L}^{-1}\right\|^{a}\|\hat{\Sigma}\|^{(1-a) / 2}
$$

where we have used the fact that $\left\|A^{a} B^{a}\right\| \leq\|A B\|^{a}$ is $A$ and $B$ are positive (Cordes, 1987). For the last term, we know that

$$
\|\hat{\Sigma}\| \leq \operatorname{Tr}(\hat{\Sigma})=n^{-1} \sum_{i \in[n]}\left\|\varphi_{i}\right\|^{2} \leq M .
$$

For the first term, considering $\Pi_{*}$ a projection on the top $\kappa$ eigen functions of $\Sigma$, we have

$$
\left\|\hat{\Xi}^{-1 / 2} \mathcal{L}^{-1}\right\| \leq\left\|\hat{\Xi}^{-1 / 2} \Pi_{*} \mathcal{L}^{-1}\right\|+\left\|\hat{\Xi}^{-1 / 2}\left(I-\Pi_{*}\right) \mathcal{L}^{-1}\right\| \quad \leq\left\|\hat{\Xi}^{-1 / 2} \Pi_{*} \mathcal{L}^{-1}\right\|+\left\|\hat{\Xi}^{-1 / 2}\left(I-\Pi_{*}\right)\right\|\left\|\mathcal{L}^{-1}\right\| .
$$

The first part will concentrate with

$$
\begin{aligned}
\left\|\hat{\Xi}^{-1 / 2} \Pi_{*} \mathcal{L}^{-1}\right\|^{2} & =\left\|\mathcal{L}^{-1} \Pi_{*} \hat{\Xi}^{-1} \Pi_{*} \mathcal{L}^{-1}\right\|=\left\|\mathcal{L}^{-1} \Xi^{-1 / 2} \Xi^{1 / 2} \Pi_{*} \hat{\Xi}^{-1} \Pi_{*} \Xi^{1 / 2} \Xi^{-1 / 2} \mathcal{L}^{-1}\right\| \\
& \leq\left\|\mathcal{L}^{-1} \Xi^{-1 / 2}\right\|^{2}\left\|\Pi_{*} \Xi^{1 / 2} \hat{\Xi}^{-1} \Xi^{1 / 2} \Pi_{*}\right\|
\end{aligned}
$$

We have already seen how to treat the last term

$$
\begin{aligned}
\Xi^{1 / 2} \hat{\Xi}^{-1} \Xi^{1 / 2} & =I+\Xi^{1 / 2}\left(\hat{\Xi}^{-1}-\Xi^{-1}\right) \Xi^{1 / 2}=I+\Xi^{-1 / 2}(\Xi-\hat{\Xi}) \Xi^{-1 / 2} \Xi^{1 / 2} \hat{\Xi}^{-1} \Xi^{1 / 2} \\
& =\left(I-\Xi^{-1 / 2}(\Xi-\hat{\Xi}) \Xi^{-1 / 2}\right)^{-1}
\end{aligned}
$$

Using Bernstein inequality, we deduce that, if $M_{\infty}>1 / 2$,

$$
\mathbb{P}\left(\left\|\Pi_{*} \Xi^{-1 / 2}(\Xi-\hat{\Xi}) \Xi^{-1 / 2}\right\|>1 / 2\right) \leq 2 \kappa \exp \left(-\frac{3 p}{32 M_{\infty}^{2}}\right)
$$

Let us invert the relation, we want

$$
\delta \leq 2 \kappa \exp \left(-\frac{3 p}{32 M_{\infty}^{2}}\right), \quad p \geq \frac{32 M_{\infty}^{2}}{3} \log (2 \kappa / \delta)
$$

For the second part, we proceed with

$$
\begin{aligned}
\left\|\hat{\Xi}^{-1 / 2}\left(I-\Pi_{*}\right)\right\|^{2} & =\left\|\left(I-\Pi_{*}\right) \hat{\Xi}^{-1}\left(I-\Pi_{*}\right)\right\| \leq\left\|\left(I-\Pi_{*}\right) \Xi^{-1}\left(I-\Pi_{*}\right)\right\|+\|\left(I-\Pi_{*}\right)\left(\hat{\Xi}^{-1}-\Xi^{-1}\left(I-\Pi_{*}\right) \|\right. \\
& \leq\left\|\left(I-\Pi_{*}\right) \Xi^{-1 / 2}\right\|^{2}+\left\|\left(I-\Pi_{*}\right) \Xi^{-1}\right\|\|\Xi-\hat{\Xi}\|\left\|\Xi^{-1}\left(I-\Pi_{*}\right)\right\|
\end{aligned}
$$

which can be rewritten as

$$
\left\|\hat{\Xi}^{-1 / 2}\left(I-\Pi_{*}\right)\right\|^{2} \leq\left\|\left(I-\Pi_{*}\right) \Xi^{-1 / 2}\right\|^{2}\left(1+\|\Xi-\hat{\Xi}\|\left\|\Xi^{-1 / 2}\left(I-\Pi_{*}\right)\right\|^{2}\right) \leq \frac{\mu_{\kappa+1}^{-1}}{1-\mu_{\kappa+1}^{-1}\|\Xi-\hat{\Xi}\|}
$$

Using Bernstein inequality in Hilbert space (Minsker, 2017), we have

$$
\mathbb{P}(\|\Xi-\hat{\Xi}\|>t) \leq 2 \frac{\operatorname{Tr} \Xi}{\|\Xi\|} \exp \left(-\frac{3 p t^{2}}{8 M^{2}}\right) \leq \frac{2 M}{\|\Xi\|} \exp \left(-\frac{3 p t^{2}}{8 M^{2}}\right)
$$

In particular, when

$$
\frac{2 M}{\|\Xi\|} \exp \left(-\frac{27 p}{128 M^{2}}\right) \leq \mu_{\kappa+1}^{-1} \quad \Leftrightarrow \quad \frac{128 M^{2}}{27} \log \left(\frac{2 M \mu_{\kappa+1}}{\|\Xi\|}\right) \leq p
$$

we have that $\left\|\hat{\Xi}^{-1 / 2}\left(I-\Pi_{*}\right)\right\| \leq 2 \mu_{\kappa+1}^{-1 / 2}$. Collecting the different pieces proves the lemma.

## A. 6 Proof of Theorem 3

To prove Theorem 3, we start by reworking the estimation error between $\hat{L}$ and $L$.
Lemma 7 (Estimation error for $\left.\mathcal{L}_{0}\right)$. When $\mathcal{L}=\mathcal{L}_{0}$ and $\varphi_{i}=\psi_{i}=k_{x_{i}}$ with $k_{x}(y)=\left(\left(1+x^{\top} y\right) /(1+M)\right)^{s}$ for $M$ an almost sure upper bound on $\|X\|$, with $n$ data points, our algorithm guarantees, for $t<s^{2}$,

$$
\mathbb{P}(\|L-\hat{L}\|>t) \leq 2 \kappa \exp \left(-\frac{3 n t^{2}}{8 s^{2}}\right), \quad \text { with } \quad \kappa=\binom{d+s}{s}
$$

As a consequence, for any $\delta \in(0,1)$ and $n>3 \log (2 \kappa / \delta)$, it holds with probability $1-\delta$

$$
\frac{\left\|L^{-1}\right\|}{1-\left\|L^{-1}\right\|\|L-\hat{L}\|}\|\Phi\|^{-1 / 2}\|\Psi\|^{-1 / 2}\left\|L^{-1}\right\|\|L-\hat{L}\| \leq 2\left\|L^{-1}\right\|^{2} \sqrt{\frac{8 s^{2}}{3 n} \log (2 \kappa / \delta)}
$$

Proof. The proof follows the one of Lemma 3 with

$$
A(x)_{i j}=H\left(\varphi_{i}, \psi_{j}, x\right)
$$

Without specific structure on $H$, we proceeded with $\|A(x)\| \leq p H_{\infty}$. In the specific case of $\mathcal{L}_{0}$, with $\mathcal{F}=\mathcal{G}=\mathcal{H}$, we get

$$
\begin{aligned}
\|A(x)\| & =\sup _{\|c\|=1} c^{\top} A(x) c=\sup _{\|c\|=1} \sum_{i j} c_{i}\left\langle\nabla k_{x_{i}}(x), \nabla k_{x_{j}}(x)\right\rangle c_{j} \\
& =\sup _{\|c\|=1}\left\|\sum_{i} c_{i} \nabla k_{x_{i}}(x)\right\|^{2} \leq \sup _{\|c\|=1} \sum_{i} c_{i}^{2}\left\|\nabla k_{x_{i}}(x)\right\|^{2} \leq \sup \left\|\nabla k_{x}(y)\right\|^{2} .
\end{aligned}
$$

When $\mathcal{H}$ is defined from the kernel

$$
k_{x}(y)=\left(\frac{1+x^{\top} y}{1+M}\right)^{s} \leq 1
$$

this becomes

$$
\|A(x)\| \leq \sup \left\|\nabla k_{x}(y)\right\|^{2}=\sup s^{2}\left(\frac{1+x^{\top} y}{1+M}\right)^{2(s-1)}\|x /(1+M)\|^{2} \leq s^{2}
$$

Similarly, this choice of $k$ guarantees

$$
\left\|\Phi^{1 / 2}\right\|^{2}=\|\Phi\| \leq \sup \left\|k_{x}(y)\right\| \leq 1
$$

As a consequence, we have the following bound

$$
\mathbb{P}(\|L-\hat{L}\|>t) \leq 2 \kappa \exp \left(-\frac{3 n t^{2}}{8 s^{4}}\right)
$$

where we have replaced $p$ by $\kappa$ since we $\operatorname{rank}(F) \leq \kappa$. The end of the proof is similar to the proof of Lemma 3 .

We continue by reworking the approximation error.
Lemma 8. When $\mathcal{L}_{p}=\sum_{i \in[p]} \lambda_{i} f_{i} g_{i}^{*}$ is diagonalized by all the $\kappa=\binom{d+s}{d}$ polynomials of degree less or equal than $s$, $\|x\|<M$ almost surely and $k_{x}(y)=\left(\left(1+x^{\top} y\right) /(1+M)\right)^{s}$, then if the $\varphi_{i}$ are almost surely linearly independent,

$$
\left\|\left(I-\Pi_{G}\right) \mathcal{L}^{-1}\right\| \leq \lambda_{\kappa+1}^{-1}, \quad \text { and } \quad\left\|\Pi_{G} \mathcal{L}^{-1}\left(I-\Pi_{F}\right)\right\|=0
$$

Proof. In this case, the $\varphi_{i}$ 's span all the polynomials of degree less or equal than $s$, hence $\left(I-\Pi_{F}\right) \mathcal{L}_{p}=0$.
We continue by working out the terms $\left\|\Phi^{1 / 2} L^{-1}\right\|,\left\|L^{-1} \Psi\right\|$ and $\left\|L^{-1}\right\|$ appearing in Theorem 1 .
Lemma 9. When $\varphi_{i}=\psi_{i}$ and $\left\|\Sigma^{-1 / 2} \varphi\right\|_{L^{2}(\rho)} \leq M_{\infty}$ with $M_{\infty}>1 / 2$, and $\kappa=\operatorname{rank}(\Xi)$. For any $\delta \in(0,1)$

$$
p \geq 11 M_{\infty}^{2} \log (2 \kappa / \delta)
$$

it holds with probability at least $1-\delta$,

$$
\max \left(\left\|\Psi^{1 / 2} L^{-1}\right\|,\left\|L^{-1} \Phi^{1 / 2}\right\|\right) \leq 2\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1}\right\|, \quad \text { and } \quad\left\|L^{-1}\right\| \leq 4\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1} \Sigma^{-1 / 2}\right\|
$$

Proof. As detailed in the proof of Lemma6,

$$
\begin{aligned}
\left\|L^{-1} \Psi^{1 / 2}\right\|^{2} & =\left\|\hat{\Xi}^{-1 / 2} \mathcal{L}^{-1}\right\|^{2}=\left\|\mathcal{L}^{-1} \hat{\Xi}^{-1} \mathcal{L}^{-1}\right\|=\left\|\mathcal{L}^{-1} \Xi^{-1 / 2} \Xi^{1 / 2} \hat{\Xi}^{-1} \Xi^{1 / 2} \Xi^{-1 / 2} \mathcal{L}^{-1}\right\| \\
& \leq\left\|\mathcal{L}^{-1} \Xi^{-1 / 2}\right\|^{2}\left\|\Xi^{1 / 2} \hat{\Xi}^{-1} \Xi^{1 / 2}\right\|=\left\|\mathcal{L}^{-1} \Xi^{-1 / 2}\right\|^{2}\left\|\left(I-\Xi^{-1 / 2}(\Xi-\hat{\Xi}) \Xi^{-1 / 2}\right)^{-1}\right\|
\end{aligned}
$$

Using Bernstein inequality, we deduce that, if $M_{\infty}>1 / 2$,

$$
\mathbb{P}\left(\left\|\Xi^{-1 / 2}(\Xi-\hat{\Xi}) \Xi^{-1 / 2}\right\|>1 / 2\right) \leq 2 \kappa \exp \left(-\frac{3 p}{32 M_{\infty}^{2}}\right)
$$

We invert the relation with

$$
\delta \leq 2 \kappa \exp \left(-\frac{3 p}{32 M_{\infty}^{2}}\right), \quad p \geq \frac{32 M_{\infty}^{2}}{3} \log (2 \kappa / \delta)
$$

Similarly, under the same event

$$
\left\|L^{-1}\right\|=\left\|\hat{\Sigma}^{-1 / 2} \mathcal{L}^{-1} \hat{\Sigma}^{-1 / 2}\right\| \leq\left\|\hat{\Sigma}^{-1 / 2} \Sigma^{1 / 2}\right\|^{2}\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1} \Sigma^{-1 / 2}\right\| \leq 4\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1} \Sigma^{-1 / 2}\right\|
$$

This explains the results of the lemma.
Proof of Theorem 3 Combining the previous lemmas, we have refinement of Theorems 1 and 2 that when

$$
n \geq 6 \max \left(s^{2}\left\|\mathcal{L}^{-1}\right\|^{-2}, 1\right) \log (2 \kappa / \delta), \quad p \geq 11 \underset{\varphi}{\operatorname{ess} \sup }\left\langle\varphi, \Sigma^{-1} \varphi\right\rangle_{L^{2}(\rho)} \log (2 \kappa / \delta)
$$

it holds with probability $1-2 \delta$,

$$
\left\|\mathcal{L}^{-1}-G \hat{L}^{-1} F^{*}\right\| \leq \lambda_{\kappa+1}^{-1}+12\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1}\right\|^{2} \sqrt{\frac{8 s^{2}}{3 n} \log \left(\frac{2 p}{\delta}\right)}
$$

To end the proof of the theorem, notice that when $\mathcal{L}^{-1}$ is compact, the $\lambda_{i}^{-1}$ are summable hence they are bounded by $c i^{-\tau}$ for some constant $c$ and $\tau \geq 1$. Moreover, choosing

$$
\kappa=\binom{s+d}{s}=\binom{d+s}{d}=\prod_{i \in[s]} \frac{(d+s-i+1)}{s-i+1)}
$$

because for all $k \in[s]$,

$$
\frac{d+s}{s} \leq \frac{d+k}{k} \leq d
$$

leads to

$$
(s / d)^{d} \leq(1+s / d)^{d} \leq \max \left((1+d / s)^{s},(1+s / d)^{d}\right) \leq p \leq \min \left(d^{s}, s^{d}\right) \leq s^{d}
$$

Hence our bound becomes

$$
\left\|\mathcal{L}^{-1}-G \hat{L}^{-1} F^{*}\right\| \leq \lambda_{\kappa+1}^{-1}+12\left\|\Sigma^{-1 / 2} \mathcal{L}^{-1}\right\|^{2} \sqrt{\frac{8 s^{2}}{3 n} \log \left(\frac{2 p}{\delta}\right)} \leq c d^{\tau d} s^{-\tau d}+\frac{20 s\left\|\Sigma^{-1 / 2} L^{-1}\right\|^{2}}{n^{1 / 2}} \sqrt{\log \left(\frac{p}{\delta}\right)}
$$

Choosing $s=n^{1 / 2(\tau d+1)}$ leads to a bound $O\left(n^{-\tau d / 2(\tau d+1)} \log (n)\right)$, which holds as long as

$$
n \geq 6 \max \left(n^{1 /(\tau d+1)}\left\|\mathcal{L}^{-2}\right\|, 1\right)\left(\frac{d}{2(\tau d+1)} \log (n)+\log (2 / \delta)\right)
$$

and using that $\left\|K^{-1} \varphi\right\| \leq \mu_{\kappa+1}^{-1}\|\varphi\|$,

$$
n \geq p \geq 11 c n^{\tau d / 2(\tau d+1)} M\left(\frac{d}{2(\tau d+1)} \log (n)+\log (2 / \delta)\right)
$$

Both conditions can hold true for $p=n^{1 / 2}$ and $n>N$ for some $N \in \mathbb{N}$. The theorem in the main text considers the worst case where $\tau=1$.

|  | Graph-Laplacian | Kernel-Laplacian |
| :---: | :---: | :---: |
| Time complexity | $n^{2} d+p^{2} n$ | $p n d+p^{2} n$ |
| Memory complexity | $n^{2}$ | $p n$ |

Table 1: Computational complexity of graph-Laplacian and kernel-Laplacian. Not only kernel-Laplacian does not suffer from the curse of dimension, which contrasts with graph-Laplacian, but it does so without requiring extra computations (recall that $p \leq n$ is taken as a small integer).

## A. 7 Variance of a gradient estimate through Jacobian vector products

Consider the estimator

$$
\|\nabla f(X)\|^{2}=\mathbb{E}_{U}\left[c\langle\nabla f(X), U\rangle^{2}\right]
$$

for $U$ uniform on the sphere. The proportionality constant is given by

$$
c=\mathbb{E}_{U}\left[\left\langle e_{1}, U\right\rangle^{2}\right]^{-1}=\mathbb{E}_{U}\left[U_{1}^{2}\right]^{-1}=\int_{0}^{1} u_{1}^{2} \sqrt{1-u_{1}^{2}} \operatorname{Vol}\left(\mathbb{S}^{d-2}\right) \mathrm{d} u_{1}=\frac{\pi}{16} \operatorname{Vol}\left(\mathbb{S}^{d-2}\right)
$$

which grows exponentially fast with respect to the input dimension $d$. The estimator $G=c\langle\nabla f(X), U\rangle^{2}$ has a second moment, which assuming without restriction that $\|\nabla f(X)\|^{2}=1$ is equal to

$$
\begin{aligned}
\mathbb{E}\left[G^{2}\right] & =c^{2} \mathbb{E}_{U}\left[\left\langle e_{1}, U\right\rangle^{4}\right]^{-1} \geq \frac{c^{2}}{16} \mathbb{P}\left(\left|U_{1}\right|>1 / 2\right)=\frac{c^{2}}{8 \operatorname{Vol}\left(\mathbb{S}^{d-1}\right)} \int_{1 / 2}^{1} \sqrt{1-u_{1}^{2}} \operatorname{Vol}\left(\mathbb{S}^{d-2}\right) \mathrm{d} u_{1} \\
& =\frac{c^{2} \operatorname{Vol}\left(\mathbb{S}^{d-2}\right)}{8 \operatorname{Vol}\left(\mathbb{S}^{d-1}\right)}\left(\frac{\pi}{6}-\frac{\sqrt{3}}{8}\right)
\end{aligned}
$$

while its mean is equal to one, hence its variance will grow exponentially fast as the dimension $d$ increases. This explains the usefulness to restrict the loss 19 to a few tangent directions, allowing to lower the variance of stochastic gradient descent and to accelerate its convergence (Bubeck, 2015).

## B Additional Experiments and Details

## B. 1 Graph-Laplacian Implementation

Many studies of graph-Laplacian are set in transductive settings, restricting $\mathcal{X}$ to a finite number of points (Belkin and Niyogi, 2003, Zhu et al. 2003). In this study, we consider graph-Laplacian as a proxy to estimate $\mathcal{E}_{\mathcal{L}}$ empirically as per (16. As such, we can use Galerkin method with graph-Laplacian, only solving a eigenvalues problem associated with a $p \times p$ matrix, instead of the $n \times n$ Laplacian matrix, hence cutting cost from $O\left(n^{3}\right)$ flops to $O\left(p^{3}\right)$. A additional cost of the method lies in the building of the graph-Laplacian matrix, which requires $O\left(n^{2} p\right)$ flops, leading to a method scaling in $O\left(n^{2} p+p^{3}+n p^{2}\right)$ (the last $O\left(n p^{2}\right)$ being due to the building of $\left.\Phi\right)$. Beside being statistically inferior and computationally more expensive, note that graph-Laplacian also introduces an extra hyperparameter, which is the function (and its scale) to compute the weight matrix $W$.

Another drawback of graph-Laplacian is that its convergence to the real Laplacian is known up to a constant Hein et al. 2007), which rescales all eigenvalues. To deal with this scaling constant, we assume $C=\sum_{i \in[k]} \lambda_{i}$ known for $\lambda_{i}$ the true eigenvalues of $\mathcal{L}$ and $k=25$ used to evaluate eigenvalues retrieval as per Figure 3 and we scale the graph Laplacian to ensure $\sum_{i \in[k]} \hat{\lambda}_{i}=C$. This can only improve the performance of graph-Laplacian, and only reinforce our findings on the superiority of Galerkin method, for which we do not employ this trick.

## B. 2 Additional Figures

To support empirically the claim made in Section6.2, Figure 5 illustrates the learning of spherical harmonics with a neural network. Finally, Figure 6 shows Hermite polynomials in two dimensions, corresponding to the eigenfunctions of $\mathcal{L}_{0}$ with $\rho=\mathcal{N}(0, I)$, which could have served as a different basis to study our method. However, in high-dimension, $\mathcal{N}(0, I)$ tends to concentrate on the sphere and we do not expect many different behaviors in comparison to our study with spherical harmonics.


Figure 5: Cherry-picked learned spherical harmonics with a neural network. The network is a multi-layer perceptron with 200, 200, 2000, 200 hidden neurons in the four hidden layers, and $m=16$ outputs optimized over 5000 batches of size 1000 with the contrastive version of the orthogonal regularizer. The optimizer is stochastic gradient descent with momentum ( $m=1 / 2$ ) initialized with a learning rate $\gamma=10^{-3}$, with a scheduler to decrease the learning rate after one third and two third of the learning by a factor $1 / 3$. Principal component analysis was used to disentangle the learned representation and retrieve the different learned eigenspaces and eigenfunctions.


Figure 6: (Left) Level lines of the learned hermite polynomials in $2 d$ thanks to the operator $\mathcal{L}$ with $\mathcal{X}=\mathbb{R}^{2}$ and $\rho=\mathcal{N}(0, I)$, with polynomial kernel of degree 3. Compared to the ground truth on the right, notice how the learned polynomials are "random" basis of the different eigenspace of $\mathcal{L}$. (Right) Canonical Hermite polynomials, acting as a ground truth for the left part. The title indicates the eigenspace number that the eigenfunctions belong to. Any orthogonal transformation $U\left(f_{i}\right)$ for $\left(f_{i}\right)$ the $k$ eigenfunctions of the $k$-th eigenspace, and $U$ an orthogonal matrix in $\mathbb{R}^{k \times k}$ is a valid basis of eigenfunctions of this eigenspace, which is what is found in practice.


Figure 7: (Left) Value of $p$ achieving the best results reported on Figure 3 (Right) Computation time corresponding to the best results.

## B. 3 Empirical Observations

While Figure 3 illustrates our take-home messages, i.e., "Galerkin beats graph-Laplacian, and its does not cost much in terms of implementation (scaling linearly with respect to $n$ and being almost indifferent to the dimension)", much more could be said when digging into the one hundred runs with all the different hyperparameters.

Parameter grid. We consider the following values for the different experimental setups with spherical harmonics.

- $n$ : ten values equally spaced in $\log$ space between 100 and 10000 .
- $d \in\{3,5,7, \ldots, 19\}$
- $p$ five values equally spaced in log space between 30 and 1000 .

We try three kernels for the Galerkin functions, together with five hyperparameters for each.

- The polynomial kernel $k_{x}(y)=\left(1+x^{\top} y\right)^{s}$ with hyperparameter $s \in\{2,3,4,5,6\}$.
- The exponential kernel $k_{x}(y)=\exp (-\|x-y\| / \sigma)$ with hyperparameters $\sigma \in\{.1,1,10,100,1000\}$.
- The Gaussian kernel $k_{x}(y)=\exp \left(-\|x-y\|^{2} / 2 \sigma^{2}\right)$ with hyperparameter $\sigma \in\{.01, .1,1,10,100\}$

For the Graph-Laplacian, we equally consider six different options for the weighting scheme in 16.

- Either $w_{i j}=k_{x_{i}}\left(x_{j}\right)$ with the same kernel as the Galerkin functions.
- Or $\left.w_{i j}=\exp \left(-\| x_{i}-x_{j}\right) \|^{2} / 2 \sigma^{2}\right)$ with hyperparameters $\sigma \in\{.01, .1,1,10,100\}$.

The result of Figure 3 were taken as the best over both $p$ and each kernel and hyperparameters, leading to the best pick out of $5 \times 3 \times 5=75$ options for Galerkin, and out of $6 \times 75=450$ for graph-Laplacian. We ran one hundred trials for each configuration, and used Slurm to parallelize runs on a cluster of CPUs, together with the SeedSequence generator of Numpy to ensure a minimum correlation between pseudo-random runs (Harris et al., 2020).

Best results. First of all, we start by looking at the best results. The left of Figure 7 shows that the best values of $p$ are not always the biggest ones. This is understandable, a bigger number of "Galerkin" functions leads to a bigger risk of overfitting, in particular in high-dimensions, which explains why the red curves are below the other ones. The right of Figure 7 showcases the corresponding computation time, they are highly correlated with the value of $p$, and they are of similar order for graph-Laplacian and the Galerkin method. Finally, Figure 8 makes sure that the best hyperparameter values were not obtained for extreme values of our parameter grid, removing confounders due to bad hyperparameters calibration.

Effect of the different parameters at play. Figure 9 explores the effect of the dimension on our estimator quality. Figure 10 explores the effect of the kernel used for the Galerkin method. We notice that although the eigenfunctions are polynomials, the polynomial kernel does not necessarily lead to the best result, this is due to the fact that there are many polynomials in dimension $d$, and the polynomial kernel does favor the learning of simple polynomials over more complex ones. We again notice the regularizing effect of not choosing the biggest $p$ possible (e.g., choosing $p=1000$ as soon as $n \geq 1291$ according to our grid values).


Figure 8: (Left) Best parameters for Galerkin functions, they are strictly inside our grid of parameters (for graph-Laplacian, the best results are obtained with the exponential kernel for which our grid stops at $10^{3}$ ). (Right) Best parameters for the weights $w_{i j}$ in (16). Once again, the best values are obtained strictly inside the grid.


Figure 9: Effect of the dimension. Scaling of the error (21) as a function of the input dimension $d$ for the best set of hyperparameters for both the Galerkin method and graph-Laplacian. Note that the problem changes as the dimension augments, and that we are rescaling the error so that $\mathcal{E}_{S}(0)=1$ regardless of the dimension. The graph-Laplacian seems to reach a default error as $d$ increases which should be put in comparison with the error reached by $\hat{\lambda}_{i}=1 / \sum_{i \in[k]} \lambda_{i}$ plotted in black (recall that we artificially rescaled the graph-Laplacian to ensure $\left.\sum_{i \in[k]} \hat{\lambda}_{i}=\sum_{i \in[k]} \lambda_{i}\right)$.


Figure 10: Influence on the kernel for Galerkin method.

## B. 4 Hermite Regression

Consider the Hermite interpolation problem, where for $\left(x_{i}\right)_{i \in[n]} n$ data point in $\mathcal{X}=\mathbb{R}^{d},\left(v_{i}\right) n$ scalar values, and $\left(t_{i}\right) n$ vectors in $\mathbb{R}^{d}$, we try to solve

$$
\underset{f \in \mathcal{F}}{\arg \min } \sum_{k \in[n]}\left\|f\left(x_{k}\right)-v_{k}\right\|^{2}+\left\|\nabla f\left(x_{k}\right)-t_{k}\right\|^{2}
$$

for some space of functions $\mathcal{F}$. In our case, we consider

$$
\mathcal{F}=\operatorname{Span}\left\{\varphi_{i} \mid i \in[p]\right\}
$$

which will not ensure interpolation when $p<n(d+1)$, hence our denomination of "Hermite regression". With $\alpha \in \mathbb{R}^{p}$ and $f=F \alpha=\sum_{i \in[n]} \alpha_{i} \varphi_{i}$, this leads to

$$
\begin{aligned}
& \underset{\alpha \in \mathbb{R}^{p}}{\arg \min } \sum_{k \in[n]}\left\|\sum_{i \in[p]} \alpha_{i} \varphi_{i}\left(x_{k}\right)-v_{k}\right\|^{2}+\left\|\sum_{i \in[p]} \alpha_{i} \nabla \varphi_{i}\left(x_{k}\right)-t_{k}\right\|^{2} \\
& =\underset{\alpha \in \mathbb{R}^{p}}{\arg \min } \sum_{k \in[n]} \sum_{i, j \in[p]} \alpha_{i} \alpha_{j}\left(\varphi_{i}\left(x_{k}\right) \varphi_{j}\left(x_{k}\right)+\sum_{l \in[d]} \partial_{l} \varphi_{i}\left(x_{k}\right) \partial_{l} \varphi_{j}\left(x_{k}\right)\right)-2 \sum_{i \in[p]} \alpha_{i}\left(\varphi_{i}\left(x_{k}\right) v_{k}+\sum_{l \in[d]} \partial_{l} \varphi_{i}\left(x_{k}\right) t_{k l}\right) \\
& =\underset{\alpha \in \mathbb{R}^{p}}{\arg \min } \alpha^{\top} A \alpha-2 b^{\top} \alpha=A^{-1} b,
\end{aligned}
$$

where $A \in \mathbb{R}^{p \times p}$ and $b \in \mathbb{R}^{p}$ are defined as

$$
A_{i} j=\sum_{k \in[n]} \varphi_{i}\left(x_{k}\right) \varphi_{j}\left(x_{k}\right)+\left\langle\nabla \varphi_{i}\left(x_{k}\right), \nabla \varphi_{j}\left(x_{k}\right)\right\rangle, \quad b_{i}=\sum_{k \in[n]} \varphi_{i}\left(x_{k}\right) v_{k}+\left\langle\nabla \varphi_{i}\left(x_{k}\right), t_{k}\right\rangle
$$

A naive implementation leads to $O\left(n p^{2} d+n p d\right)$ flops and $O\left(p^{2}\right)$ bits to build those matrices, and $O\left(p^{3}\right)$ to solve $\alpha=A^{-1} b$. In the case where $\varphi_{i}=k_{x_{i}}$ with $k$ a dot-product or an invariant kernel, Proposition 1 shows how to reduce the time complexity to $O\left(n p^{2}+n p d\right)$ flops at the expense of a memory complexity in $O\left(p^{2}+n p\right)$ bits. Note that similarly to Proposition 1 the term $b$ can also be written in a simple form for structured kernels, although this does not reduce the overall complexity of building $b$.
Proposition 10. Assume that $\mathcal{X}$ is endowed with a scalar product. Given a kernel $k_{x}(y)=q(\|x-y\|)$ defined from $q: \mathbb{R} \rightarrow \mathbb{R}$, for $x, y, t \in \mathcal{X}$, it holds

$$
\begin{equation*}
\left\langle\nabla k_{y}(x), t\right\rangle=\frac{q^{\prime}(\|x-y\|)}{\|x-y\|}(x-y)^{\top} t \tag{23}
\end{equation*}
$$

Similarly for dot-product kernel $k_{x}(y)=q\left(x^{\top} y\right)$,

$$
\begin{equation*}
\left\langle\nabla k_{y}(x), t\right\rangle=q^{\prime}\left(x^{\top} y\right) y^{\top} t \tag{24}
\end{equation*}
$$

Proof. Once again, the proof follows from the application of the chain rule.

Propositions 1 and 10 explain our Hermite regression algorithms with dot-product kernel, Algorithm 4, and translationinvariant kernel, Algorithm 5

```
Algorithm 4: Hermite regression with dot-product kernel
Data: Data \(\left(x_{i}\right) \in \mathbb{R}^{n \times p}, V=\left(v_{i}\right) \in \mathbb{R}^{n},\left(t_{i}\right) \in \mathbb{R}^{n \times p}\), kernel \(k_{x}(y)=q\left(x^{\top} y\right)\).
Compute \(X=\left(x_{i}^{\top} x_{j}\right) \in \mathbb{R}^{p \times n}\) with \(p \leq n\);
Compute \(\Psi=q(X) q(X)^{\top} \in \mathbb{R}^{p \times p}\) elementwise;
Compute \(L=\left(q^{\prime}(X) q^{\prime}(X)^{\top}\right)\);
Update \(L_{i j} \leftarrow X_{i j} L_{i j}\) for all \(i, j \in[p]\);
Set \(A=L+\Psi\);
Compute \(T=\left(x_{i}^{\top} t_{j}\right) \in \mathbb{R}^{p \times n}\);
Update \(T \leftarrow q^{\prime}(X) \odot T\) with elementwise (Hadamard) product;
Compute \(b=q(X) V+T 1_{n} \in \mathbb{R}^{p}\) where \(1_{n}=(1)_{i \in[n]} \in \mathbb{R}^{n}\);
Solve \(\alpha=A^{-1} b\);
Set \(\hat{f}(x):=\sum_{i \in[p]} \alpha_{i} k_{x_{i}}(x)\).
```

Result: Hermite estimator $\hat{f}$

```
Algorithm 5: Hermite regression with distance kernel
Data: Data \(\left(x_{i}\right) \in \mathbb{R}^{n \times p}, V=\left(v_{i}\right) \in \mathbb{R}^{n},\left(t_{i}\right) \in \mathbb{R}^{n \times p}\), kernel \(k_{x}(y)=q(\|x-y\|)\).
Compute \(X=\left(x_{i}^{\top} x_{j}\right), \in \mathbb{R}^{p \times n}, D=\left(x_{i}^{\top} x_{i}\right) \in \mathbb{R}^{n}\);
Deduce \(N=\left(\left\|x_{i}-x_{j}\right\|\right) \in \mathbb{R}^{p \times n}\) and \(T=q^{\prime}(N) / N\);
Initialize \(L=0 \in \mathbb{R}^{p \times p} ; \Psi=q(N) q(N)^{\top} \in \mathbb{R}^{p \times p}\);
for \(k \in[n]\) do
        Set \(\gamma_{i j}^{(k)}:=\left(D_{k}-X_{i k}-X_{j k}+X_{i j}\right)\);
        Update \(L_{i j} \leftarrow L_{i j}+\gamma_{i j}^{(k)} T_{i k} T_{j k} ;\)
Set \(A=L+\Psi\);
Compute \(T=-\left(x_{i}^{\top} t_{j}\right) \in \mathbb{R}^{p \times n}\);
Update \(T_{i j} \leftarrow T_{i j}+x_{j}^{\top} t_{j}\) for all \(i \in[p], j \in[n]\);
Update \(T \leftarrow T \odot\left(q^{\prime}(N) / N\right)\) with elementwise (Hadamard) product;
Compute \(b=q(N) V+T 1_{n} \in \mathbb{R}^{p}\) where \(1_{n}=(1)_{i \in[n]} \in \mathbb{R}^{n}\);
Solve \(\alpha=A^{-1} b\);
Set \(\hat{f}(x):=\sum_{i \in[p]} \alpha_{i} k_{x_{i}}(x)\).
Result: Hermite estimator \(\hat{f}\)
```


[^0]:    ${ }^{1}$ Our Python library can be downloaded through the command line \$ pip install klap, or built from the source code

[^1]:    ${ }^{2}$ In all the following, we use the notation $[n]=\{1,2, \ldots, n\}$.
    ${ }^{3}$ Laplacians are usually defined as negative self-adjoint operators $-\nabla^{*} \nabla$ as for the usual Laplacian $\Delta=\sum \partial_{i i}^{2}$ which corresponds to adjunction with respect to $L^{2}(\mathrm{~d} x)$ endowed with the Lebesgue measure. This paper rather uses the graph-based convention where Laplacians are positive self-adjoint operators.

[^2]:    ${ }^{4}$ Reciprocally, diffusion models have been proposed as some form of power methods to estimate eigen decomposition by Han et al. (2020).

[^3]:    ${ }^{5}$ To see this, plug $p=n^{1 / 2}$ into the complexity bounds in $O\left(n p^{2}+n p d\right)$ and $O(n p)$ of the next paragraph.

[^4]:    ${ }^{6}$ In practice, one might regularize the system as $(L+\varepsilon I, \Psi)$ or $(L, \Psi+\varepsilon I)$ for a small regularizer $\varepsilon>0$ to avoid diverging solution $\alpha_{i}=+\infty$ due to inversion instability, especially if the eigenfunctions of $\mathcal{L}$ do not belong to our parametric models.

[^5]:    ${ }^{7}$ In the literature, $\mathcal{L}$ is often rewritten as the integral operator associated with the kernel $p\left(\xi, \xi^{\prime}\right) / \sqrt{p(\xi) p\left(\xi^{\prime}\right)}$ assuming that $p(\xi)=p(x)$, with $p$ denoting the different densities against the Lebesgue measure (assumed to exist) (HaoChen et al. 2021, Lee et al. 2021; Deng et al. 2022).

[^6]:    ${ }^{8}$ The left part of the plot actually shows a better scaling then linear which can be explained by the fact that we are plotting $t_{n} \simeq$ $c_{1} n p^{2}+c_{2} p n d+c_{3} p^{3}$ with $c_{3}$, due matrix inversion, expected to be much bigger than $c_{1}$ and $c_{2}$, due to matrix multiplication.

