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Abstract

Fully supervised models are predominant in Bayesian active learning. We argue that their neglect of the information present in unlabelled data harms not just predictive performance but also decisions about what data to acquire. Our proposed solution is a simple framework for semi-supervised Bayesian active learning. We find it produces better-performing models than either conventional Bayesian active learning or semi-supervised learning with randomly acquired data. It is also easier to scale up than the conventional approach. As well as supporting a shift towards semi-supervised models, our findings highlight the importance of studying models and acquisition methods in conjunction.

1 Introduction

Bayesian active learning (Gal et al, 2017; Houlsby et al, 2011; Kirsch, 2023a; MacKay, 1992a,b) involves seeking the most informative labels for training a given model. The model is the basis not only for prediction but also for deciding what data to acquire, with the latter requiring a notion of how the model’s uncertainty will change after updating on new data. Choosing the right model is therefore critical to success.

We make a case against the fully supervised models conventionally used in Bayesian active learning (Atighechian et al, 2020; Beluch et al, 2018; Bickford Smith et al, 2023; Chitta et al, 2018; Gal et al, 2017; Houlsby et al, 2011; Jeon, 2020; Kirsch, 2023a,b,c; Kirsch et al, 2023, 2019; Murray et al, 2021; Pinsler et al, 2019; Pop & Fulop, 2018; Tran et al, 2019). Crucially these models do not account for all the information at hand: they neglect the rich information often conveyed by unlabelled data, which is usually assumed to be cheaply available (Lewis & Gale, 1994; Settles, 2012). This neglected information can be critical to both making predictions and estimating the reducible uncertainty present in the model. As a result the conventional approach can fail to appropriately target the novel information that new labels can provide.

This problem is exacerbated by the common practice of using big models and assuming all the model parameters will be updated after each data-acquisition step. The consequences of this include significant redundancy in parameter uncertainty and inconsistencies in reducible-uncertainty estimation. While the former might be addressed by focusing on predictions instead of parameters (Bickford Smith et al, 2023), the latter remains a thorny problem. The (implicit) priors used in practice can poorly reflect our beliefs about the reducible uncertainty present in the model, and it is usually not possible to accurately approximate the Bayesian updates that formal notions of reducible uncertainty assume (Sharma et al, 2023). Difficulties like these can pose a barrier to capturing how a model’s uncertainty will change as new data is acquired.

Targeting updates in all the model parameters can additionally be computationally demanding. Even when resorting to crude inference approximations or heuristics, updating all the model parameters after each data-acquisition step tends to be costly, and estimating the model’s reducible uncertainty can also be challenging. These high costs limit the applicability of conventional Bayesian active learning and often necessitate additional approximations (Kirsch et al, 2019).

We argue that all these problems can be addressed by rethinking the conventional model setup with an emphasis on the specific needs of Bayesian active learning. In particular we suggest the field should shift towards using semi-supervised models that can capitalise on unlabelled data while also producing useful estimates of their reducible uncertainty.

To this end we propose a simple framework: pretrain a deterministic encoder on unlabelled data, then train a stochastic prediction head using Bayesian active learn-
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ing. The encoder (which we choose to keep fixed) allows us to incorporate relevant information from the unlabelled data into the model, and contains much of the model’s processing power. The prediction head is then a more lightweight component that captures label information and that, relative to the conventional model setup, supports more faithful estimation of the model’s reducible uncertainty by allowing cheaper and more accurate updates as new data is acquired.

Our approach can produce notably better predictive performance than the conventional alternative of using fully supervised models (see Figure 1). It also significantly reduces the computational cost of training and acquisition. As a result it opens up new practical use cases, including scaling up to high-dimensional input spaces and large pools of unlabelled data.

Given its simplicity and benefits, why is this approach not already the default in Bayesian active learning? One explanation is an implicit assumption in past work that acquisition methods can be studied in isolation from considerations about the model. We suggest this assumption is misguided: accounting for unlabelled data has a fundamental effect on what labels should be acquired. Another explanation is a degree of ambiguity in the literature about the benefit of active learning, Bayesian or otherwise, when using semi-supervised models (see Section 5). We show that using the right acquisition method is key to the success of semi-supervised Bayesian active learning. In particular we find that EPIG (Bickford Smith et al, 2023), a prediction-oriented method, produces more consistent gains over random acquisition than BALD (Houlsby et al, 2011), a parameter-oriented method, does.

Our contribution is thus threefold. First, we explain why the fully supervised models predominantly used in Bayesian active learning can undermine data acquisition. Second, we set out a framework for using semi-supervised models instead, and show empirically that this outperforms training the same models on randomly acquired labels. Third, we provide some clarity on how the field can move forward: it should embrace semi-supervised models and carefully study the interplay between models and acquisition methods.

2 Background

We focus on learning a probabilistic predictive model, \( p_\theta(y|x) \), where \( x \) is an input and \( y \) is a label. We assume there are some underlying stochastic model parameters, \( \theta \sim p_\theta(\theta) \), defined such that

\[
p_\theta(y|x) = E_{p_\theta(\theta)}[p_\theta(y|x, \theta)]
\]

\[
p_\theta(y_1, y_2|x_1, x_2) = E_{p_\theta(\theta)}[p_\theta(y_1|x_1, \theta)p_\theta(y_2|x_2, \theta)]
\]

Active learning (Atlas et al, 1989; Settles, 2012) is the process of training a model on data selected by an algorithm. In the context of supervised learning the algorithm decides which labels to acquire, commonly over a series of steps. Each step, \( t \), comprises three substeps. First, the algorithm selects a query input, \( x_t \), or a batch of inputs, often by optimising an acquisition function. In pool-based active learning (Lewis & Gale, 1994), the setting we focus on in this work, the set of candidate inputs is a fixed pool, \( \mathcal{P}_{\text{pool}} = \{x_i\}_{i=1}^N \). Second, the algorithm obtains a label, \( y_t \), from the true conditional label distribution, \( p(y|x = x_t) \), and adds \( (x_t, y_t) \) to the training dataset, \( \mathcal{D}_{\text{train}} \). Third, the model, \( p_\theta(y|x) \), is updated on \( \mathcal{D}_{\text{train}} \).

Bayesian experimental design (Chaloner & Verdinelli, 1995; Lindley, 1956; Rainforth et al, 2024) is a rigorous framework for identifying what data we expect to yield the most information gain in a quantity of interest, \( \psi \). Given a joint distribution, \( p(y, \psi|x) \), the information gain in \( \psi \) due to new data, \( (x, y) \), is the reduction in Shannon entropy in \( \psi \) that results from updating on \( (x, y) \). For a given \( x \) the expected information gain over possible realisations of \( y \) is

\[
\text{EIG}_\psi(x) = E_{p_\theta(y|x)}[H[p(\psi)] - H[p(\psi|x, y)]]
\]

where \( p_\theta(y|x) = E_{p(\psi)}[p(y|x, \psi)] \) is the marginal predictive distribution and \( p(\psi|x, y) \propto p(y, \psi|x) \) is the
posterior that results from a Bayesian update on \((x, y)\). This quantity can be recognised as \(I(\psi; y|x)\), the mutual information between \(\psi\) and \(y\) given \(x\).

**Bayesian active learning** (Gal et al, 2017; Houlsby et al, 2011; Kirsch, 2023a; MacKay, 1992a,b) is a form of active learning that uses acquisition functions derived from the framework of Bayesian experimental design. Traditionally it has targeted information gain in the model parameters, \(\theta\), by using the BALD score (Houlsby et al, 2011), \(\text{BALD}(x) = \text{EIG}_\theta(x)\), as the acquisition function. Recent work (Bickford Smith et al, 2023) noted the typically prediction-oriented nature of machine learning and showed the benefit of instead targeting information gain in \(y^*\), the model’s prediction on a random target input, \(x^*\). This yields the expected predictive information gain, 
\[
\text{EPIG}(x) = \mathbb{E}_{p_\theta(y|x)} \left[ \mathbb{H}[p_\theta(y^*|x^*)] - \mathbb{H}[p_\theta(y^*|x^*, x, y)] \right].
\]
This is equivalent to \(I((x^*, y^*); y|x)\), the mutual information between \((x^*, y^*)\) and \(y\) given \(x\). Whereas BALD targets a global reduction in parameter uncertainty, EPIG targets only reductions in parameter uncertainty that correspond to reduced predictive uncertainty on \(x^*\). As an expected value over target inputs, EPIG explicitly accounts for the input distribution.

**Unsupervised pretraining** (Bengio et al, 2006; Bommasani et al, 2021; Hinton et al, 2006; Ranzato, 2006) is a way to distil information from unlabelled data into a model, with the aim of improving the model’s performance on downstream tasks. It is common practice to construct a model composed of two parts: an encoder that maps a given input to a latent representation, and a prediction head that maps the latent representation to a predictive distribution. The encoder is trained on unlabelled data (pretraining), then either the whole model or just the prediction head is trained on labelled data (finetuning). This two-step training scheme produces a semi-supervised model, incorporating both labelled and unlabelled data.

### 3 Problems with current models

Unlabelled data can provide a significant amount of information helpful for downstream predictive tasks, as demonstrated by cases like few-shot learning in vision models (Chen et al, 2020c) and in-context learning in language models (Brown et al, 2020). A key aspect of this information relates to the underlying input manifold, knowledge of which lets the model make better similarity judgements between inputs and thus produce more appropriate predictive correlations. Such correlations are crucial to downstream uncertainty estimation (Osband et al, 2022a,b; Wang et al, 2021).

The fully supervised models widely used in Bayesian active learning—examples include supervised deep ensembles (Beluch et al, 2018; Chitta et al, 2018) and supervised dropout networks (Atighchian et al, 2020; Gal et al, 2017; Kirsch, 2023c; Kirsch et al, 2019)—cannot directly capture the information present in unlabelled data, as inputs without labels do not convey information under such models. A consequence of this is well documented in multiple studies of other active-learning approaches (see Section 5): the model suffers a direct reduction in predictive performance.

Another consequence, one specific to Bayesian active learning, has been overlooked in past work: not accounting for unlabelled data undermines our estimation of the model’s reducible uncertainty and therefore poses a challenge to acquiring informative labels. One perspective on this is that the model’s predictive correlations are much worse than they would be if unlabelled data were incorporated. An alternative (and related) perspective is that failing to incorporate known relevant information into the model from the start leads to reducible uncertainty in the model that need not exist, which in turn leads to spending precious labels gathering the very same information.

The problem here is particularly pertinent when using big models and assuming all the model parameters will be updated after each data-acquisition step. This is partly because big models complicate prior specification. In principle we can incorporate information from unlabelled data into a fully supervised model by analysing the data and encoding our insights into the prior beliefs that we specify (Gelman et al, 2013; Kruschke, 2014). But working with big models and lots of unlabelled data often makes this infeasible (Fortuin, 2021; Tran et al, 2022; Wenzel et al, 2020).

On top of the issue of prior specification is that of non-Bayesian updating on new data. Whenever we use a form of reducible uncertainty, such as BALD or EPIG, we implicitly assume new data will be incorporated using an exact Bayesian update (Rainforth et al, 2024). Yet the high parameter counts seen in practice typically necessitate updating schemes that do not match the Bayesian ideal, including those based on inaccurate inference approximations (Farquhar, 2022; Sharma et al, 2023). This introduces a mismatch between the assumed and actual updates, reducing the correspondence between how informative new data is estimated to be and how informative it actually is. Targeting the best data can thus become challenging.

A further problem is the computational cost of active-learning steps. Updates on new data can be expensive even if they are not Bayesian. Estimating the model’s reducible uncertainty for data-acquisition decisions is also potentially costly. While the extra overall com-
across all the methods considered, the model has high total uncertainty on many test inputs after training on a small dataset and then has much lower total uncertainty after training on a bigger one. This reveals the uncertainty estimates to often be overly pessimistic, with a significant fraction of the model’s uncertainty deemed to be irreducible. Failing to appropriately decompose the model’s uncertainty can have a critical effect on Bayesian active learning: it directly affects which inputs are prioritised for labelling.

4 A semi-supervised approach to Bayesian active learning

We now address how to effectively incorporate unlabelled data into Bayesian active learning. Our proposal is a simple semi-supervised framework: pretrain a deterministic encoder on unlabelled inputs, then train a stochastic prediction head through Bayesian active learning. The idea is that the encoder (which we keep fixed) will capture much of the information present in the unlabelled data, while the prediction head will encapsulate the information we gather from labelled data and help guide acquisition by capturing a notion of the model’s reducible uncertainty.

4.1 Semi-supervised model

The basis of our framework is to split the predictive model into an encoder, $g$, and a prediction head, $h$:

$$ p_{\phi}(y|x) = \mathbb{E}_{p_{\phi}(\theta_h)}[p_{\phi}(y|g(x), \theta_h)] $$

where $\theta_h \sim p_{\phi}(\theta_h)$ represents the parameters of the prediction head and $p_{\phi}(y|g(x), \theta_h)$ is the predictive distribution for a given configuration of $\theta_h$.

The encoder is pretrained on unlabelled data and then treated as a fixed function with no stochastic parameters (see Section 4.2). Any pretraining method can be used, with a preference for methods that give strong downstream predictive performance. Because the encoder is deterministic and only needs to be trained once, it can be big and have a lot of processing power while still avoiding the issues discussed in Section 3.

The prediction head, in contrast, is updated as new labels are acquired and conforms to the setup described in Section 2. Typically it can be significantly more lightweight than either the encoder or the fully supervised models conventionally used in Bayesian active learning. This is partly because the amount of unlabelled data typically dwarfs the label budget, and in such settings this model setup supports good predictions (Assran et al, 2022; Chen et al, 2020c; Hénaff et al, 2020) and uncertainty estimation (Daxberger et al, 2021; Kristiadi et al, 2020; Sharma et al, 2023;
Snoek et al, 2015). It is also because using a smaller prediction head allows cheaper and more consistent parameter updates on new data (see Section 4.2).

Importantly the model’s reducible uncertainty is now dictated entirely by \( p_\phi(\theta_h) \). For example, BALD, which measures the total reducible uncertainty in the model parameters, can be written as BALD(\( x \)) = \( I((\theta_g, \theta_h); y|x) = I(\theta_h; y|x) \), due to the fact that the encoder parameters, \( \theta_g \), are not random.

4.2 Fixing the encoder

A key decision when using a pretrained encoder is whether to keep it fixed or finetune it along with the prediction head. We suggest that fixing the encoder is a sensible default in our framework (though occasionally updating it using semi-supervised representation learning might sometimes be helpful). Our reasons for this draw on insights from Bayesian experimental design along with more practical considerations.

4.2.1 Update consistency

In Section 3 we explained that data-acquisition decisions can be undermined by a mismatch between the exact Bayesian update assumed by formal notions of reducible uncertainty and the actual update made in practice. Finetuning the encoder thus introduces a difficult technical issue: regardless of how we do it, it substantially increases the scope for a mismatch between assumed and actual updates. On the one hand we could use a deterministic encoder and update some or all of its parameters in each active-learning step. Here the update mismatch would be because only distributional updates on the model’s stochastic parameters are accounted for when estimating the model’s reducible uncertainty. On the other hand we could use a stochastic encoder and update it through approximate inference. Here the update mismatch would be due to inaccuracies in the approximation scheme.

The model setup we propose can help mitigate this issue. It makes consistent updating more viable by focusing updates on the lightweight prediction head.

4.2.2 Computational cost

Bayesian active learning becomes considerably cheaper computationally when we use a powerful fixed encoder. One reason for this is that we only need to make updates to \( p_\phi(\theta_h) \) at each active-learning step, with any associated inference much easier for this small subset of the model parameters than for all of them. Another key reason is that we reduce the number of encoder forward passes we have to compute: we only need to pass the inputs through the encoder once at the start of active learning to precompute \( \{ g(x_i) \}_{i=1}^N \), whereas in the conventional setup we need to evaluate the full model each time we use \( p_\phi(y|x, \theta) \).

This reduction in computational cost can matter a lot in practice. Training a powerful predictive model tends to require a lot of computation. The pretraining step in our framework amortises this computation, shifting it outside the active-learning loop. We can thus get the benefit of active learning—the ability to spend extra computation to deal with high labelling costs—without introducing big delays as the model’s parameter distribution updates or as its uncertainty is estimated. This opens up use cases that otherwise might be impractical, such as human-in-the-loop labelling.

4.3 Acquisition function

While it is well established that using semi-supervised models leads to better predictive performance, some past empirical studies have raised doubts about the benefit of active learning in these models (see Section 5). This appears to contradict our argument that incorporating information from unlabelled data should lead to better decisions about what data to acquire. A partial explanation for this apparent contradiction is the data used in these studies. The need for active learning is clearest when there is a big disparity between the most and least relevant inputs to label. Past studies have commonly used carefully curated pools of unlabelled data, which provide an unrepresentative boost to the performance of random acquisition.

An important additional explanation is that previous evaluations of Bayesian active learning have overwhelmingly focused on BALD acquisition (Atighchian et al, 2020; Beluch et al, 2018; Burkhardt et al, 2018; Chitta et al, 2018; Chittka et al, 2018; Gal et al, 2017; Houlsby et al, 2011; Jeon, 2020; Kirsch, 2023b,c; Kirsch et al, 2023, 2019; Lee & Kim, 2019; Murray et al, 2021; Osband et al, 2023; Pop & Fulop, 2018; Tran et al, 2019). Recent work showed that BALD can exhibit serious pathologies when our aim is to maximise predictive performance, motivating the use of EPIG as an alternative (Bickford Smith et al, 2023). In our own experiments we often find EPIG to be a key contributor to the success of semi-supervised Bayesian active learning: BALD can perform worse than random acquisition, while EPIG produces a reliable improvement.

Crucial to this success, we believe, is that EPIG directly targets information about downstream predictions. Adapting a result from Bernardo (1979) clarifies the relationship between the two acquisition functions.

**Proposition 1** \( \text{EPIG}(x) \leq \text{BALD}(x) \), with equality if \( y_\ast \) is a one-to-one function of \( \theta \) for all \( x_\ast \).
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Proof Using the chain rule for mutual information, we can equate two ways of writing \( I(y; y^*, \theta|x, x^*) \):

\[
I(y; \theta|x, x^*) + \mathbb{E}_{p_\theta(\theta)} I(y; y^*|x, x^*, \theta) = I(y; y^*|x, x^*) + \mathbb{E}_{p_\theta(y^*|x^*)} I(y; \theta|x, x^*, y^*) .
\]

Now we note that \( I(y; y^*|x, x^*, \theta) = 0 \) because the model’s predictions are independent if we condition on \( \theta \). We also note that \( I(y; \theta|x, x^*, y^*) \geq 0 \), so

\[
I(y; \theta|x, x^*) - I(y; y^*|x, x^*) \geq 0.
\]

Taking an expectation over \( p(x^*) \) and noting that \( I(y; \theta|x, x^*) = I(y; \theta|x) = \text{BALD}(x) \) now gives the desired inequality. This in turn gives an equality if \( y^* \) is a one-to-one function of \( \theta \) for all \( x^* \) because that implies \( I(y; \theta|x, x^*) = I(y; y^*|x, x^*) \), since the mutual information between two variables is invariant to invertible transformations (Cover & Thomas, 2005). \( \square \)

With this we can interpret EPIG as a “filtered” version of BALD that only retains information relevant to the model’s predictions on the task of interest. As a result it avoids BALD’s pathology of acquiring data that is informative with respect to the model’s parameters but not its downstream predictions. EPIG’s role in our framework can therefore be seen as complementary to that of unsupervised pretraining: pretraining provides breadth, capturing much of the information that might be useful, while EPIG provides the ability to hone in on the task of interest.

5 Related work


The recent work most directly related to ours is that which includes empirical evaluations of BALD acquisition in combination with semi-supervised models. (EPIG has not previously been tested with such models.) The findings of the evaluations have been mixed: some show BALD outperforming random acquisition while others show it performing the same or worse.

Some of the most positive results have been found on language datasets. Burkhardt et al (2018) used a semi-supervised variational autoencoder and BALD acquisition in the context of classifying social-media posts, and demonstrated benefits both from incorporating unlabelled data and from active data acquisition. Seo et al (2022) combined unsupervised pretraining with active learning and found BALD gave consistent gains over random acquisition on relation-extraction and sentence-classification tasks. Osband et al (2023) studied a similar method on a range of text-classification tasks and saw BALD perform strongly.

BALD has performed less convincingly in computer-vision evaluations. Mittal et al (2023) reported positive results on semantic-segmentation datasets. But Sener & Savarese (2018), Hacohen et al (2022), Yehuda et al (2022) and Lüth et al (2023) found BALD sometimes performed better and other times worse than random acquisition on image-classification datasets.

In the broader literature there has also been a degree of ambiguity about the benefit of active learning (relative to training on randomly acquired data) when using semi-supervised models. A number of methods for semi-supervised active learning have been found to beat non-active counterparts in evaluations focusing on computer vision (Bhatnagar et al, 2020; Chu et al, 2022; Ebrahimim et al, 2020; Gao et al, 2020; Gudovskiy et al, 2020; Guo et al, 2016, 2021a,b; Hacohen et al, 2022; Huang et al, 2021; Liu et al, 2023; Margatina et al, 2022; Mittal et al, 2023; Mohamadi et al, 2022; Mottaghi & Yeung, 2019; Pourahmadi et al, 2021; Rhee et al, 2017; Rottmann et al, 2018; Sener & Savarese, 2018; Shui et al, 2020; Tamkin et al, 2022; Wang et al, 2020; Yang et al, 2015; Yehuda et al, 2022; Yi et al, 2022; Zhang et al, 2024, 2020), natural-language processing (Ein-Dor et al, 2020; Maekawa et al, 2022; Seo et al, 2022; Tamkin et al, 2022; Yuan et al, 2020), molecular-property prediction (Hao et al, 2020; Zhang & Lee, 2019) and speech recognition (Drugman et al, 2016). Methods notable for their simplicity and their strong performance on standard problems include three that use unsupervised pretraining and that base data acquisition on different approaches to covering the input space: ProbCover (Yehuda et al, 2022), TypiClust (Hacohen et al, 2022) and a method based on k-means clustering (Pourahmadi et al, 2021).

Alongside the studies reporting positive results have been several casting doubt on how helpful active learning is when using a semi-supervised model. Bengar
et al (2021), Chan et al (2021), Mittal et al (2019) and Siméoni et al (2020) all evaluated multiple acquisition methods on multiple image-classification datasets and found no acquisition method reliably outperformed random acquisition once unlabelled data had been incorporated into the model. Likewise none of the acquisition methods tried by Gleave & Irving (2022) improved over random acquisition in the context of text classification using a pretrained model.

6 Experiments

To help resolve some of the ambiguity in the literature and to validate our proposed framework, we evaluated variants of Bayesian active learning on a range of tasks. We focused on image classification, in line with much of the literature on foundational active-learning methodology (see Section 5). Details about the data, models and active-learning setup we used are given in Appendix B. Code for reproducing our results is available at github.com/fbickfordsmith/epig.

6.1 Semi-supervised models outperform fully supervised ones but BALD is unreliable

We first set out to understand the interplay between semi-supervised models and BALD-based active learning, since past work leaves it unclear what to expect from the combination (see Section 5). Using the MNIST (LeCun et al, 1998), dSprites (Matthey et al, 2017) and CIFAR-10 (Krizhevsky, 2009) datasets, we evaluated BALD-based active learning with fully supervised and semi-supervised models.

We find that using a semi-supervised model instead of a fully supervised one leads to better predictive performance, but also that BALD does not reliably help on top of this (see Figure 1). This finding is in line with results from multiple past studies. A plausible explanation is that, despite the model incorporating information from unlabelled data and supporting better uncertainty estimation, the type of uncertainty reduction that BALD targets causes irrelevant data to be acquired. The results might thus indicate a need for more targeted information-seeking.

6.2 EPIG produces a reliable boost over both BALD and random acquisition

We next investigated whether acquiring data using EPIG addresses the problems associated with using BALD. Returning to the datasets and semi-supervised models from before, we ran active learning with EPIG.

Our results show EPIG convincingly outperforming random acquisition in cases where BALD fails to (see Figure 1). Referring to our discussion in Section 4, we can understand this to be a result of EPIG being more specific in the information it favours, with the pretrained encoder supporting effective judgements of similarity between inputs and thus helping to target information relevant to downstream prediction.

EPIG’s advantage over BALD is also clear when we consider their sensitivity to changes in the semi-supervised model. Revisiting MNIST with changes to the encoder and prediction head, we see in Figure 3 that BALD’s performance is even shakier than the results in Figure 1 let on: it does not convincingly outperform random acquisition when we switch from the SimCLR encoder to the VAE encoder. EPIG shows greater robustness to changes in the model.

6.3 The semi-supervised approach works with messy data and at scale

We then evaluated our approach in scenarios that capture aspects of working with messy data in practical applications, contrasting with the relatively well-curated and small-scale datasets from before. To this end we first looked at “redundant” variants of MNIST and CIFAR-10, in which the pool of unlabelled data contains many more classes than the ones we want to discriminate between (Bickford Smith et al, 2023).

The strong performance we see on Redundant MNIST and Redundant CIFAR-10 (see Figure 4) has impor-
For example, ProbCover’s reported performance on methods have been found to perform well in past work. (Yehuda et al, 2022) and TypiClust (Hacohen et al, 2018), greedy maximum entropy (Settles & Craven, 2008), BADGE of context we evaluated six extra acquisition methods: insect, monkey, truck and other. For a better sense Miller, 1995): bird, boat, car, cat, dog, fruit, fungus, insect, monkey, truck and other. Through unsupervised pretraining we can capitalise on the information encoded in unlabelled inputs, and through EPIG-based data acquisition we can avoid the trap of gathering labels for obscure inputs that have limited relevance to the task of interest. We have shown that the fully supervised models pre- dominate in Bayesian active learning are problematic. In particular, by not accounting for the information present in unlabelled data, they undermine the pursuit of useful novel information. We have identified a simple semi-supervised framework as an appealing solution. While previous work has seen mixed results on the benefits of active learning with semi-supervised models, we have shown that using EPIG, a prediction-oriented acquisition function, can consistently provide improvements over random acquisition.

7 Conclusion

We have shown that the fully supervised models predominantly used in Bayesian active learning are problematic. In particular, by not accounting for the information present in unlabelled data, they undermine the pursuit of useful novel information. We have identified a simple semi-supervised framework as an appealing solution. While previous work has seen mixed results on the benefits of active learning with semi-supervised models, we have shown that using EPIG, a prediction-oriented acquisition function, can consistently provide improvements over random acquisition.

Figure 4 BALD and EPIG provide especially big gains in predictive performance relative to random acquisition when the pool of unlabelled data is not carefully curated.

Figure 5 Semi-supervised Bayesian active learning performs strongly on ImageNet data, with EPIG producing a particularly notable boost over random acquisition.

Figure 6 Semi-supervised Bayesian active learning is much faster than the conventional fully supervised approach, with the speedup increasing as we scale to harder datasets and use more powerful encoders. We report the mean duration of an active-learning step with EPIG acquisition, and the speedup from using the semi-supervised approach. To give an indication of encoder power, we report the time taken to encode a batch of 256 inputs (mean across seven runs on an Nvidia GeForce RTX 2080 Ti).
Our findings suggest a crucial update for the field. Work on Bayesian active learning has largely been disconnected from that on semi-supervised learning. This implicitly assumes that results from studying fully supervised models cleanly translate to semi-supervised models. Empirical results from both prior work and our own show this assumption to be misguided. At the same time, obtaining useful methodological insights requires studying the tools practitioners actually use, and few practitioners would neglect to make good use of unlabelled data. Research on Bayesian active learning should embrace a shift to semi-supervised models.
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A Extra results

![Graphs showing test accuracy for different sizes of labelled data across various datasets.](image)

**Figure 7** EPIG outperforms non-Bayesian acquisition methods in the settings previously covered in Figures 1 and 4. Unlike in Figure 5, BADGE and maximum entropy are not shown here because the former does not by default work with random forests (Kirsch, 2023b) and the latter is equivalent to BALD when using random forests.

![Graphs showing purity for different datasets with varying ball radius.](image)

**Figure 8** ProbCover has a “ball radius” parameter that needs to be tuned for the particular representation being used. Shown here are the results we used to choose the ball radius to ensure a “purity” of 0.95, in line with Yehuda et al (2022).

B Experiment details

B.1 Experiment in Section 3

Using MNIST data (LeCun et al, 1998) and the two-convolutional-layer model architecture from Kirsch et al (2019), we investigated the uncertainty estimates produced by four approaches to Bayesian deep learning:

2. Laplace approximation (Denker & LeCun, 1990; MacKay, 1992c) using a diagonal posterior covariance matrix and a standard Gaussian prior, $\mathcal{N}(0, I)$, when determining the posterior covariance.
3. Monte Carlo dropout (Gal & Ghahramani, 2016) using a dropout rate of 0.5.
4. Mean-field variational inference (Hinton & van Camp, 1993) using a Gaussian variational posterior, a standard Gaussian prior, $\mathcal{N}(0, I)$, and the local reparameterisation trick (Kingma et al, 2015) during training.

With each approach we trained models on labelled datasets (randomly sampled and balanced by class) of two different sizes, $N = 10$ and $N = 10,000$, then we estimated the models’ uncertainty on the MNIST test set. For training we used the same setup as described in Appendix B.2.4, except with a validation set of 1,000 examples.
For uncertainty estimation we considered the decomposition discussed by Smith & Gal (2018):

$$\text{BALD}(x) = H\left[\mathbb{E}_{p_{\theta}(\theta)}[p_{\phi}(y|x, \theta)]\right] - \mathbb{E}_{p_{\theta}(\theta)}[H[p_{\phi}(y|x, \theta)]]$$.

While deep ensembles permit exact computation of the required expectations over $p_{\phi}(\theta)$, the other approaches require Monte Carlo estimation of those expectations, for which we used 1,000 parameter samples.

### B.2 Experiments in Section 6

#### B.2.1 Data

We focused on four datasets: MNIST (LeCun et al, 1998), dSprites (Matthey et al, 2017), CIFAR-10 (Krizhevsky, 2009) and ImageNet (ILSVRC2012) (Russakovsky et al, 2014). dSprites is less commonly studied than the others in the context of active learning but appeals because it is simple—the inputs are black-and-white images of symbols with known factors of variation, including the symbol shape (ellipse, heart or square), which we use as the class—yet harder than MNIST for fully supervised models, and a number of pretraining methods have been developed with it in mind (Burgess et al, 2017; Chen et al, 2018; Higgins et al, 2017; Kim & Mnih, 2018).

In addition to studying the standard versions of MNIST and CIFAR-10, we looked at “redundant” versions in which the unlabelled pool remains as before but the task of interest involves classifying inputs from just two classes (1 vs 7 for MNIST; cat vs dog for CIFAR-10). All the remaining classes were grouped into a third “other” class during acquisition and training. At test time we treated the model as a binary classifier between the two classes of interest. This test-time setup differs from that used by Bickford Smith et al (2023) in the original Redundant MNIST experiment; we used it because it more faithfully reflects the assumptions of the task setup.

Our ImageNet experiment focuses on classifying images into eleven superclasses based on the WordNet semantic hierarchy (Engstrom et al, 2019; Miller, 1995): bird (52 classes), boat (6 classes), car (10 classes), cat (8 classes), dog (116 classes), fruit (7 classes), fungus (7 classes), insect (27 classes), monkey (13 classes), truck (7 classes) and other (747 classes). Contrasting with our experiment based on Redundant MNIST and Redundant CIFAR-10, in this experiment we aimed to simulate scenarios where we cannot be sure that test inputs will belong to the main classes of interest. So here we defined the test set to include all the examples from the main superclasses but additionally a small number of examples from the “other” superclass. Inducing a mismatch between the pool set and the test set in terms of their class distributions, we set up the pool of candidate inputs for labelling to have an equal number of inputs from each of the 1,000 ImageNet classes.

#### B.2.2 Models

**Main semi-supervised models** We proposed model setup comprises an encoder and a prediction head. We tailored our choice of encoder architecture and pretraining technique to each dataset, mostly based on the performance of publicly available model checkpoints in evaluations using randomly acquired data. For MNIST we used the two-convolutional-layer architecture from Kirsch et al (2019), with dropout disabled, and SimCLR pretraining (Chen et al, 2020b); for dSprites, the architecture from Burgess et al (2017) and $\beta$-TCVAE pretraining (Chen et al, 2018); for CIFAR-10, the ResNet-18 architecture from He et al (2015) and MoCo v2 pretraining (Chen et al, 2020a); for ImageNet, the ViT-B/4 architecture from Dosovitskiy et al (2021) and MSN pretraining (Assran et al, 2022). In our choice of prediction heads we sought a simple off-the-shelf option. For MNIST, dSprites and CIFAR-10 we therefore used a random forest (Breiman, 2001) configured using the default settings in Scikit-learn (Pedregosa et al, 2011). This prediction head performed poorly on ImageNet, so there we used a dropout-enabled fully connected neural network with a dropout rate of 0.1 and three hidden layers of 128 units.

**Fully supervised models** We chose fully supervised models to match the size of the semi-supervised models. For MNIST we used the two-convolutional-layer model from Kirsch et al (2019) with their dropout rate of 0.5; for dSprites, the encoder from Burgess et al (2017) combined with a stack of dropout-enabled fully connected layers (with a dropout rate of 0.05); for CIFAR-10, a ResNet-18 modified to incorporate two additional dropout-enabled fully connected layers (with a dropout rate of 0.5) before the final layer, as used by Kirsch et al (2021).

**Alternative semi-supervised models** In order to investigate the sensitivity of BALD and EPIG acquisition to changes in the semi-supervised model, we looked at alternative model setups for MNIST. For the encoder we...
tried using the same architecture as we used for dSprites but trained as part of a standard variational autoencoder (Kingma & Welling, 2014; Rezende et al, 2014). For the prediction head we tried a fully connected neural network with one hidden layer of 128 units, using Laplace approximation to infer a parameter distribution (for this we used a standard Gaussian prior, $N(0, I)$, and a diagonal, tempered posterior (Aitchison, 2021), with tempering implemented by raising the likelihood term to a power of $\text{dim}(\theta_h)$, the parameter count of the prediction head).

### B.2.3 Active learning

We initialised the training dataset by sampling two examples from each class, then we ran the loop described in Section 2 until the training-label budget (1,000 for ImageNet; 300 for the other datasets) was used up. We evaluated a number of acquisition methods: random, BALD (Houlsby et al, 2011), EPIG (Bickford Smith et al, 2023), maximum entropy (Settles & Craven, 2008), BADGE (Ash et al, 2020), greedy $k$ centres (Sener & Savarese, 2018), $k$ means (Pourahmadi et al, 2021), ProbCover (Yehuda et al, 2022) and TypiClust (Hacohen et al, 2022). To estimate BALD and EPIG we used the same setup as Bickford Smith et al (2023): we used 100 realisations of $\theta_h$ (for random forests this meant using the individual trees; otherwise this meant sampling from the parameter distribution) and 100 samples of $x_\ast$ from a finite set of unlabelled inputs representative of the downstream task. After each time the model was trained we evaluated its predictive accuracy on the test dataset. We ran the entire active-learning process with each acquisition function 20 times with different random-number-generator seeds, then plotted the test accuracy (mean ± standard error) as a function of the size of the training dataset.

### B.2.4 Training neural-network prediction heads

We used a loss function comprising the negative log likelihood (NLL) of the model parameters on the training data along with an $l_2$ regulariser on the parameters. We ran up to 50,000 steps of gradient-based optimisation with a learning rate of 0.01. To mitigate overfitting we recorded the NLL on a small validation set (roughly a fifth of the size of the training-label budget), stopped training if this NLL did not decrease for more than 5,000 consecutive steps, then restored the model parameters to the setting that gave the lowest validation-set NLL.

### C Resources

#### C.1 Software

<table>
<thead>
<tr>
<th>Project</th>
<th>Citation</th>
<th>License</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesianize</td>
<td>Li (2020)</td>
<td>MIT</td>
<td>github.com/microsoft/bayesianize</td>
</tr>
<tr>
<td>Hydra</td>
<td>Yadan (2019)</td>
<td>MIT</td>
<td>github.com/facebookresearch/hydra</td>
</tr>
<tr>
<td>Jupyter</td>
<td>Kuyper et al (2016)</td>
<td>BSD (3-clause)</td>
<td>jupyter.org</td>
</tr>
<tr>
<td>Laplace</td>
<td>Daxberger et al (2021)</td>
<td>MIT</td>
<td>github.com/aleximmer/laplace</td>
</tr>
<tr>
<td>Lightly</td>
<td>Susmelj et al (2020)</td>
<td>MIT</td>
<td>github.com/lightly-ai/lightly</td>
</tr>
<tr>
<td>Matplotlib</td>
<td>Hunter (2007)</td>
<td>PSF (modified)</td>
<td>matplotlib.org</td>
</tr>
<tr>
<td>MSN</td>
<td>Assran et al (2022)</td>
<td>CC BY-NC 4.0</td>
<td>github.com/facebookresearch/msn</td>
</tr>
<tr>
<td>NumPy</td>
<td>Harris et al (2020)</td>
<td>BSD (3-clause)</td>
<td>numpy.org</td>
</tr>
<tr>
<td>Pandas</td>
<td>McKinney (2010)</td>
<td>BSD (3-clause)</td>
<td>pandas.pydata.org</td>
</tr>
<tr>
<td>Scikit-learn</td>
<td>Pedregosa et al (2011)</td>
<td>BSD (3-clause)</td>
<td>scikit-learn.org</td>
</tr>
<tr>
<td>SciPy</td>
<td>Virtanen et al (2020)</td>
<td>BSD (3-clause)</td>
<td>scipy.org</td>
</tr>
<tr>
<td>solo-learn</td>
<td>da Costa et al (2022)</td>
<td>MIT</td>
<td>github.com/vturrisi/solo-learn</td>
</tr>
</tbody>
</table>

Table 2 This work builds on a number of software projects.

#### C.2 Compute

We used an internal cluster equipped with Nvidia GeForce RTX 2080 Ti (12GB) and Nvidia Titan RTX (24GB) chips. Our cheapest run (dSprites data, semi-supervised model, random acquisition) took 15 minutes on an Nvidia GeForce RTX 2080 Ti. Our most expensive run (CIFAR-10 data, fully supervised model, EPIG acquisition) took 200 hours on an Nvidia Titan RTX.