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Abstract

In this work, we study potential games and
Markov potential games under stochastic
cost and bandit feedback. We propose a vari-
ant of the Frank-Wolfe algorithm with suffi-
cient exploration and recursive gradient es-
timation, which provably converges to the
Nash equilibrium while attaining sublinear
regret for each individual player. Our al-
gorithm simultaneously achieves a Nash re-
gret and a regret bound of O(T 4/5) for po-
tential games, which matches the best avail-
able result, without using additional pro-
jection steps. Through carefully balancing
the reuse of past samples and exploration
of new samples, we then extend the results
to Markov potential games and improve the
best available Nash regret from O(T 5/6) to
O(T 4/5). Moreover, our algorithm requires
no knowledge of the game, such as the distri-
bution mismatch coefficient, which provides
more flexibility in its practical implementa-
tion. Experimental results corroborate our
theoretical findings and underscore the prac-
tical effectiveness of our method.

1 Introduction

One of the most popular solution concepts in multi-
agent settings is Nash equilibrium, which originates
from game theory to describe the behaviors of ratio-
nal, selfish players (Roughgarden, 2010). It character-
izes a stable state between the players, where no indi-
vidual has any incentive to unilaterally deviate from
their chosen strategy. It is worth noting that the com-
putational complexity of finding a Nash equilibrium
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in a general game is known to be PPAD-Hard (Chen
et al., 2009; Daskalakis, 2013). Nonetheless, it has
been established that the computation of a Nash equi-
librium becomes more feasible in specific game con-
texts, such as potential games (Monderer and Shapley,
1996), where a potential function is available to quan-
tify how individual strategy changes affect collective
utility.

In this paper, we study the potential game and its
stochastic multi-step extension, the Markov potential
game (Shapley, 1953; Monderer and Shapley, 1996).
We focus on the decentralized dynamic between the
players under repeated games with bandit feedback.
Specifically, over a time horizon, each player indepen-
dently determines their strategy at each step and sub-
sequently receives cost feedback based on their cho-
sen strategies. Then they use this cost feedback in-
formation to refine their strategy. Under this decen-
tralized dynamic, it is not clear what is the optimal
way for a selfish player to choose their strategy. Thus,
beyond the objective of arriving at a Nash equilib-
rium, a player should try to minimize the cost experi-
enced while assuming the other players are malicious.
One notion that evaluates the performance of an al-
gorithm under possible malicious adversaries is the re-
gret, which originates from the online learning com-
munity (Shalev-Shwartz et al., 2012).

We are interested in designing learning algorithms that
simultaneously enable the players to converge to a
Nash equilibrium fast and with small regret. To mea-
sure the speed of convergence to Nash equilibrium, we
use the notion of Nash regret, which is the cumula-
tive gap to the Nash equilibrium. Designing such an
algorithm confronts two main challenges. One is the
nonstationarity for individual players, which arises as
the environment changes when other players update
their strategy, and consequently, the costs change. The
other challenge is due to the bandit cost feedback.
Since each player can only receive the cost feedback
related to their chosen strategy, they must explore suf-
ficiently alternative strategies to learn the Nash equi-
librium.
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Table 1: Summary of Nash regret bounds and regret for Markov potential game. Here, n denotes the number of
players, m is the maximum size of action space among all players, maxi∈[n] |Ai| = m, S is the size of the state
space, κ is the minimum stopping probability of the game, D∞ captures the distribution mismatch and T is the
time horizon. Note that when S = 1, the results are applicable to the potential game.

Nash regret Regret Require Projection

Giannou et al. (2022) Asymptotic N/A Yes

Zhang et al. (2021) Õ
(
n5/6 poly

(
κ−1, S,m

)
T 5/6

)
N/A Yes

Leonardos et al. (2022) O
(

m5/6D10/3
∞ S5/3T 5/6

κ5/2

)
N/A Yes

Ours O
(

n3/2mD∞T 4/5

κ3 + n5/8m3/4SD∞T 4/5

κ8/3

)
O
(

mn3/2ST 4/5

κ3

)
No

For potential games, previous works have shown that
no-regret learning algorithms can converge to the equi-
librium fast when additional information about the
cost function is assumed (Panageas et al., 2023) or
when additional restrictions on the initial strategies
of the players are imposed (Cohen et al., 2016; Gian-
nou et al., 2021; Dong et al., 2023). For the stochastic
multi-step extension of the potential game, the Markov
potential game, it remains uncertain whether such an
algorithm can be designed. Prior attempts for the
Markov potential game resort to the projected gradi-
ent descent algorithm, which either relies on a sophis-
ticated analysis through proximal point or additional
assumptions on the cost function to bound the gra-
dient estimation error (Leonardos et al., 2022; Ding
et al., 2022). In both cases, the gradient estimation
error can be large and make it difficult to balance fast
convergence and exploration.

In this work, we introduce a variant of the Frank-Wolfe
algorithm with exploration and recursive gradient es-
timation. The use of a recursive gradient reduces the
estimation error, enabling our algorithm to converge
to the Nash equilibrium fast and ensuring each player
has sublinear regret. Our algorithm can be extended
to the Markov potential game and attains both Nash
regret and regret of O(T 4/5), where T is the length of
the time horizon. Compared to previous decentralized
algorithms for the Markov potential game, our algo-
rithm improves the previous Nash regret of O(T 5/6)
to O(T 4/5). Moreover, different from the previous
algorithms, which are often based on projected gra-
dient methods, our approach requires no additional
projection step and therefore enjoys better computa-
tional complexity. Table 1 summarizes the results for
Nash regret and regret for (Markov) potential games.
The algorithm is then evaluated empirically through
a Markov congestion game task, which validates our
theoretical findings and demonstrates the practical ef-
fectiveness of our method.

2 Related Works

Potential game and congestion game Potential
game and congestion game were introduced by Mon-
derer and Shapley (1996) and Rosenthal (1973), re-
spectively. Notably, these two classes of games can
be discussed interchangeably due to their equivalence.
For potential (congestion) games, there is a long line
of work that studies the dynamic of no-regret learn-
ing algorithms (Cominetti et al., 2010; Palaiopanos
et al., 2017; Heliou et al., 2017; Daskalakis et al., 2011;
Syrgkanis et al., 2015; Chen and Peng, 2020; Hsieh
et al., 2021). In particular, under the bandit feed-
back model, Heliou et al. (2017) showed the asymp-
totic last iterate convergence for the potential game
and Cominetti et al. (2010); Palaiopanos et al. (2017)
showed similar result for the congestion game. It has
been shown that algorithms that are based on entropic
regularization (e.g., exponential weights) can converge
fast to the equilibria (Cohen et al., 2016; Giannou
et al., 2021; Dong et al., 2023), albeit with certain
requirements on the initialization. Recent works (Cui
et al., 2022; Panageas et al., 2023) then established
sublinear Nash regret for congestion game, with the
latter additionally guaranteeing sublinear regret for
each player.

Markov potential game The study of Markov
games, which is a stochastic multi-step extension of
the one-step game, is initiated by Shapley (1953). In
stochastic optimal control, the study of the Markov
potential game, which is the multi-step extension of
the potential game, can be dated back to Dechert and
O’Donnell (2006); González-Sánchez and Hernández-
Lerma (2013). Recently there have been several works
that establish the sample complexity of Nash equilib-
rium or Nash regret for the Markov potential game.
Song et al. (2021) builds on the single agent algo-
rithm Nash-VI and provides a Ω(ϵ−2) sample com-
plexity lower bound for finding ϵ-approximate Nash
equilibrium. They then introduced Nash coordinate
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ascent and established a O(ϵ−3) upper bound. How-
ever, their algorithm requires some coordination be-
tween the players. When each player updates their
strategies independently and the exact gradient infor-
mation is available (which may require knowledge of
the cost function), Chen et al. (2022); Zhang et al.
(2022); Guo et al. (2023); Sun et al. (2023) showed
a sample complexity bound of O(ϵ−2) based on vari-
ations of gradient descent algorithms, which can be
translated to O(

√
T ) Nash regret. When the gradient

information can only be estimated through interacting
with the other players and the environment, Leonardos
et al. (2022); Ding et al. (2022) gave sample complexity
bounds of O(ϵ−6) (or O(T 5/6) Nash regret) and O(ϵ−5)
(or O(T 4/5) Nash regret), respectively. However, both
of their methods require solving a projection problem
at each step as they are both based on the projected
gradient descent. Moreover, the algorithm presented
by Ding et al. (2022) relies on a regression subroutine
and assumptions on cost structures, which is not real-
izable in the tabular Markov congestion game.

We summarize the existing algorithms when no exact
gradient information is available in Table 1.

3 No-regret Learning for Potential
Games

In this section, we discuss the formulation of potential
games and our algorithm for no-regret learning. Some
of the techniques are used in the next section, where
we generalize the results to Markov potential games.

3.1 Potential Games

Let Γ be a strategic game with a finite number of play-
ers, N = {1, 2, . . . , n}. Each player has a finite set of
strategies, and we denote the strategy set of player i
as Ai. The cost function associated with player i is de-
noted by ci : A → [0, 1], where A = A1×A2×· · ·×An

denotes the set of joint strategy profiles. Denote
m = maxi∈[n] |Ai|. Given a joint strategy a ∈ A, we
write a = (ai, a−i), where ai is the strategy of the i-th
player and a−i is the strategy of all other players. We
refer to the deterministic strategy profile introduced
above as a pure strategy. Alternatively, each player
i can also play a randomized (mixed) strategy πi ac-
cording to playing probability distributions over their
strategy set ∆(Ai). Upon playing a mixed strategy
π = π1×· · ·×πn, the expected cost incurred for player
i is Eai∼πi,a−i∼π−i

[ci(ai, a−i)] = ⟨πi, ci(·, π−i)⟩ =:
ci(πi, π−i), where ci(·, π−i) = Ea−i∼π−i

[ci(·, a−i)]. In
the stochastic setting, player i receives a sample Ci(a)
from a distribution with mean ci(ai, a−i).

In potential games, Γ admits a potential function Φ :

A → R such that for all ai, a
′
i ∈ Ai, a−i ∈ A−i,

ci(ai, a−i)− ci(a
′
i, a−i) = Φ(ai, a−i)− Φ(a′i, a−i) .

(1)

We slightly abuse the notations and denote Φ(π) =
Ea∼π[Φ(a)]. By the definition of the potential func-
tion, we have ∇πici(π) = ci(·, π−i) = ∇πiΦ(π), and
ci(πi, π−i) − ci(π

′
i, π−i) = Φ(πi, π−i) − Φ(π′

i, π−i).
Clearly, every global minimum of Φ is a Nash equi-
librium. As such, there always exists a pure strategy
Nash equilibrium in a potential game.

Noticing that ∇2
πΦ(π) is continuous, and followed by

the compactness of ∆(A), the potential function is
smooth.

Lemma 3.1 (Smoothness). For any π, π′ ∈ ∆(A),
there exists an L such that ∥∇Φ(π) − ∇Φ(π′)∥2 ≤
L∥π − π′∥2.

Learning protocol We study the potential game
in the repeated game setting with bandit feedback.
Throughout a time horizon T , at each time step t ∈
[T ], all players take a strategy at based on their mixed
strategy πt. Subsequently, they receive some feedback
on their chosen strategies. Then they use this cost in-
formation to update their strategy. With bandit feed-
back, when the players take action at ∼ πt, they ob-
serves Ci(a

t
i, a

t
−i) only.

Solution concepts A popular solution concept of
the potential game is Nash equilibrium, which is de-
fined as the following.

Definition 3.1 (Nash equilibrium). A strategy
π∗ = (π∗

1 , . . . , π
∗
n) is called a Nash equilibrium

if for all players i ∈ [n], it holds ci(π
∗
i , π

∗
−i) ≤

ci(πi, π
∗
−i) , ∀πi ∈ ∆(Ai).

In learning algorithms, the agents progressively find
the Nash equilibrium by improving the approximation
to the Nash equilibrium. The approximate Nash equi-
librium is defined as follows.

Definition 3.2 (ϵ-approximate Nash equilibrium). A
strategy π∗ = (π∗

1 , . . . , π
∗
n) is called an ϵ-approximate

Nash equilibrium if for all players i ∈ [n], it holds
ci(π

∗
i , π

∗
−i) ≤ ci(πi, π

∗
−i) + ϵ , ∀πi ∈ ∆(Ai).

Such approximate Nash equilibria can be obtained by
achieving a sublinear Nash regret, which is defined be-
low.

Definition 3.3 (Nash regret). Let {πt}Tt=1 be a se-
quence of mixed strategies played across a time horizon
of T , the Nash regret after T time step is defined as

Nash-Regret(T )
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=

T∑
t=1

max
i∈[n]

(
ci(π

t
i , π

t
−i)− min

πi∈∆(Ai)
ci(πi, π

t
−i)

)
.

By finding a sublinear expected Nash regret, one can
converge to the Nash equilibrium in the sense of best-
iterate convergence. This means there exists some
t ∈ [T ], which πt forms an approximate equilibrium
in expectation. If one further finds the high proba-
bility of Nash regret, then it also implies that almost
all iterations are ϵ-Nash equilibrium. We note that
this concept of convergence is commonly used in the
literature (Anagnostides et al., 2022; Leonardos et al.,
2022; Ding et al., 2022; Cui et al., 2022; Panageas et al.,
2023).

From an individual player’s perspective, it is unclear
how a selfish player should update their strategy.
Thus, a player should try to minimize the cost expe-
rienced while assuming the worst costs possible with
malicious adversaries. The performance of an online
algorithm under malicious adversaries is captured by
the notion of regret. We refer to the algorithms that
achieve sublinear regret as no-regret algorithms.

Definition 3.4 (Regret of the i-th player). For an
arbitrary sequence of {πt

−i}T=1
t=1 , the regret of an online

algorithm is defined as

Regret(T ) =

T∑
t=1

ci(π
t
i , π

t
−i)− min

π∗
i ∈∆(Ai)

T∑
t=1

ci(π
∗
i , π

t
−i) .

3.2 Algorithm and analysis for Potential
Games

We first introduce a general algorithm we proposed
for potential games. Our algorithm is largely based
on the stochastic Frank-Wolfe method with a recur-
sive gradient estimator (Zhang et al., 2020), but with
a carefully tuned exploration step to achieve sublinear
regret. At each step t ∈ [T ], player i plays a mixed
strategy π̃t, which is formed by mixing πt with a uni-
formly random distribution si at a probability of µ
(Line 3). Subsequently, upon receiving the instanta-
neous cost Ct

i , player i uses the important sampling
method to construct a one-sample gradient estimate
of ∇πiΦ(π̃

t) (Line 5). This estimate is then used to
create a recursive gradient estimator (Line 6), which is
then used in the subsequent Frank-Wolfe update steps
(Line 7 and 8).

Previous efforts have explored the application of the
Frank-Wolfe method to games (Cui et al., 2022). An
inherent advantage of the Frank-Wolfe method lies in
its ability to address the Frank-Wolfe gap, defined as
G(πt) = maxπ(π

t−π)⊤∇Φ(πt). It minimizes this gap
for each step, while a small cumulative Frank-Wolfe

Algorithm 1: Stochastic Frank-Wolfe algorithm
with exploration for potential game

Input: Parameters ηt, ρt, µ.
1 Initialize π1

i , d
0
i , for i ∈ [n]

2 for t = 1, . . . , T do
3 π̃t

i = (1− µ)πt
i + µsi, where si is a uniformly

random distribution on ∆(Ai)
4 Play ati ∼ π̃t

i and receive cost Ct
i

5 Let (Ĉt
i )ai =

Ct
i ·I{ai=at

i}
(π̃t

i)ai
, ∀ai ∈ Ai

6 Update dti = (1− ρt)d
t−1
i + ρtĈ

t
i

7 Update π̂t+1
i = argminπi∈∆(Ai)⟨πi, d

t
i⟩

8 Update πt+1
i = (1− ηt)π

t
i + ηtπ̂

t+1
i

gap implies a small Nash regret, because

max
π′
i∈∆(Ai)

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
= max

π′
i∈∆(Ai)

(
πt
i − π′

i

)⊤ ∇πi
Φ
(
πt
i , π

t
−i

)
≤ max

π′

(
πt − π′)⊤ ∇Φ

(
πt
)
= G(πt) .

In the case of bandits feedback, analyzing the Frank-
Wolfe method typically requires bounding the gradi-
ent estimation error, i.e., ∥∇Φ(πt) − ∇̂Φ(πt)∥2. One
of the most straightforward methods for obtaining
a gradient estimate is through the importance sam-
pling method (Line 5). Yet this only provides an er-

ror bound of ∥∇Φ(πt) − ∇̂Φ(πt)∥2 = O
(

1√
µ

)
, where

µ is the exploration parameter. The error would

have accumulated to O
(

T√
µ

)
and resulted in large

Nash regret. To overcome this, Cui et al. (2022)
uses the regression method step to estimate the gra-
dients, which results in an estimation error of roughly
∥∇Φ(πt) − ∇̂Φ(πt)∥∞ = O(t−1/6) and a Nash regret
of O(T 5/6). Our method instead uses a recursive gra-
dient estimator dt (Lines 6 and 7) that reuses past
gradient estimates. This enables us to enjoy a smaller
estimation error of ∥∇Φ(πt)− dt∥2 = O

(
t−1/5

)
and a

subsequently smaller Nash regret of O(T 4/5). We also
show that a O(T 4/5) regret can be attained simulta-
neously for each individual player.

Another way to address the gradient estimation error
is to use the projected gradient descent method, which
only requires bounded gradient estimates ∇̂Φ(πt)
(Panageas et al., 2023). It has been shown that a
O(T 4/5) Nash regret and O(T 4/5) regret for each indi-
vidual player can be attained simultaneously. How-
ever, when this method is extended to the Markov
potential game, the Nash regret is only proved for
O(T 5/6) and it is unclear whether individual players
can enjoy sublinear regret simultaneously (Leonardos
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et al., 2022). It can also be shown that the utiliza-
tion of a recursive gradient estimate, which may seem
advantageous in its ability to reuse previous gradients
for more informative updates, offers no improvement
when used alongside the projected gradient descent
method (Yuan et al., 2016). Moreover, the projected
gradient descent method requires an additional pro-
jection step at each iteration, which can be computa-
tionally expensive.

The following theorem establishes the performance
guarantee for Algorithm 1.

Theorem 3.1 (Nash regret). If all players run Al-
gorithm 1 with ηt =

1√
nt4/5

, µ = min
{

1
mn ,

m
n1/8T 1/5

}
,

ρt = 4µ1/3n1/3m1/3

tα , T ≥ mn7/8, then

E [Nash-regret(T )] = O
((
mn15/8L+ n5/2

)
T 4/5

)
.

Remark 3.1. When T ≥ O
(
n75/8m5L5ϵ−5

)
, there

exists t ∈ {1, . . . , T}, such that πt is an ϵ-approximate
Nash equilibrium.

Remark 3.2. Using Markov inequality on Theorem
3.1, it is immediate that the sublinear regret also holds
with high probability.

Theorem 3.2 investigates the case where one player
chooses to play according to Algorithm 1 while other
players play with arbitrary actions. It establishes an
upper bound of the player’s regret.

Theorem 3.2 (Regret for i-th player). Let {π̃t
−i}Tt=1

be an arbitrary sequence of strategies for all players
except for player i. For player i, running Algorithm
1 with ηt = 1√

nt4/5
, µ = min

{
1

mn ,
m

n1/8T 1/5

}
, ρt =

4µ1/3n1/3m1/3

t8/15
and T ≥ mn7/8, we can obtains a regret

at most

E

[
T∑

t=1

ci(π̃
t
i , π̃

t
−i)− min

π∗
i ∈∆(Ai)

T∑
t=1

ci(π
∗
i , π̃

t
−i)

]
≤ O

(
mnLT 4/5

)
.

Extension to congestion game We remark that
both Theorem 3.1 and Theorem 3.2 can be extended to
congestion games, which is a potential game with ex-
ponentially many actions (each action is a combination
of some resources). In such case, Panageas et al. (2023)
introduced an algorithm that can simultaneously ob-
tain a Nash regret and a regret of O(log(m)T 4/5), un-
der an additional condition of the feedback (the semi-
bandit feedback model). To obtain an efficient algo-
rithm with Nash regret and regret guarantees that are
only logarithmically dependent on m (which means
polynomial in the number of resources), we can use
the Carathéodory decomposition method to perform
our algorithm on a polytope that can be described
with O(log(m)) fractional numbers. Additionally, un-
der the bandit feedback model, we can estimate the

gradients with existing estimators from the combina-
torial bandit literature (Combes et al., 2015). With
these adjustments, our algorithm can obtain a regret
of O(log(m)T 4/5) for both Nash regret and regret for
individual players.

While we defer the proofs of both theorems to the
appendix, we present an outline of the proof.

Proof outline. [Theorem 3.1] By the definition of po-
tential functions, we can first decompose the Nash re-
gret into two parts, where the first part concerns the
performance of the optimization algorithm, and the
second part concerns regret caused by the exploration.
That is,

Nash-regret(T)

≤
n∑

i=1

T∑
t=1

max
π′
i∈∆(Ai)

Φ
(
π̃t
i , π̃

t
−i

)
− Φ

(
π′
i, π̃

t
−i

)
≤ max

π′
i

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
+ 2nµ ,

where the inequality is by the Lipschitzness of the po-
tential function and the update rules of Algorithm 1.

By the smoothness of the potential function, one can
show the following descent inequality

Φ(πt+1)

≤ Φ(πt)− ηtG(πt) + 2ηt
√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2
,

where G(πt) = maxπ(π
t − π)⊤∇Φ(πt).

By rearranging the terms and taking summation over
T , we can upper bound

∑T
t=1 G(πt) as,

T∑
t=1

G(πt)

≤ 2n

ηT+1
+ 2

√
n

T∑
t=1

∥∥∇Φ(πt)− dt
∥∥
2
+

nL

2

T∑
t=1

ηt .

Notice that this is the upper bound of the Nash regret,
as maxπ′

i∈∆(Ai) Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
≤ G(πt). It

now only amounts to bounding the gradient estimation
error ∥∇Φ(πt)− dt∥2, which is derived in the following
lemma through an induction argument.

Lemma 3.2. Let ηt = 1√
nt3α/2 , ρt = 4µ1/3n1/3m1/3

tα ,

µ ≥ 1
mn , α, β ∈ (0, 1) in Algorithm 1. We have

E
[∥∥∇Φ(πt)− dt

∥∥
2

]
≤ O

(
µ
√
nL+

m4/3n4/3

µ1/3(t+ 1)α/2

)
.

The theorem follows by selecting the appropriate pa-
rameters α, β.
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Proof outline. [Theorem 3.2] Using the definition of
potential functions and the update rules of Algorithm
1, we can decompose the regret into two parts, where
one is due to the exploration and one is due to subop-
timal strategies, as

T∑
t=1

ci(π̃
t
i , π̃

t
−i)− ci(π

∗
i , π̃

t
−i)

≤ µT +
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)
.

Then, by the smoothness and linearity of Φ, we obtain
the following recurrence relationship

Φ(πt+1
i , π̃t

−i)− Φ(π∗
i , π̃

t
−i)

≤ (1− ηt)
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)

+ 2ηt∥∇πi
Φ(πt

i , π̃
t
−i)− dti∥2 +

η2tL

2
.

Using proof by induction and by Lemma 3.2, we show
that E

[
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
]
= O(1/t1/5). Lastly,

putting everything together yields Theorem 3.2.

4 No-regret Learning for Markov
Potential Games

In this section, we extend the algorithm and results to
the Markov potential game, which is a natural stochas-
tic extension of the potential game (Shapley, 1953;
Leonardos et al., 2022).

In a Markov potential game, n agents interact in
a finite horizon MDP ⟨S, (Ai, ci)

n
i=1, P, µ0, κ⟩. Here,

S represents the state space, and for each player i,
Ai and ci denote the strategy space and cost func-
tions, respectively. We define the joint action space
as A = A1 × · · · × An, and the transition function is
given by P : S × A → S. This means that P (· | s, a)
represents a probability measure over the state space
S when the agents at state s ∈ S jointly take action
a ∈ A. Additionally, µ0 denotes the initial state distri-
bution and κ = mins,a{κs,a}, where κs,a is the prob-
ability that the game stops at state-action pair (s, a).
We assume κ > 0.

For each player i ∈ [n], a stochastic policy is denoted
as πi ∈ ∆(Ai)

S , which is a mapping that associates a
state s ∈ S with a probability distribution over actions
in ∆(Ai). Lastly, we define m as the maximum car-
dinality among the strategy spaces of the individual
players, i.e., m = maxi∈[n] |Ai|.

Learning protocol The players learn their policy
through T episodes. Within each episode, at step h,
all players observe the state sh. Then, each player i
plays ahi ∼ πt

i and receives a cost Ch
i sampled from a

distribution with mean ci(s
h, ahi , a

h
−i). Without loss

of generality, we assume the costs Ch
i are bounded

between [0, 1]. Based on ah = (ah1 , . . . , a
h
n), the players

transit to the next state sh+1 ∼ P (· | sh, ah). With
probability κsh,ah , the game stops at step h. As κ >
0, the game will eventually stop with probability 1.
We define the random variable H to be the final step
before the game terminates. Additionally, we use Ht

to indicate the number of steps taken in episode t.

Value function and potential function For
player i ∈ [n], the value function V i(s) : Π →
R represents the expected cost when s0 = s and
the players play strategy, (at)t≥0, at ∼ πt, πt =(
πt
i , π

t
−i

)
. Specifically, it is defined as V π

i (s) :=

Eπ,P,H

[∑H
h=0 C

h
i | s0 = s

]
. We slightly abuse the no-

tation and denote V π
i (µ) = Es∼µ [V

π
i (s)].

We define the state-action value function for player
i as Qπ

i (s, a), which denotes the expected cost when
started from s0 = s, a0 = a,

Qπ
i (s, a) = Eπ,P,H

[
H∑

h=0

Ch
i | s0 = s, a0 = a

]
.

We also denote Qπ
i (µ, a) = Es∼µ [Q

π
i (s, a)]. Notice

that the value function can be equivalently expressed
as

V π
i (s) =

∑
a∈A

π (a | s)Qπ
i (s, a) .

In the Markov potential game, there exists a global
potential function Φ, that captures the incentive of
all players to change their strategies at any state.
Specifically, at any state s ∈ S, πi, π

′
i, i ∈ [n], the

potential function satisfies, V
πi,π−i

i (s) − V
π′
i,π−i

i (s) =
Φs(πi, π−i)−Φs(π

′
i, π−i). By linearity of expectations,

we also have V
πi,π−i

i (µ)− V
π′
i,π−i

i (µ) = Φµ(πi, π−i)−
Φµ(π

′
i, π−i), where Φµ(πi, π−i) = Es∼µ [Φs(πi, π−i)].

Solution concepts Similar to the one-step poten-
tial game, the approximate Nash equilibrium is defined
as follows

Definition 4.1 (ϵ-Nash equilibrium). A strategy π∗ =
(π∗

1 , . . . , π
∗
n) is called an ϵ-approximate Nash equi-

libirum if for all player i ∈ [n], it holds Vi(π
∗
i , π

∗
−i) ≤

Vi(πi, π
∗
−i) , ∀πi ∈ ∆(Ai)

S . When ϵ = 0, we call it a
Nash equilibrium.

Such approximate Nash equilibrium can be obtained
by achieving sublinear Nash regret, which is defined as
follows.

Definition 4.2 (Nash regret in MPG). Let {πt}
be a sequence of stochastic policies played by the
players across T episodes, the Nash regret af-
ter T episodes are defined as Nash-regret(T ) =∑T

t=1 maxi∈[n]

(
V

πt
i ,π

t
−i

i (µ)−minπi
V

πi,π
t
−i

i (µ)
)
.
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For a selfish individual player, another important met-
ric for playing against potentially malicious adversaries
is regret, which is defined as follows.

Definition 4.3 (Regret in MPG). For any
i ∈ [n], and an arbitrary sequence of {πt

−i}Tt=1,
the individual regret of player i is defined as∑T

t=1

(
V

πt
i ,π

t
−i

i (µ)−minπi

∑T
t=1 V

πi,π
t
−i

i (µ)
)
.

4.1 Algorithm for Markov potential game

To apply Algorithm 1 to the Markov potential game,
we need to build an unbiased one-sample gradient esti-
mate. This may be constructed from a single or more
steps of actions. We use the following estimator, which
can be demonstrated to be unbiased and has bounded
norms:

∇̂πt
i
=

Ht∑
h=0

Ch
i

Ht∑
h=0

∇ log πt
i

(
ahi | sh

)
. (2)

With this, we can construct the recursive gradient esti-
mator and perform the Frank-Wolfe update step. The
overall algorithm is described in Algorithm 2.

Algorithm 2: Stochastic Frank-Wolfe with explo-
ration for Markov potential game

Input: Parameters ηt, ρt, µ.
1 Initialize π1

i , d
0
i , for i ∈ [n]

2 for t = 1, . . . , T do
3 π̃t

i = (1− µ)πt
i + µs, where s is a uniformly

random distribution on ∆(Ai)
4 for h = 0, . . . ,H do
5 Play ahi ∼ π̃t

i and receive rewards Ch
i

6 ∇̂πt
i
=
∑Ht

h=0 C
h
i

∑Ht

h=0 ∇ log πt
i

(
ahi | sh

)
7 Update dti = (1− ρt)d

t−1
i + ρt∇̂πt

i

8 Update π̂t+1
i = argminπi∈∆(Ai)⟨πi, d

t
i⟩

9 Update πt+1
i = (1− ηt)π

t
i + ηtπ̂

t+1
i

Equipped with Algorithm 2, the following theorem es-
tablishes the Nash regret for Markov potential game.

Theorem 4.1 (Nash regret for Markov poten-
tial game). If all players run Algorithm 2 with

ηt = κ
n3/2mt4/5

, ρt = 4µ1/3

n1/3m2/3t8/15
and µ =

min{ 1
m2n ,

κ4/3

n7/8m1/4Tβ }, when T ≥ m7/4n1/8κ4/3, we
have

E [Nash-regret(T )]

≤ O

(
n3/2mD∞T 4/5

κ3
+

n5/8m3/4SD∞T 4/5

κ25/9

)
,

where D∞ = maxi

∥∥∥dπ∗
i ,π−i (µ)

µ

∥∥∥
∞
.

Remark 4.1. When T ≥
O
(

n17/2m5D5
∞

κ15ϵ5
n15/8m15/4D5

∞S5

κ25/3ϵ5

)
, there exists

t ∈ {1, . . . , T}, such that πt is an ϵ-equilibrium.

Remark 4.2. Using Markov inequality, it is immedi-
ate that Theorem 4.1 also holds with high probability.

Our bound relies on a distribution mismatch coef-

ficient D∞ =
∥∥∥dπ∗

i ,π−i (µ)
µ

∥∥∥
∞
, which is an exten-

sion to the distribution mismatch coefficient (D∞ :=
maxs

(
dπ

∗

s0 (s)/µ(s)
)
) (Agarwal et al., 2021). In the

single-agent case, the coefficient is large whenever an
MDP is difficult to explore, which may manifest in
two cases: 1) a state s is important and the optimal
policy needs to visit the state a lot, while the start-
ing distribution rarely starts from this, or 2) a state
s is unimportant and the optimal policy rarely spends
time on this state, but it is likely to start from this
state. These are extended to the multi-agent setting

with d
π∗
i ,π−i

s0 (s) defined instead, which means the time
spent on state s by player i taking the optimal policy
π∗
i while others play π−i, to capture the exploration

difficulty for individual player.

Compared to previous results of O(ϵ−6) on Markov
potential game, our results improve them by O(ϵ−1)
(Leonardos et al., 2022). Assuming the value func-
tion admits a linear instruction (i.e. Qπ

i (s, a) =
⟨ϕ(s, a), ωi⟩, where ϕ is a known feature mapping and
ωi is a learnable parameter), Ding et al. (2022) estab-
lished a O(ϵ−5) result under a regression oracle. How-
ever, the oracle can only be implemented for such a
result when ϕ⊤ϕ is invertible. With a tabular Markov
potential game (where the states and actions are fi-
nite), ϕ may be a one-hot basis vector, and thus the
assumption is not satisfied.

We also remark that our choice of parameters ηt, ρt, µ
does not depend on D∞ and hence requires no knowl-
edge of the exploration difficulty. In contrast, the pre-
vious bounds crucially rely on the knowledge of D∞ to
choose the parameters (Zhang et al., 2021; Leonardos
et al., 2022; Ding et al., 2022).

The following theorem establishes the regret guarantee
for individual players, even when the other players are
playing arbitrarily.

Theorem 4.2 (Regret for the i-th player in Markov
potential game). Let {π̃t

−i}Tt=1 be an arbitrary se-
quence of strategies for all players except for player
i. For player i, run Algorithm 2 with ηt =

κ
n3/2mt4/5

,

ρt = 4µ1/3

n1/3m2/3t8/15
and µ = min{ 1

m2n ,
κ4/3

n7/8m1/4Tβ },
when T ≥ m7/4n1/8κ4/3. Then the regret of player
i is at most

E

[
T∑

t=1

(
V

π̃t
i ,π̃

t
−i

i (µ)− V
π∗
i ,π̃

t
−i

i (µ)
)]
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(a) (b)

Figure 1: Figure 1a shows the final converged policy on each of the states. Figure 1b shows the convergence of
the algorithms by L1 distance to the final strategy.

≤ O

(
m4/3n27/24ST 4/5

κ7/3

)
.

5 Experiments

To validate our theoretical results, we implemented
our algorithm on an example of the Markov congestion
game, taken from Leonardos et al. (2022).

Experiments setup In the example game, we have
n = 8 players, Ai = 4 actions for player i to choose
from, and S = {safe,distancing} as the set of states. In
both states, each player’s best strategy is to be in the
same facility with other players to minimize the cost.
In particular, the cost of each facility is determined by
the number of players choosing it, whereas the facility
preference is D > C > B > A as they have increasing
costs in that order. However, when more than n/2 =
4 players choose the same facility, the state will be
transited to the distancing state. The cost structure is
the same in the distancing state, but each player will
be penalized more by a constant amount (by 100 times
more). To return to the safe state, the players will need
to learn to distribute evenly across the facilities, with
no more than n/4 = 2 players on the same facility.
The game stops at each step with a probability 0.99.
However, we limit the maximum length of the game
to Ht = 20. When the transition is deterministic, it
is clear that the optimal strategy for the players is to
choose facility C and D with 4 players each in the safe
state and to choose each of the facilities evenly in the
distancing state.

We note that all the results shown are the averaged re-
sults obtained from 5 runs with different random seeds;
the shades in Figure 1b denote 1 standard deviation

from the mean. All experiments are conducted with a
10 core CPU and 16 GB RAM.

Implementation and results We implemented the
projected stochastic gradient descent method (SGD)
proposed by Leonardos et al. (2022) and our stochastic
Frank-Wolfe with exploration. The algorithms are run
with T = 150 iterations, and each update is performed
with 10 trajectories of fixed length Ht = 20. For the
SGD method, we kept its learning rate as η = 0.0001
as specified in their paper. For stochastic FW with
exploration, we choose η = 0.1, ρ = 0.9

(t+1)3/5
and µ =

0.001.

Figure 1a shows the final learned strategy of each of
the algorithms. As shown in the figure, our method
learns the optimal strategy in both states after the
algorithm iterations. In Figure 1b, we show the con-
vergence of the algorithms by plotting the distance (in
L1 distance) of the strategy to the final strategy. In
comparison, our algorithm converges much faster than
the SGD method.

6 Conclusion

In this work, we studied potential games and Markov
potential games with stochastic cost and bandit feed-
back and introduced an algorithm based on the cel-
ebrated Frank-Wolfe algorithm. Our algorithm con-
verges to Nash equilibrium fast with a Nash regret
of O(T 4/5), while achieving sublinear regret for each
player. This improves over the previous Nash regret
result for the Markov potential game and is the first
algorithm to simultaneously achieve small Nash regret
and regret. Experimental results validate the effective-
ness of our algorithms.
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Appendix for “Convergence to Nash Equilibrium and No-regret
Guarantee in (Markov) Potential Games”

A Analysis for potential game

As each player shares the same configurations of parameters, we drop the index i and rewrite the update steps
as

π̃t = (1− µ)πt + µs

(Ĉt)a =
Ct · I{a = at}

(π̃t)a
, ∀a ∈ A , dt = (1− ρt)d

t−1 + ρtĈ
t

π̂t+1 = argmin
π∈∆(A)

⟨π, dt⟩

πt+1 = (1− ηt)π
t + ηtπ̂

t+1 .

A.1 Proof of Theorem 3.1

Theorem 3.1 (Nash regret). If all players run Algorithm 1 with ηt = 1√
nt4/5

, µ = min
{

1
mn ,

m
n1/8T 1/5

}
, ρt =

4µ1/3n1/3m1/3

tα , T ≥ mn7/8, then E [Nash-regret(T )] = O
((
mn15/8L+ n5/2

)
T 4/5

)
.

Proof. We start by decomposing the regret as,

Nash-regret(T ) =

T∑
t=1

max
i∈[n]

(
ci
(
π̃t
i , π̃

t
−i

)
− min

π′
i∈∆(Ai)

ci
(
π′
i, π̃

t
−i

))

≤
n∑

i=1

T∑
t=1

max
π′
i∈∆(Ai)

(
ci
(
π̃t
i , π̃

t
−i

)
− ci

(
π′
i, π̃

t
−i

))
=

n∑
i=1

T∑
t=1

max
π′
i∈∆(Ai)

Φ
(
π̃t
i , π̃

t
−i

)
− Φ

(
π′
i, π̃

t
−i

)
,

where the last equality is by the definition of potential function.

Denote πt,′
i = argmaxπ′

i∈∆(Ai) Φ
(
π̃t
i , π̃

t
−i

)
− Φ

(
π′
i, π̃

t
−i

)
, we have

max
π′
i

Φ
(
π̃t
i , π̃

t
−i

)
− Φ

(
π′
i, π̃

t
−i

)
=
(
Φ
(
πt
i , π

t
−i

)
− Φ

(
πt,′
i , πt

−i

))
+
(
Φ(π̃t)− Φ(πt)

)
+
(
Φ
(
πt,′
i , πt

−i

)
− Φ

(
πt,′
i , π̃t

−i

))
≤ max

π′
i

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
+
(
Φ(π̃t)− Φ(πt)

)
+
(
Φ
(
πt,′
i , πt

−i

)
− Φ

(
πt,′
i , π̃t

−i

))
≤ max

π′
i

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
+

√
n∥π̃t − πt∥2 +

√
n∥πt

−i − π̃t
−i∥2

≤ max
π′
i

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
+ µ

√
n∥πt − s∥2 + µ

√
n∥πt

−i − s−i∥2

≤ max
π′
i

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
+ 2nµ ,

where the second inequality is by the Smoothness of Φ and the third inequality is by the update rule π̃t =
(1− µ)πt + µs.

12
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Define G(πt) = maxπ(π
t − π)⊤∇Φ(πt). By the smoothness of Φ, we have

Φ(πt+1) ≤ Φ(πt) + (πt+1 − πt)⊤∇Φ(πt) +
L

2
∥πt+1 − πt∥22

≤ Φ(πt) + ηt(π̂
t+1 − πt)⊤∇Φ(πt) +

η2tL

2
∥π̂t+1

i − πt∥22

= Φ(πt) + ηt(π̂
t+1 − πt)⊤dt + ηt(π̂

t+1 − πt)⊤
(
∇Φ(πt)− dt

)
+

η2tL

2
∥π̂t+1

i − πt∥22

≤ Φ(πt) + ηt(π̂
t+1 − πt)⊤dt + ηt∥π̂t+1 − πt∥2

∥∥∇Φ(πt)− dt
∥∥
2
+

η2tL

2
∥π̂t+1

i − πt∥22

≤ Φ(πt) + ηt(π̂
t+1 − πt)⊤dt + ηt

√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2
.

where the second inequality is by update rule π̂t+1 = argminπ∈∆(A)⟨π, dt⟩, the third inequality is by Cauchy-

Schwarz inequality, and the last inequality is by Cauchy-Schwarz and that ∥π∥2 ≤
√
n for any π ∈ ∆(A).

Let π̄t+1 = argminπ⟨π,∇Φ(πt)⟩. Then

Φ(πt+1)

≤ Φ(πt) + ηt(π̂
t+1 − πt)⊤dt + ηt

√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2

≤ Φ(πt) + ηt(π̄
t+1 − πt)⊤dt + ηt

√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2

= Φ(πt) + ηt(π̄
t+1 − πt)⊤∇Φ(πt) + ηt(x̃

t+1
i − πt)⊤

(
dt −∇Φ(πt)

)
+ ηt

√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2

≤ Φ(πt)− ηtG(πt) + 2ηt
√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

η2t nL

2
,

where the second inequality is by the update rule, and the third inequality is by the definition of G(πt) and
Cauchy-Schwarz.

Rearrange the terms gives

G(πt) ≤ Φ(πt)− Φ(πt+1)

ηt
+ 2

√
n
∥∥∇Φ(πt)− dt

∥∥
2
+

ηtnL

2
.

Summing over T gives

T∑
t=1

G(πt) ≤
T∑

t=1

Φ(πt)− Φ(πt+1)

ηt
+ 2

√
n

T∑
t=1

∥∥∇Φ(πt)− dt
∥∥
2
+

nL

2

T∑
t=1

ηt

=

T∑
t=1

((
Φ(πt)

ηt
− Φ(πt+1)

ηt+1

)
+

(
1

ηt+1
− 1

ηt

)
Φ(πt+1)

)
+ 2

√
n

T∑
t=1

∥∥∇Φ(πt)− dt
∥∥
2
+

nL

2

T∑
t=1

ηt

≤
(
Φ(π1)

η1
− Φ(πT+1)

ηT+1

)
+

n

ηT+1
+ 2

√
n

T∑
t=1

∥∥∇Φ(πt)− dt
∥∥
2
+

nL

2

T∑
t=1

ηt

≤ 2n

ηT+1
+ 2

√
n

T∑
t=1

∥∥∇Φ(πt)− dt
∥∥
2
+

nL

2

T∑
t=1

ηt ,

where the second inequality is because
∑T

t=1
1

ηt+1
− 1

η ≤ 1
ηT+1

, and the last inequality is by Φ(π) ∈ [0, n].

By Lemma A.2, we have

max
π′
i∈∆(Ai)

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
= max

π′
i∈∆(Ai)

(
πt
i − π′

i

)⊤ ∇πiΦ
(
πt
i , π

t
−i

)
≤ max

π′

(
πt − π′)⊤ ∇Φ

(
πt
)
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= G(πt) .

Thus, for a fixed i ∈ [m], we have

T∑
t=1

max
π′
i∈∆(Ai)

Φ
(
πt
i , π

t
−i

)
− Φ

(
π′
i, π

t
−i

)
≤ 2n

ηT+1
+ 2

√
n

T∑
t=1

∥∥∇Φ(π̃t)− dt
∥∥+ nL

2

T∑
t=1

ηt .

Take ηt =
1√

nt3α/2 and ρt =
4µ1/3n1/3m1/3

tα , by Lemma 3.2, we have

√
n

T∑
t=1

E
[∥∥∇Φ(πt)− dt

∥∥
2

]
≤ O

(
µnLT +

m4/3n7/6T 1−α/2

µ1/3

)
,

where C is an absolute constant.

Putting everything together, and take µ = min
{

1
mn ,

m
n1/8Tβ

}
we have

E

[
T∑

t=1

max
i∈[n]

(
ci
(
π̃t
i , π̃

t
−i

)
− min

π′
i∈∆(Ai)

ci
(
π′
i, π̃

t
−i

))]

= O

(
µn2LT +

m4/3n11/6T 1−α/2

µ1/3
+ n2T 3α/2 + n2LT 1−3α/2

)
= O

(
mn15/8LT 1−β +mn15/8T 1−α/2+β/3 + n2.5T 3α/2 + n2.5LT 1−3α/2

)
.

Take β = 1/5, α = 8/15, we have

E

[
T∑

t=1

max
i∈[n]

(
ci
(
π̃t
i , π̃

t
−i

)
− min

π′
i∈∆(Ai)

ci
(
π′
i, π̃

t
−i

))]
= O

((
mn15/8L+ n2.5

)
T 4/5

)
.
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A.2 Proof of Theorem 3.2

Theorem 3.2 (Regret for i-th player). Let {π̃t
−i}Tt=1 be an arbitrary sequence of strategies for all players except

for player i. For player i, running Algorithm 1 with ηt = 1√
nt4/5

, µ = min
{

1
mn ,

m
n1/8T 1/5

}
, ρt = 4µ1/3n1/3m1/3

t8/15

and T ≥ mn7/8, we can obtains a regret at most

E

[
T∑

t=1

ci(π̃
t
i , π̃

t
−i)− min

π∗
i ∈∆(Ai)

T∑
t=1

ci(π
∗
i , π̃

t
−i)

]
≤ O

(
mnLT 4/5

)
.

Proof. Denote π∗ = argminπ
∑T

t=1 ci(π, π̃
t
−i), by the definition of the potential function, we have

T∑
t=1

ci(π̃
t
i , π̃

t
−i)− ci(π

∗
i , π̃

t
−i) =

T∑
t=1

Φ(π̃t
i , π̃

t
−i)− Φ(π∗

i , π̃
t
−i)

=

T∑
t=1

(
Φ(π̃t

i , π̃
t
−i)− Φ(πt

i , π̃
t
−i)
)
+
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)

≤
T∑

t=1

∥π̃t
i − πt

i∥2 +
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)

≤ µT +
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)
,

where the last inequality is by the update rule π̃t
i = (1− µ)πt

i + µsi and Lemma A.2.

By the smoothness of Φ, we have

Φ(πt+1
i , π̃t

−i)− Φ(π∗
i , π̃

t
−i)

= Φ(πt
i + ηt(π̂

t+1
i − πt

i), π̃
t
−i)− Φ(π∗

i , π̃
t
−i)

≤
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)
+ ηt⟨π̂t+1

i − πt
i ,∇πi

Φ(πt
i , π̃

t
−i)⟩+

η2tL

2
∥π̂t+1

i − πt
i∥2

≤
(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)
+ ηt⟨π̂t+1

i − πt
i ,∇πi

Φ(πt
i , π̃

t
−i)⟩+

η2tL

2
,

where the last inequality is because π is the concatenation of n probability vectors.

For the second term, notice that

⟨π̂t+1
i − πt

i ,∇πi
Φ(πt

i , π̃
t
−i)⟩ = ⟨π̂t+1

i − πt
i , d

t
i⟩+ ⟨π̂t+1

i − πt
i ,∇πi

Φ(πt
i , π̃

t
−i)− dti⟩

≤ ⟨π∗
i − πt

i , d
t⟩+ ∥∇πi

Φ(πt
i , π̃

t
−i)− dti∥2

≤ ⟨π∗
i − πt

i ,∇πiΦ(π
t
i , π̃

t
−i)⟩+ ⟨π∗

i − πt
i , d

t −∇πiΦ(π
t
i , π̃

t
−i)⟩+ ∥∇πiΦ(π

t
i , π̃

t
−i)− dti∥

≤
(
Φ(π∗

i , π̃
t
−i)− Φ(πt

i , π̃
t
−i)
)
+ 2∥∇πiΦ(π

t
i , π̃

t
−i)− dti∥2 ,

where the first inequality is by the update rule, π̂t+1
i = argmin⟨π, dti⟩, and the last inequality is because of the

definition of Φ

Therefore, we have

Φ(πt+1
i , π̃t

−i)− Φ(π∗
i , π̃

t
−i) ≤ (1− ηt)

(
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
)
+ 2ηt∥∇πi

Φ(πt
i , π̃

t
−i)− dti∥2 +

η2tL

2
.

By Lemma 3.2, take ηt =
2√

nt3α/2 , ρt =
4µ1/3

n2/3m2/3t8/15
, and µ = min

{
1

mn ,
m

n1/8T 1/5

}
, we have

E
[
Φ(πt+1

i , π̃t
−i)− Φ(π∗

i , π̃
t
−i)
]

≤
(
1− 2√

nt3α/2

)
E
[
Φ(πt

i , π̃
t
−i)− Φ(π∗

i , π̃
t
−i)
]
+O

(
η2tL

2
+ ηtµ

√
nL+

ηtm
4/3n4/3

µ1/3(t+ 1)α/2

)
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Denote at+1 = E
[
Φ(πt+1

i , π̃t
−i)− Φ(π∗

i , π̃
t
−i)
]
, we have

at+1 ≤
(
1− 2√

nt3α/2

)
at +O

(
L

t3α
+

mn3/8L

t3α/2+1/5
+

mn

t2α−1/15

)

Take α = 8/15, β = 1/5, we have

at+1 ≤
(
1− 2√

nt4/5

)
at +O

(
mnL

t

)
.

We now show that at ≤ Dt−1/5 by induction, where D = max{a1,mnL}}.

When t = 1, we have a1 ≤ D/1, which is true by the definition of D. Assume at ≤ Dt−1/5, for t ≥ 2. Then for
t+ 1, we have

at+1 ≤
(
1− 2√

nt4/5

)
D

t1/5
+O

(
mnL

t

)
≤
(
1− 2

t4/5

)
mnL

t1/5
+O

(
mnL

t

)
= O

(
mnL

t1/5
− mnL

t

)
= O

(
mnL

t1/5

(
t4/5 − 1

t4/5

))
= O

(
mnL

t1/5

(
1

t4/5 + 1

))
= O

(
mnL

t1/5 + t

)
≤ O

(
mnL

t1/5 + 1

)
≤ O

(
mnL

(t+ 1)1/5

)
≤ O

(
D

(t+ 1)1/5

)
.

Putting everything together, for T ≥ mn7/8, we have

E

[
T∑

t=1

ci(π̃
t
i , π̃

t
−i)− ci(π

∗
i , π̃

t
−i)

]
≤ O

(
mT 4/5 +mnL

T∑
t=1

t−1/5

)
= O

(
mnLT 4/5

)
.
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A.3 Proof of Lemma 3.2

Lemma 3.2. Let ηt =
1√

nt3α/2 , ρt =
4µ1/3n1/3m1/3

tα , µ ≥ 1
mn , α, β ∈ (0, 1) in Algorithm 1. We have

E
[∥∥∇Φ(πt)− dt

∥∥
2

]
≤ O

(
µ
√
nL+

m4/3n4/3

µ1/3(t+ 1)α/2

)
.

Proof. We start by decomposing the term as∥∥∇Φ(πt)− dt
∥∥
2
≤
∥∥∇Φ(πt)−∇Φ(π̃t)

∥∥
2
+
∥∥∇Φ(π̃t)− dt

∥∥
2

≤ L
∥∥πt − π̃t

∥∥
2
+
∥∥∇Φ(π̃t)− dt

∥∥
2

= µL∥πt − s∥2 +
∥∥∇Φ(π̃t)− dt

∥∥
2

≤ µL
√
n+

∥∥∇Φ(π̃t)− dt
∥∥
2
,

where the second inequality is by the smoothness of Φ, the equality is by the update rule π̃t = (1 − µ)πt + µs
and the last inequality is due to π being a n-dimensional vector where each entry is bounded between 0 and 1.

For the second term, by the update rule of the algorithm (dt = (1− ρt)d
t−1 + ρtĈ

t), we have∥∥∇Φ(π̃t)− dt
∥∥2
2

=
∥∥∥∇Φ(π̃t)− (1− ρt)d

t−1 − ρtĈ
t
∥∥∥2
2

=
∥∥∥ρt (∇Φ(π̃t)− Ĉt

)
+ (1− ρt)

(
∇Φ(π̃t−1)− dt−1

)
+ (1− ρt)

(
∇Φ(π̃t)−∇Φ(π̃t−1

)∥∥∥2
2

= ρ2t

∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2
+ (1− ρt)

2
∥∥∇Φ(π̃t−1)− dt−1

∥∥2
2
+ (1− ρt)

2
∥∥∇Φ(π̃t)−∇Φ(π̃t−1)

∥∥2
2

+ 2ρt(1− ρt)
〈
∇Φ(π̃t−1)− dt−1,∇Φ(π̃t)− Ĉt

〉
+ 2ρt(1− ρt)

〈
∇Φ(π̃t)− Ĉt,∇Φ(π̃t)−∇Φ(π̃t−1)

〉
+ 2(1− ρt)

2
〈
∇Φ(π̃t−1)− dt−1,∇Φ(π̃t)−∇Φ(π̃t−1)

〉
.

Let Et[·] denote the conditional expectation given the history up to time t. Taking expectations on both sides
and recalling Ĉt is an unbiased estimate of the gradient, we have

E
[∥∥|∇Φ(π̃t)− dt

∥∥2
2

]
= ρ2tE

[∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2

]
+ (1− ρt)

2E
[∥∥∇Φ(π̃t−1)− dt−1

∥∥2
2

]
+ (1− ρt)

2E
[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)

∥∥2
2

]
+ 2ρt(1− ρt)E

[
Et

[〈
∇Φ(π̃t−1)− dt−1,∇Φ(π̃t)− Ĉt

〉]]
+ 2ρt(1− ρt)E

[
Et

[〈
∇Φ(π̃t)− Ĉt,∇Φ(π̃t)−∇Φ(π̃t−1)

〉]]
+ 2(1− ρt)

2E
[〈
∇Φ(π̃t−1)− dt−1,∇Φ(π̃t)−∇Φ(π̃t−1)

〉]
= (1− ρt)

2E
[∥∥∇Φ(π̃t−1)− dt−1

∥∥2
2

]
+ ρ2tE

[∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2

]
+ (1− ρt)

2E
[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)

∥∥2
2

]
+ 2(1− ρt)

2E
[〈
∇Φ(π̃t−1)− dt−1,∇Φ(π̃t)−∇Φ(π̃t−1)

〉]
.

Using 2⟨a, b⟩ ≤ βt∥a∥22 + ∥b∥22/βt, for βt > 0, we have

E
[∥∥∇Φ(π̃t)− dt

∥∥2
2

]
≤ (1− ρt)

2E
[∥∥∇Φ(π̃t−1)− dt−1

∥∥2
2

]
+ ρ2tE

[∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2

]
+ (1− ρt)

2E
[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)

∥∥2
2

]
+ βt(1− ρt)

2E
[
∥∇Φ(π̃t−1)− dt−1∥22

]
+ (1− ρt)

2/βtE
[
∥∇Φ(π̃t)−∇Φ(π̃t−1)∥22

]
≤ (1− ρt)(1 + βt)E

[∥∥∇Φ(π̃t−1)− dt−1
∥∥2
2

]
+ ρ2tE

[∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2

]
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+ (1− ρt)(1 + 1/βt)E
[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)

∥∥2
2

]
.

Set βt = ρt/2, we have

E
[∥∥∇Φ(π̃t)− dt

∥∥2
2

]
≤ (1− ρt/2)E

[∥∥∇Φ(π̃t−1)− dt−1
∥∥2
2

]
+ ρ2tE

[∥∥∥∇Φ(π̃t)− Ĉt
∥∥∥2
2

]
+ (1 + 2/ρt)E

[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)
∥∥2
2

]
≤ (1− ρt/2)E

[∥∥∇Φ(π̃t−1)− dt−1
∥∥2
2

]
+ ρ2t

(
m2n2 +

n2m

µ

)
+ (1 + 2/ρt)L

2E
[∥∥π̃t − π̃t−1

∥∥2
2

]
≤ (1− ρt/2)E

[∥∥∇Φ(π̃t−1)− dt−1
∥∥2
2

]
+

2ρ2tm
2n2

µ
+ (1 + 2/ρt)L

2E
[∥∥πt − πt−1

∥∥2
2

]
,

where the second inequality is by the smoothness of Φ, Lemma A.2 and Lemma A.1.

By the update rule πt+1 = (1− ηt)π
t + ηtπ̂

t+1, we have
∥∥πt

i − πt−1
i

∥∥2
2
≤ η2t

∥∥π̂t
i − πt−1

i

∥∥2
2
≤ η2t n.

Therefore, we have

E
[∥∥∇Φ(π̃t)− dt

∥∥2
2

]
≤ (1− ρt/2)E

[∥∥∇Φ(π̃t−1)− dt−1
∥∥2
2

]
+

2ρ2tm
2n2

µ
+

3η2t n

ρt
.

Define at = E
[
∥∇Φ(π̃t)− dt∥22

]
and ηt =

1√
nt3α/2 , we have

at ≤
(
1− ρt

2

)
at−1 +

2ρ2tm
2n2

µ
+

3η2t n

ρt

≤
(
1− ρt

2

)
at−1 +

2ρ2tm
2n2

µ
+

3

ρtt3α
.

Take ρt =
4µ1/3n1/3m1/3

tα . We want to show at =
C

(t+1)α , C = max
{
a12

α, 35m8/3n8/3

µ2/3

}
. We show this by induction.

The base case t = 1 clearly holds due to our choice of C1. When µ ≥ 1/mn, assume the aℓ−1 ≤ C
ℓα , 2 ≤ ℓ ≤ T ,

we have

aℓ ≤
(
1− 2µ1/3n1/3m1/3

ℓα

)
C

ℓα
+

32m8/3n8/3

µ1/3ℓ2α
+

3n8/3m8/3

4µ1/3ℓ2α

≤
(
1− 2

ℓα

)
C

ℓα
+

C

ℓ2α
≤ C

(
ℓα − 1

ℓ2α

)
=

(
C

ℓα + 1

)
≤
(

C

(ℓ+ 1)α

)
.

Taking square root on both sides yield,

E
[
∥∇Φ(π̃t)− dt∥2

]
≤ max{C1,

√
35m4/3n4/3}

µ1/3(t+ 1)α/2
,

where C1 is a constant. Combining everything yields the claimed result.
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A.4 Auxiliary Lemmas

Lemma A.1. Let Et[·] denote the conditional expectation given the history up to time t, we have

• Et[(Ĉ
t
i )a] = (∇πi

Φ(π̃))a.

• Et[∥Ĉt
i∥2] = m

µ .

Proof. Let Et[·] denote the conditional expectation given the history up to time t. Then we have

Et[(Ĉ
t
i )a] = Et

[
Ct

i · I{a = ati}
(π̃t

i)a

]
=

ci(a, π̃−i)

(π̃t
i)a

Et[I{a = ati}] =
ci(a, π̃−i)

(π̃t
i)a

(πt
i)a = ci(a, π̃−i) = (∇πiΦ(π̃))a .

We also have

Et[∥Ĉt
i∥2] ≤

∑
a∈Ai

Et

[(
Ct

i · I{a = ati}
(π̃t

i)a

)2
]
=

∑
a∈Ai

ci(a, π̃−i)
2Et

[
1

(π̃t
i)

2
a

]
=

∑
a∈Ai

ci(a, π̃−i)
2 (π̃

t
i)a

(π̃t
i)

2
a

≤ m

µ
,

where the last inequality is by our assumption ci(a, π̃−i) ∈ [0, 1].

Lemma A.2 (Properties of the potential function). For any π, π′, we have

1. ∥Φ(π)− Φ(π′)∥2 ≤
√
n∥π − π′∥2.

2. ∥∇πiΦ(π)∥2 ≤ m.

3. Φ(πi, π−i)− Φ(π′
i, π−i) = (πi − π′

i)∇πi
Φ(πi, π−i).

Proof. The first one is true as ∥∇πΦ(π)∥2 is bounded by
√
n, due to the boundedness of the cost function. The

second one is due to ∇πiΦ(π) = ∇πici(π) and ∥ci(·, π−i)∥2 ≤ m. The third one is by noticing Φ(π) is linear in
πi for any i ∈ [n].
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B Analysis for Markov potential game

B.1 Proof of Theorem 4.1

Theorem 4.1 (Nash regret for Markov potential game). If all players run Algorithm 2 with ηt = κ
n3/2mt4/5

,

ρt =
4µ1/3

n1/3m2/3t8/15
and µ = min{ 1

m2n ,
κ4/3

n7/8m1/4Tβ }, when T ≥ m7/4n1/8κ4/3, we have

E [Nash-regret(T )]

≤ O

(
n3/2mD∞T 4/5

κ3
+

n5/8m3/4SD∞T 4/5

κ25/9

)
,

where D∞ = maxi

∥∥∥dπ∗
i ,π−i (µ)

µ

∥∥∥
∞
.

Proof. Denote π′,t
i = minπi V

πi,π̃
t
−i

i (µ), we first decompose the regret as

Nash-regret(T ) =

T∑
t=1

max
i∈[n]

(
V

π̃t
i ,π̃

t
−i

i (µ)−min
πi

V
πi,π̃

t
−i

i (µ)

)

=

n∑
i=1

T∑
t=1

(
V

π̃t
i ,π̃

t
−i

i (µ)− V
πt
i ,π

t
−i

i (µ)
)
+

n∑
i=1

T∑
t=1

(
V

π′,t
i ,πt

−i

i (µ)− V
π′,t
i ,π̃t

−i

i (µ)

)

+

n∑
i=1

T∑
t=1

(
V

πt
i ,π

t
−i

i (µ)− V
π′,t
i ,π̃t

−i

i (µ)

)

≤ n

κ

n∑
i=1

T∑
t=1

∥π̃t − πt∥2 +
n∑

i=1

T∑
t=1

(
V

πt
i ,π

t
−i

i (µ)− V
π′,t
i ,π̃t

−i

i (µ)

)

≤ nµ

κ

n∑
i=1

T∑
t=1

∥s− πt∥2 +
n∑

i=1

T∑
t=1

(
V

πt
i ,π

t
−i

i (µ)− V
π′,t
i ,π̃t

−i

i (µ)

)

≤ µn3/2
√
ST

κ
+

n∑
i=1

T∑
t=1

(
V

πt
i ,π

t
−i

i (µ)− V
π′,t
i ,π̃t

−i

i (µ)

)
,

where the first inequality is by Lemma 18 of Ding et al. (2022), and the last inequality is by ∥s− πt∥2 ≤
√
nS.

Similar to the proof of Theorem 4.1, and by Lemma B.4, we have

max
πi

(
V

πt
i ,π

t
−i

i (µ)− V
πi,π̃

t
−i

i (µ)
)
≤ 1

κ

∥∥∥∥dπ∗
i ,π−i(µ)

µ

∥∥∥∥
∞

max
π′
i

(π′
i − πi)

⊤ ∇πiΦ
π(µ)

≤ 1

κ

∥∥∥∥dπ∗
i ,π−i(µ)

µ

∥∥∥∥
∞

G(πt) ,

where G(πt) = maxπ(π
t − π)⊤∇Φµ(π

t).

We bound
∑T

t=1E [G(πt)] in a similar fashion as Theorem 4.1.

Notice that for any π, π′, we have

E[Φ(π)] ≤ E [(H + 1)] ≤
∞∑
h=0

(1− κ)hκ(h+ 1) ≤ κ

1− κ

∞∑
h=0

(1− κ)hh =
1

κ
,

Therefore, take ηt =
κ

n3/2mt3α/2 , ρt =
4µ1/3

n1/3m2/3tα
and µ = min{ 1

m2n ,
κ4/3

n7/8m1/4Tβ }, and by Lemma B.1 we have

T∑
t=1

E
[
G(πt)

]
≤ 2

κηT+1
+
√
nS

T∑
t=1

∥∥∇Φµ(π
t)− dt

∥∥
2
+

2nS(1− κ)

κ3

T∑
t=1

ηt
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≤ O

(
n3/2mT 3α/2

κ2
+

n3/2mST 1−β

κ5/3
+

n5/8m3/4ST 1−α/2+β/3

κ25/9
+

nST 1−3α/2

κ2

)

Take α = 8/15, β = 1/5, we have

T∑
t=1

E
[
G(πt)

]
≤ O

(
n3/2mT 4/5

κ2
+

n5/8m3/4ST 4/5

κ25/9

)
.

Combine everything, we have

E [Nash-regret(T )] ≤ O

(
n3/2mD∞T 4/5

κ3
+

n5/8m3/4SD∞T 4/5

κ25/9

)
,

where D∞ = maxi

∥∥∥dπ∗
i ,π−i (µ)

µ

∥∥∥
∞
.
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B.2 Proof of Lemma B.1

Lemma B.1. With ηt =
1

n3/2mt3α/2 , ρt =
4µ1/3n1/3m2/3

κ2/3tα
and µ ≥ 1

m2n , we have

E
[
∥∇Φµ(π

t)− dt∥2
]
≤ O

(
n3/2mµ

√
S(1− κ)

κ3
+

n1/3m2/3
√
S

µ1/3κ7/3(t+ 1)α/2

)
,

Proof. First notice that

E
[
∇Φ(π̃t)

]
≤ E[(H + 1)] ≤

∞∑
h=0

(1− κ)hκ(h+ 1) ≤ κ

1− κ

∞∑
h=0

(1− κ)hh =
1

κ
.

The proof is similar to Lemma 3.2. Similarly let at = E
[
∥∇Φµ(π̃

t)− dt∥22
]
and take ηt =

κ
n3/2mt3α/2 , we have

at ≤ (1− ρt/2)at−1 + ρ2tE

[∥∥∥∇Φ(π̃t)− ∇̂πt
i

∥∥∥2
2

]
+ (1 + 2/ρt)E

[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)
∥∥2
2

]
≤ (1− ρt/2)at−1 + ρ2t

(
E
[∥∥∇Φ(π̃t)

∥∥2
2

]
+ E

[∥∥∥∇̂πt
i

∥∥∥2
2

])
+ (1 + 2/ρt)E

[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)
∥∥2
2

]
≤ (1− ρt/2)at−1 + ρ2t

(
1

κ2
+

24nm2

µκ4

)
+ (1 + 2/ρt)E

[∥∥∇Φ(π̃t)−∇Φ(π̃t−1)
∥∥2
2

]
≤ (1− ρt/2)at−1 +

25nm2ρ2t
µκ4

+
16n2m2(1− κ)2(1 + 2/ρt)

κ6
E
[∥∥π̃t − π̃t−1

∥∥2
2

]
≤ (1− ρt/2)at−1 +

25nm2ρ2t
µκ4

+
36n3Sm2η2t

κ6ρt

≤ (1− ρt/2)at−1 +
25nm2ρ2t

µκ4
+

36S

κ4ρt

where the second inequality is by Lemma B.2 and the definition of the potential function.

Take ρt = 4n1/3m2/3µ1/3

tα . We want to show at = C
(t+1)α , C = max

{
a12

α, 61n5/3m7/3S
µ2/3κ4

}
. We show this by

induction.

The base case t = 1 clearly holds due to our choice of C1.

Assume the aℓ−1 ≤ C
ℓα , 2 ≤ ℓ ≤ T , and notice that as n,m ≥ 1, µ ≤ 1, we have

aℓ ≤
(
1− 2n1/3m2/3µ1/3

tα

)
C

ℓα
+

61n5/3m7/3S

µ1/3κ4ℓ2α

≤ C

(
ℓα − 1

ℓ2α

)
≤
(

C

ℓα + 1

)
≤
(

C

(ℓ+ 1)α

)
.

Therefore

E
[
∥∇Φµ(π

t)− dt∥2
]
≤ E

[
∥∇Φµ(π

t)−∇Φµ(π̃
t)∥2

]
+ E

[
∥∇Φµ(π̃

t)− dt∥2
]

≤ 4nm(1− κ)

κ3
E
[
∥πt − π̃t∥2

]
+ E

[
∥∇Φµ(π̃

t)− dt∥2
]

≤ 4nmµ(1− κ)

κ3
E
[
∥πt − s∥2

]
+ E

[
∥∇Φµ(π̃

t)− dt∥2
]

≤ O

(
n3/2mµ

√
S(1− κ)

κ3
+

n5/6m7/6
√
S

µ1/3κ2(t+ 1)α/2

)
.
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B.3 Proof of Theorem 4.2

Theorem 4.2 (Regret for the i-th player in Markov potential game). Let {π̃t
−i}Tt=1 be an arbitrary sequence of

strategies for all players except for player i. For player i, run Algorithm 2 with ηt =
κ

n3/2mt4/5
, ρt =

4µ1/3

n1/3m2/3t8/15

and µ = min{ 1
m2n ,

κ4/3

n7/8m1/4Tβ }, when T ≥ m7/4n1/8κ4/3. Then the regret of player i is at most

E

[
T∑

t=1

(
V

π̃t
i ,π̃

t
−i

i (µ)− V
π∗
i ,π̃

t
−i

i (µ)
)]

≤ O

(
m4/3n27/24ST 4/5

κ7/3

)
.

Proof. Denote π∗ = argminπ
∑T

t=1 V
πi,π

t
−i

i (µ) by the definition of the potential function, we have

T∑
t=1

(
V

π̃t
i ,π̃

t
−i

i (µ)− V
π∗
i ,π̃

t
−i

i (µ)
)
=

T∑
t=1

Φµ(π̃
t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)

=

T∑
t=1

(
Φµ(π̃

t
i , π̃

t
−i)− Φµ(π

t
i , π̃

t
−i)
)
+
(
Φ(πt

i , π̃
t
−i)− Φµ(π

∗
i , π̃

t
−i)
)

≤
T∑

t=1

∥π̃t
i − πt

i∥+
(
Φµ(π

t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)
)

≤ 4mµ
√
nST

κ3
+
(
Φµ(π

t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)
)
,

where the last inequality is by the update rule and ∥πt
i − s∥2 ≤

√
S.

Similar to the proof of Theorem 3.1, by the smoothness of Φ, ηt = κ
n3/2mt3α/2 , ρt = 4µ1/3n1/3m2/3

κ2/3tα
and µ =

min{ 1
m2n ,

κ4/3

n7/8m1/4Tβ }, and α = 8/15, β = 1/5 we have

Φµ(π
t+1
i , π̃t

−i)− Φµ(π
∗
i , π̃

t
−i)

≤ (1− ηt)
(
Φµ(π

t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)
)
+ 2ηt

√
S∥∇πi

Φµ(π
t
i , π̃

t
−i)− dti∥+

8η2t n
3/2m

√
S(1− κ)

2κ3

≤
(
1− κ

n3/2mt3α/2

) (
Φµ(π

t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)
)
+O

(
S(1− κ)

t3α/2+βκ3
+

n27/24m5/4S

κ7/3t2α−β/3
+

√
S

κt3α

)

≤
(
1− κ

n3/2mt3α/2

) (
Φµ(π

t
i , π̃

t
−i)− Φµ(π

∗
i , π̃

t
−i)
)
+O

(
n27/24m5/4S

κ7/3t

)
.

Using the same induction proof as the proof of Theorem 4.2, we have

Φµ(π
t+1
i , π̃t

−i)− Φµ(π
∗
i , π̃

t
−i) ≤

D

(t+ 1)1/5
,

where D = max{D1,
m4/3n27/24S

κ7/3 }, and D1 are absolute constants. Therefore, we have

T∑
t=1

(
V

π̃t
i ,π̃

t
−i

i (µ)− V
π∗
i ,π̃

t
−i

i (µ)
)
≤ O

(
m4/3n27/24ST 4/5

κ7/3

)
.
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B.4 Axuiliary Lemmas

Lemma B.2 ((Daskalakis et al., 2020, Lemma 2)). Let Et denote the conditional expectation on all history up
to time t, then

1. Et

[
∇̂πt

i

]
= ∇πi

Φπt
i (µ).

2. Et

[∥∥∥∇̂πt
i

∥∥∥2
2

]
≤ 24m2

µκ4 .

Lemma B.3 ((Daskalakis et al., 2020, Lemma 4)). For any π, π′, ∥∇Φµ(π)−∇Φµ(π
′)∥2 ≤ 4nm(1−κ)

κ3 ∥π− π′∥2.
Lemma B.4 ((Leonardos et al., 2022, Lemma D.3)). Fix any player i, let π∗

i be an optimal policy for agent i
in the single agent MDP in which the rest of the agents are fixed to choose π−i. Then,

Φπ∗
i ,π−i(µ)− Φπ(µ) ≤ 1

κ

∥∥∥∥dπ∗
i ,π−i(µ)

µ

∥∥∥∥
∞

max
π′
i

(π′
i − πi)

⊤ ∇πi
Φπ(µ) ,

where dπ(µ) = E
[∑H

h=0 P
π
(
sh = s | s0

)]
.
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