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Abstract

By choosing a suitable function space as the dual to the non-negative measure cone, we study in a unified framework a class of functional saddle-point optimization problems, which we term the Mixed Functional Nash Equilibrium (MFNE), that underlies several existing machine learning algorithms, such as implicit generative models, distributionally robust optimization (DRO), and Wasserstein barycenters. We model the saddle-point optimization dynamics as an interacting Fisher-Rao-RKHS gradient flow when the function space is chosen as a reproducing kernel Hilbert space (RKHS). As a discrete time counterpart, we propose a primal-dual kernel mirror prox (KMP) algorithm, which uses a dual step in the RKHS, and a primal entropic mirror prox step. We then provide a unified convergence analysis of KMP in an infinite-dimensional setting for this class of MFNE problems, which establishes a convergence rate of $O(1/N)$ in the deterministic case and $O(1/\sqrt{N})$ in the stochastic case, where $N$ is the iteration counter. As a case study, we apply our analysis to DRO, providing algorithmic guarantees for DRO robustness and convergence.

1 INTRODUCTION

Modern analysis of machine learning algorithms in high dimensions leverages the view of optimization over probability measures. For example, some state-of-the-art analysis of generative adversarial networks and adversarial robustness formulates the training process as finding a mixed Nash Equilibrium (MNE) in a two-player zero-sum game [Hsia et al., 2019; Domingo-Enrich et al., 2020; Wang & Chizat, 2022; Trillos et al., 2023; Kim et al., 2024]. The MNE problem seeks the solution, i.e., MNE, of the saddle-point optimization problem

$$\inf_{\mu \in \mathcal{M}} \sup_{\nu \in \mathcal{M}} G(\mu, \nu),$$

where $G(\mu, \nu)$ is a bi-variate objective function(al) of the probability measures $\mu, \nu$, and $\mathcal{M}$ is the space of probability measures on a convex compact domain, e.g., a bounded closed convex subset of $\mathbb{R}^d$. Related to (1), we are also interested in treating (constrained) measure optimization problems of the form

$$\inf_{\mu \in \mathcal{B} \subset \mathcal{M}} \mathcal{E}(\mu).$$

In machine learning, there exists a commonly-used alternative paradigm to directly optimizing the measures, such as in the MNE problem (1) or in (2). This paradigm exploits the duality between probability measure space $\mathcal{M}$ and a dual functional space, i.e., instead of optimizing w.r.t. a measure, we solve the (constrained) functional optimization problem

$$\inf_{f \in \mathcal{F}} \mathcal{V}(f),$$

where $\mathcal{F}$ is some set of dual functions. Such methods often leverage scalable learning models such as reproducing kernel Hilbert spaces (RKHS) and deep neural networks for parameterizing and manipulating the dual function $f$, instead of directly searching in the space of probability distributions as in (1) or (2). We have witnessed success of such dual functional approaches in many domains of machine learning research, e.g., generative modeling (Nowozin et al., 2017; Gulrajani et al., 2017; Korotin et al., 2019) computing optimal transport (Genevay et al., 2016), (see also Dvurechensky et al., 2018b).
We summarize our contributions as the following.

1. We model the infinite-dimensional continuous-time optimization dynamics of the general functional optimization problem \( \psi \) as RKHS gradient flows, which enjoys simple convexity structure. Then, motivated by an interacting gradient flow \( (19)-(20) \) that couples the Fisher-Rao and RKHS gradient flow, we derive a primal-dual kernel mirror prox algorithm for solving MFNE \( (4) \) with \( \mathcal{F} \) being a subset of Hilbert space.

2. We show that our specialized infinite-dimensional mirror prox algorithm, which we term primal-dual kernel mirror prox (KMP), can be applied to the MKNE problem to obtain a convergence rate \( O\left(\frac{1}{t}\right) \) in the deterministic and \( O\left(\frac{1}{\sqrt{t}}\right) \) in the stochastic settings, where \( N \) is the iteration counter. To the best of our knowledge, it is the first analysis with the kernel mirror prox steps in the dual functional space, which differs from the typical mean-field analysis of measure optimization.

3. Our framework can be applied to existing learning tasks to derive convergence results. As a concrete case study, we apply our analysis to distributionally robust optimization (DRO) to establish a convergence rate via primal-dual kernel mirror prox in the case of MMD ambiguity sets. Importantly, our method does not require the loss to be convex w.r.t. the uncertain variable, i.e., \( l(\theta,x) \) can be non-convex non-linear in \( x \) in \( (10) \), which is much more general than common assumptions in the Wasserstein DRO literature. We then provide robustness guarantees for the KMP solution both in the population risk and under distribution shift.

### 2. Preliminaries

**Notation.** We use \( \mathcal{M} = \text{Prob}(\Omega) \) to denote the space of probability measures defined on the closure of a bounded convex domain \( \Omega \subset \mathbb{R}^d \). We say that \( (4) \) is convex-concave if the inner problem is concave maximization and the outer problem is convex minimization. The convexity notion, if not otherwise specified, refers to the regular convexity notion (defined in \( (13) \)).

For PDE gradient flows, the states are functions of both time and space, for example, \( u(t, x) \). When there is no ambiguity, we write \( u(t) := u(t, \cdot) \) to denote the function at evolutionary time \( t \). If not otherwise specified, proofs are deferred to the appendix.

#### 2.1 Duality of Metrics on Probability Measures

One reason behind the ubiquity of the functional optimization problem \( (4) \) and MFNE \( (4) \) in machine learning problems is that common probability metrics admit a dual characterization. For example, the optimal transport distance \( (\text{Santambrogio, 2015}) \) and \( (\text{Ambrosio et al., 2008}) \), e.g., \( p \)-Wasserstein metric \( W_p \) with \( p \geq 1 \), can be characterized in the dual space via the dual Kantorovich problem

\[
W_p^p(\mu, \nu) = \sup_{\psi_1, \psi_2} \int \psi_1 d\mu + \int \psi_2 d\nu \tag{5}
\]

\[
\text{s.t. } \psi_1(x) + \psi_2(y) \leq c(x, y), \tag{6}
\]

\[\forall x, y, \text{ a.e. which is an infinite-dimensional optimization problem with an infinite constraint.} \]

Bounded continuous functions \( \psi_i \) are referred to as the Kantorovich potential functions. \( c(x, y) = \| x - y \|^p \) is the transport cost function associated with the transport. In the machine learning literature, researchers have explored this dual formulation by directly parameterizing the Kantorovich potential \( \psi_i \)'s, e.g., using RKHS.
Distributionally robust optimization (DRO). We now consider the metric-ball-constrained DRO problem \cite{Delage2010,Ben-Tal2013,Gao2016,Zhu2021}.

\begin{align}
\sup_{\theta \in \Theta} \inf_{\mu \in \mathcal{M}, \nu \in \mathcal{N}} \E_{\mu}[l(\theta; x)],
\end{align}

where the set of decision variables $\Theta$ is a closed convex set, e.g., $\Theta \subseteq \mathbb{R}^d$, $D$ is a discrepancy measure between distributions, $\hat{P}_e$ is the empirical data distribution, $l(\theta; x)$ is the loss function given parameter $\theta$ and data point $x$. Below, we consider DRO in the two settings of probability metric $D$: the $p$-Wasserstein DRO ($p \geq 1$) \cite{Gao2016} as well as the Kernel(-MMD) DRO \cite{Zhu2021}. Our scope is crucially broader than the common Wasserstein DRO reformulations using conic linear duality, which often omit the discussion of non-linear-in-$x$ losses common in machine learning. We propose the following primal-dual reformulation of DRO.

Lemma 2.1 (Primal-dual reformulation of Wasserstein and Kernel DRO). Suppose the probability metric is chosen to be the optimal transport metric (e.g., $p$-Wasserstein distance). Then, the DRO problem (10) admits the reformulation

\begin{align}
\inf_{\gamma \in \Psi_c, \mu \in \mathcal{M}} \sup_{f \in \Phi} \E_{\gamma}(l(\theta; x) - \gamma f(x)) - \frac{\gamma}{n} \sum_{i=1}^n f(x_i) + \gamma \epsilon.
\end{align}

$\Psi_c$ is the set of $c$-concave functions \cite{Santambrogio2015} and $f^*: \inf_{x} c(x, y) - f(x)$ denotes the $c$-transform.

Suppose the probability metric $D$ is the MMD, then the DRO problem (10) is equivalent to the smooth saddle-point problem

\begin{align}
\inf_{\theta \in \Theta, f} \sup_{\mu \in \mathcal{M}, h \in \mathcal{H} : \|h\| \leq 1} \frac{1}{n} \sum_{i=1}^n [f(x_i) + \epsilon(h, f) + \E_{\mu}(l(\theta; x) - f(x))].
\end{align}

Note that $c$-concavity of a function $f$ means that $f$ is the $c$-transform of a bounded continuous function. Lemma 2.1 shows that those primal-dual DRO formulations have the \textit{convex-concave} structure in $\mu, f$ as in the MFNE \cite{Pavel2016}. (Although the convexity w.r.t. $\mu$ of (11) is lost along the Wasserstein geodesics \cite{Ambrosio2008}.) They are also convex in the learning model parameter $\theta$ when the loss $f$ is, (12) is concave in the smoothing variable $h$, and (11) is trivially convex in the dual variable $\gamma$.

**Wasserstein barycenter.** Another important application is the Wasserstein barycenter problem \cite{Agueh2010}. We consider the following primal IGM formulation \cite{Li2015,Dziugaite2014}.

\begin{align}
\inf_{G \in \Phi} \E_{Z}(D(P, G(Z))),
\end{align}

where $G_{\theta}$ is the generator function parameterized by $\theta \in \mathbb{R}^d$, $P$ is a target distribution, $Z$ is a random variable with (simple) latent distribution $Q$, $D$ can be chosen as a discrepancy measure between distributions such as the $f$-divergence family, optimal transport distance, or kernel MMD. In IGM, $P$ is often taken to be the training data distribution. Recent theoretical analysis of the optimization for training \cite{Pavel2016} lifts the non-convex optimization problem to the space of probability measures, which is an instantiation of a MNE problem \cite{Pavel2016}. The problem can then be cast into this paper’s general MFNE formulation \cite{Pavel2016}, for example, by choosing the function $D$ from the IGM family (7).

\begin{align}
\inf_{\mu \in \mathcal{M}} \sup_{f \in \Phi} \left\{ \int f(x) dP(x) - \E_{\theta \sim \mu} \int f(g_{\theta}(z)) dQ(z) \right\},
\end{align}

where $g_{\theta}$ is the generator. If the function class $F$ is chosen to be the class of 1-Lipschitz functions, then the formulation is the Wasserstein GAN \cite{Arjovsky2017,Gulrajani2017}. On the other hand, if $F$ is the RKHS-norm ball, this is the MMD GAN \cite{Li2017,Biukowski2018}. Note that this lifted problem is now \textit{convex-concave} in the optimization variables.
of particular interest to this paper in the context of measure optimization (2) is the gradient flow in the Fisher-Rao metric space, which is the gradient system that generates the following reaction equation as its gradient flow equation

\[ \partial_t \mu = -\mu \cdot (E'(\mu)) - \int \mu \cdot E'(\mu), \]

where \( E'(\mu) \) is the first variation. Alternatively, one can also view the whole r.h.s. as the Fisher-Rao metric gradient. More generally, gradient flows in metric spaces \cite{Ambrosio2008} have gained significant attention in recent machine learning literature due to the study of Wasserstein gradient flow (WGF), originated from the seminal works of Otto and colleagues, e.g., \cite{Otto1996, Jordan1998, Otto2001}. Rigorous characterizations of general metric gradient systems have been carried out in PDE literature, for which we refer to \cite{Ambrosio2008} for a complete treatment.

In practical optimization, this flow corresponds to the entropic mirror descent step

\[ \mu_{k+1} \leftarrow \arg \inf_{\mu \in \mathcal{M}} \int E'(\mu_k) d\mu - \mu_k + \frac{1}{\tau} D_{KL}(\mu, \mu_k), \]

(15)

giving multiplicative update \( \mu_{k+1} = \frac{1}{\frac{1}{\tau} \mu_k} \cdot e^{-\tau E'(\mu_k)}, \)

where \( Z \) is a normalization constant.

3 RKHS GRADIENT FLOW FOR MODELING MEASURE OPTIMIZATION DYNAMICS

Our starting point is to model the infinite-dimensional continuous-time optimization dynamics of the functional optimization problem (3) using the RKHS gradient flows (RKHSGF)

\[ \partial_t f = -V'(f), \quad f(0, x) = f^0(x) \in \mathcal{H}, \]

(16)

where \( V'(f) \) is Fréchet (sub)differential in \( \mathcal{H} \). The usual properties of this gradient flow, such as existence and uniqueness are provided in the appendix. In principle, other function spaces in the literature can also be considered in practice, such as the random Fourier feature functions, single hidden-layer neural networks \cite{Bach2017}, and ICNNs. To make the theoretical analysis tractable, we focus in the rest of the paper on the RKHS setting. A more general setting is left for future work.

RKHS has been used in machine learning applications of gradient flows. For example, in \cite{Arbel2011, Carlier2011, Peyré2019, Li2020, Tiapkin2022, Krokosnin2019, Korotin2021, Dvurechensky2018a}, which can be formulated as a saddle-point optimization problem.

\[ \min_{\mu \in \mathcal{M}} \sum_{i=1}^{n} \alpha_i \left[ W_p^p(\mu, \nu_i) \right] = \min_{\mu \in \mathcal{M}} \sum_{i=1}^{n} \alpha_i \sup_{f_i \in \Psi_c} \left\{ \int f_i d\mu + \int f_i d\nu_i \right\}, \quad (13) \]

where \( f^* \) again denotes the \( c \)-transform. \( \nu_i \in \mathcal{M} \) are given probability measures, \( f_i \in \Psi_c \) are the \( c \)-concave Kantorovich potentials associated with the Wasserstein distance.

As we have seen, several ML problems can be formulated in our framework of the infinite-dimensional MFNE problem (4), which gives a unified optimization view on these applications. An important role in these formulations is played by the dual function set \( \mathcal{F} \). Note that in the aforementioned settings of \( p \)-Wasserstein \( (p \neq 1) \) metric, one may parameterize Kantorovich potential functions using tools such as the random Fourier features \cite{Rahimi2007} and ICNN \cite{Amos2017}, such as done by \cite{Genevay2016, Makkuva2020, Korotin2019}. Therefore, as a first step towards the theoretical analysis of the MFNE problem and to simplify this analysis, we focus on the RKHS functions (and hence the kernel MMD in the DRO setting) setting in the rest of the paper. We underline that, even in this particular setting, we are not aware of algorithms and their convergence results.

2.2 Gradient Flow in Hilbert and Metric Spaces

Recent theoretical analysis of generative models via MNE, e.g., \cite{Hsieh2019, Domingo-Enrich2020, Wang2022, Trillos2023}, adopted the mean-field point of view closely related to PDE gradient flows of probability measures \cite{Ambrosio2008, Otto1996, Jordan1998, Otto2001}. Notably, works such as \cite{Hsieh2019} modeled training dynamics of GAN as sampling using Langevin SDE, which is also equivalent to solving the Fokker-Planck PDE.

Intuitively, a gradient flow describes a dynamical system that is driven towards the fastest dissipation of certain energy. This system is called a gradient system. For example, the dynamical system described by an ordinary differential equation in the Euclidean space that follows the negative gradient direction of some function \( f \), \( \dot{x}(t) = -\nabla f(x(t)), x(t) \in \mathbb{R}^d \), is a simple gradient system. Of particular interest to this
the squared RKHS norm was used as the driving energy functional for the Wasserstein gradient flow, rather than its use as the dissipation geometry for the flow as in our formulation. A few other works such as (Chu et al. 2020, Chewi et al. 2020, Duncan et al. 2019, Liu & Wang 2019, Korba et al. 2021) studied the kernelized Wasserstein gradient flow in the context of Stein geometry. Those particular cases do not exploit the simplicity of gradient flow structure in the Hilbert space. We outline some technical background regarding this gradient flow in the RKHS.

One important distinction between the functional optimization dynamics in RKHSGF and the measure optimization in MNE optimization dynamics is that we do not need advanced structures such as generalized geodesic convexity from the WGF setting (see, e.g., (Ambrosio et al. 2008)) — linearity or regular convexity is sufficient for RKHSGF. This can be seen in the following example.

Example 3.1. (Convexity) In a 2-Wasserstein space \( (\mathcal{M}, W_2) \), linear energy functional \( E_0(\mu) = \int V_0d\mu \) for \( \mu \in (\mathcal{M}, W_2) \), is non-convex geodesically (Section A.3) if and only if the function \( V_0(x) \) is non-convex (Ambrosio et al. 2008). On the other hand, in an RKHS \( \mathcal{H} \), linear energy functional \( E_1(f) = (V_1, f)_\mathcal{H} \) for \( f \in \mathcal{H} \) is always convex, regardless of the non-convexity of \( V_1 \).

Example 3.2. (Intractability of Wasserstein DRO with nonlinear losses) The Wasserstein-DRO problem

\[
\inf_{\theta \in \Theta} \sup_{\mu \in \mathcal{M}} E_\mu[l(\theta; x)] 
\]

where \( l(\theta; x) \) is non-convex non-linear w.r.t. \( x \) is intractable. As discussed in Example 3.1 despite the linear-in-measure inner problem, the objective function \( E_\mu[l(\theta; x)] \) is not geodesically convex w.r.t. \( \mu \) in the Wasserstein space. See Section A.3 for more details. Hence the popular approaches using linear duality reformulation, used in a large body of literature, are not tractable for this class of problems, unless strong restrictions are imposed. In other words, there is still no free lunch despite the lifting to the linear structure. The only principled treatment in the non-convex case is via Lagrangian relaxation under non-convex objectives (Sinha et al. 2020), which no longer preserves the ambiguity-ball structure. In contrast, we show convergence guarantees for Kernel-MMD DRO in Section 5 without placing restricting assumptions on \( l(\theta; x) \) w.r.t. \( x \).

In contrast, the RKHSGF in our formulation converges under the usual convexity in the Hilbert space. In the next section, we will use the explicit Euler discretization of this gradient flow, coupled with measure-update step, to derive the primal-dual kernel mirror prox algorithm, which is the discrete-time counterpart to the interacting gradient flow.

Interacting Gradient Flow Dynamics

Previously, (Domingo-Enrich et al. 2020) proposed the Interacting Wasserstein Gradient Flow as the infinite-dimensional continuous-time optimization dynamics for solving the MNE problem (1). We now model a gradient system that couples a gradient flow in the Fisher-Rao geometry and an RKHS gradient flow (RKHSGF). We term the mean-field dynamics Interacting Gradient Flow. Our perspective is to choose the (dual) function space in MFNE (1) as a RKHS \( \mathcal{H} \) (Wendland 2004, Steinwart & Christmann 2008, Berlinet & Thomas-Agnan 2011). That is to say, letting \( F = \mathcal{H} \) in MFNE (1), we solve a specific variation of MFNE, which is the Mixed Kernel Nash Equilibrium (MKNE)

\[
\inf_{f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}} F(f, \mu). \tag{18}
\]

The gradient flow equations governing the interacting system are

\[
\partial_t \mu - \mu \cdot F_\mu'(f, \mu) + \int \mu \cdot F'_\mu(f, \mu) = 0, \tag{19}
\]

\[
\partial_t f + F'_f(f, \mu) = 0, \tag{20}
\]

where the derivatives \( F'_\mu, F'_f \) are taken in the sense of the Fréchet differential w.r.t. \( L^2 \) and RKHS norms respectively. While it is also possible to use other spaces to replace \( \mathcal{H} \), such as neural networks to generate so-called neural flows, for the sake of analysis, this paper only focuses on the RKHS setting.

When viewed standalone, the properties of the RKHS gradient flow equation (20) and the reaction equation (19) have already been discussed above. Our choice of the Fisher-Rao type of flows is due to that its relation to the entropic mirror descent algorithm (15), which is a common tool for optimizing over probability measures in practical computation. Later, we further provide the convergence guarantee for a discrete-time mirror prox algorithm based on our choice of flows.

Motivated by the continuous dynamics, we now propose the discrete-time saddle-point optimization algorithm that mimics the continuous-time dynamics and prove its convergence rate bounds.

4 A PRIMAL-DUAL KERNEL MIRROR PROX ALGORITHM

To construct our mirror prox algorithm, following (Hsieh et al. 2019), we make some mild regularity assumptions. As noted by those authors, the following assumptions can be met by most practical appli-
ctions. Namely, we restrict \( \mathcal{M} \) to the set of probability measures on \( \Omega \) that admit densities w.r.t. the Lebesgue measure and have a density that is continuous and positive almost everywhere on \( \Omega \). We note that this assumption is only made for the ease of the analysis. In practice, there are also numerous particle-based algorithms that can perform the mirror descent step, see Remark \[10\]. We also assume that there is a Hilbert space \( \mathcal{H} \) and a convex and closed set \( H \subset \mathcal{H} \). For the sake of generality, we consider a slight variation of MKNE [15] as the following general infinite-dimensional saddle-point problem on the spaces of measures and functions

\[
\inf_{f \in H} \sup_{\mu \in \mathcal{M}} F(f, \mu).
\]  

(21)

For shortness, we denote the set of all variables by \( u := (f, \mu) \) and slightly abuse notation by defining \( F(u) := F(f, \mu) \). We consider here the setting of two variables only for simplicity. An extension for a more general problem formulation covering the DRO problem [12] is provided in the appendix. Moreover, in the next section, we consider DRO problem [12] as a particular case study and provide technical details to check that the main assumptions of this section hold for that problem. Our first main assumption in this section is as follows.

**Assumption 4.1.** The functional \( F(f, \mu) \) is convex in \( f \) for fixed \( \mu \) and concave in \( \mu \) for fixed \( f \).

### 4.1 Preliminaries

To construct the mirror prox algorithm for problem [21] we need, first, to introduce proximal setup, which consists of norms, their dual, and Bregman divergences over the space of each of the variables.

For the space of the variable \( f \), we use the norm of the Hilbert space \( \| \cdot \|_H \), distance generating function \( d_H(f) = \frac{1}{2} \| f \|_H^2 \), which gives Bregman divergence \( B_H(f, \tilde{f}) = \frac{1}{2} \| f - \tilde{f} \|_H^2 \). This leads to the mirror descent step, given step size \( \eta > 0 \) and direction \( \xi_f \in H \),

\[
f_+ = \text{Mirr}^{f,H}_\eta (f_0, \xi_f) = \arg\min_{f \in H} \{ \| \tilde{f} \| + \frac{1}{2} \| f - f_0 \|_{H}^2 \}.
\]

(22)

Note that the explicit expression for the above step is the projection of \( f_0 - \eta \xi_f \) onto the set \( H \) w.r.t. the RKHS norm.

For the space of the variable \( \mu \), we follow [Hsieh et al., 2019] and, first, introduce the Total Variation (TV) norm for the elements of \( \mathcal{M} \) \( \| \mu \|_{TV} = \sup \{ |\xi|_{L^\infty} \leq 1 \} \int \xi d\mu = \sup \{ |\xi|_{L^\infty} \leq 1 \} \langle \xi, \mu \rangle \), where \( |\xi|_{L^\infty} \) is the \( L^\infty \)-norm of functions. To define the mirror step, we use (negative) Shannon entropy and its Fenchel dual defined respectively as

\[
\Phi(\mu) = \int d\mu \ln \frac{d\mu}{dx}, \quad \Phi^*(\xi) = \ln \int e^{\xi} dx
\]

(23)

defined for \( \xi \) from the space \( \mathcal{M}^* \) of all bounded integrable functions on \( \Omega \). The corresponding Bregman divergence is the relative entropy given by

\[
D_\Phi(\mu, \tilde{\mu}) = \int d\mu \ln \frac{d\mu}{d\tilde{\mu}}.
\]

(24)

As discussed previously in [15], this leads to the mirror step

\[
\mu_+ = \text{Mirr}^\mu_\eta (\mu_0, \xi_\mu) = \arg\min_{\mu \in \mathcal{M}} \{ \langle \tilde{\mu}, \eta \xi_\mu \rangle + \Phi^*(\eta) \} = d\Phi^*(d\Phi(\mu_0) - \eta \xi_\mu) \equiv d\mu_+ = \frac{e^{-\eta \xi_\mu} d\mu_0}{\int e^{-\eta \xi_\mu} d\mu_0}.
\]

(25)

Our second main assumption is as follows.

**Assumption 4.2.** The functional \( F(u) := F(f, \mu) \) is Fréchet differentiable in \( f \) w.r.t. the RKHS norm and in \( \mu \), in \( L^2 \), and the derivatives \( F'_f(u) := F'_f(f, \mu) \), \( F'_\mu(u) := F'_\mu(f, \mu) \) are Lipschitz continuous in the following sense

\[
\| F'_f(u) - F'_f(\tilde{u}) \|_{H} \leq L_{ff} \| f - \tilde{f} \|_{H} + L_{f\mu} \| \mu - \tilde{\mu} \|_{TV}.
\]

(26)

\[
\| F'_\mu(u) - F'_\mu(\tilde{u}) \|_{L^\infty} \leq L_{f\mu} \| f - \tilde{f} \|_{H} + L_{\mu\mu} \| \mu - \tilde{\mu} \|_{TV}.
\]

(27)

We also denote

\[
L = \max \{ L_{ff}, L_{f\mu}, L_{\mu f}, L_{\mu \mu} \}.
\]

(28)

### 4.2 Kernel Mirror Prox Algorithm and Its Analysis

The updates of the general infinite-dimensional mirror prox algorithm for problem [21] are given in Algorithm [1] Recall that, for shortness, we use the notation \( u \) for the pair \( (f, \mu) \) and slightly abuse notation by setting \( F(u) := F(f, \mu) \). For its analysis we need the following auxiliary results. The first one is used for the mirror steps applied to the variable \( f \).

**Lemma 4.3.** Let \( \mathcal{H} \) be a Hilbert space and let \( H \subset \mathcal{H} \) be convex and closed. Let \( \hat{h} \in \mathcal{H} \) and \( \xi, \hat{\xi} \in \mathcal{H}^* = \mathcal{H}^\ast \), \( \eta > 0 \), and

\[
h = \arg\min_{\hat{h} \in \mathcal{H}} \left\{ \langle \hat{h}, \xi \rangle + \frac{1}{2} \| \hat{h} - \hat{\xi} \|_{H}^2 \right\} = \text{Mirr}^h_\eta (\hat{h}, \xi),
\]

\[
\hat{h}_+ = \arg\min_{\hat{h} \in \mathcal{H}} \left\{ \langle \hat{h}, \xi \rangle + \frac{1}{2} \| \hat{h} - \hat{\xi} \|_{H}^2 \right\} = \text{Mirr}^{h,H}_\eta (\hat{h}, \xi).
\]
Algorithm 1 General Mirror Prox

Require: Initial guess \( \bar{u}_0 := (\bar{f}_0, \bar{\mu}_0) \), step-sizes \( \eta_f, \eta_\mu > 0 \).
1: for \( k = 0, 1, \ldots, N - 1 \) do
2: Compute
\[ f_k = \text{Mirr}_{\eta_f}^{f,H}(\bar{f}_k, F'_f(\bar{u}_k)), \mu_k = \text{Mirr}_{\eta_\mu}^{\mu}(\bar{\mu}_k, -F'_\mu(\bar{u}_k)). \]
3: Compute
\[ \tilde{f}_{k+1} = \text{Mirr}_{\eta_f}^{f,H}(\tilde{f}_k, F'_f(\bar{u}_k)), \tilde{\mu}_{k+1} = \text{Mirr}_{\eta_\mu}^{\mu}(\tilde{\mu}_k, -F'_\mu(\bar{u}_k)). \]
4: end for
5: Compute \( (\tilde{f}_N, \tilde{\mu}_N) = \bar{u}_N = \frac{1}{N} \sum_{k=0}^{N-1} u_k. \)

Then, for any \( h \in H \),
\[
\langle h - \bar{h}, \eta \bar{\xi} \rangle \leq \frac{1}{2} \| h - \bar{h} \|_H^2 - \frac{1}{2} \| h - \bar{h} + \bar{\xi} \|_H^2 \\
+ \frac{\eta_f^2}{2} \| \bar{\xi} - \xi \|_H^2 - \frac{1}{2} \| h - \bar{h} \|_H^2.
\]

The second result characterizes the mirror step with respect to the measure \( \mu \).

Lemma 4.4 ([Hsieh et al. 2019 Lemma 5]). Let \( \bar{\mu} \in \mathcal{M} \) and \( \bar{\xi} \in \mathcal{M}' \), \( \eta > 0 \), and
\[
\mu = \text{Mirr}_{\eta_\mu}^{\mu}(\bar{\mu}, \bar{\xi}), \quad \bar{\mu} = \text{Mirr}_{\eta_f}^{\mu}(\bar{\mu}, \bar{\xi}).
\]
Then, for any \( \bar{\mu} \in \mathcal{M} \)
\[
\langle \mu - \bar{\mu}, \eta \bar{\xi} \rangle \leq D\Phi(\bar{\mu}, \bar{\mu}) - D\Phi(\bar{\mu}, \bar{\mu} +) \\
+ \frac{\eta_f^2}{8} \| \bar{\xi} - \xi \|_H^2 - 2 \| \mu - \bar{\mu} \|_H^2.
\]

The following result gives the convergence rate of Algorithm 1.

Theorem 4.5. Let Assumptions 1, 4, 5, 6 hold. Let also the step sizes in Algorithm 1 satisfy \( \eta_f = \eta_\mu = \frac{1}{8L} \), where \( L \) is defined in (28). Then, for any compact set \( \mathcal{U} = U_f \times U_\mu \subseteq H \times \mathcal{M} \) the sequence \( (\tilde{f}_N, \tilde{\mu}_N) \) generated by Algorithm 1 satisfies
\[
\max_{\mu \in \mathcal{U}_f} F(\tilde{f}_N, \mu) - \min_{f \in U_f} F(f, \bar{\mu}_N) \\
\leq \frac{8L}{N} \max_{u \in U} \left( \| f - \bar{f}_0 \|_H^2 + 2D\Phi(\mu, \bar{\mu}_0) \right).
\]

Remark 4.6 (Implementation of mirror descent steps). Algorithm 1 requires two mirror steps in the functional variables \( \mu, f \), both have already been separately studied in the machine learning literature. The \( f \)-update, optimization w.r.t. RKHS functions, has already been implemented for various learning tasks, e.g., by [Dai et al. 2014 Genevay et al. 2016 Tiapkin et al. 2022]. Zhu et al. 2021 Kremer et al. 2023]. For example, step (22) can be implemented as solving convex quadratic program when using the RKHS function parameterization in the form \( f = \sum_j \alpha_j k(x_j, \cdot) \). See those references for more implementation details. For the \( \mu \)-update, many algorithms have been proposed including many particle-update schemes such as [Mes et al. 2018 Wang et al. 2021 Chizat & Bach 2018 Dai et al. 2016 Hsieh et al. 2019 Kim et al. 2024], as well as natural gradient descent (Amari 1998 Khan & Nielsen 2018). An orthogonal direction is to incorporate, e.g., based on exact Mirror Prox schemes [Stonyakin et al. 2021 2022], an additional error estimates incurred by adopting one of those specific implementation schemes, e.g., particle mirror descent, which is beyond the scope of this paper and left for future work. Our current scope is also similar to another recent work on infinite-dimensional mirror descent analysis by (Aubin-Frankowski et al. 2022).

4.3 Analysis of Stochastic Kernel Mirror Prox

To account for potential inexactness in the first-order information, we assume that, instead of exact derivatives, the algorithm uses their inexact counterparts \( \tilde{F}'_f(u), \tilde{F}'_\mu(u) \) that may be random and are assumed to satisfy the following assumption.

Assumption 4.7.
\[
F'_f(u) = \mathbb{E}\tilde{F}'_f(u), \quad F'_\mu(u) = \mathbb{E}\tilde{F}'_\mu(u),
\]
\[
\mathbb{E}\| F'_f(u) - \tilde{F}'_f(u) \|^2_2 \leq \sigma_f^2,
\]
\[
\mathbb{E}\| F'_\mu(u) - \tilde{F}'_\mu(u) \|^2_2 \leq \sigma_\mu^2.
\]

Theorem 4.8. Let Assumptions 1, 4, 5, 6, 7 hold. Let also in Algorithm 1 the stochastic derivatives be used instead of the deterministic and the step sizes satisfy \( \eta_f = \eta_\mu = \frac{1}{16L} \), where \( L \) is defined in (28). Then, for any compact set \( \mathcal{U} = U_f \times U_\mu \subseteq H \times \mathcal{M} \), the sequence \( (\tilde{f}_N, \tilde{\mu}_N) \) generated by Algorithm 1 satisfies
\[
\mathbb{E} \left\{ \max_{\mu \in \mathcal{U}_\mu} F(\tilde{f}_N, \mu) - \min_{f \in U_f} F(f, \bar{\mu}_N) \right\} \\
\leq \frac{8L}{N} \max_{u \in U} \left( \| f - \bar{f}_0 \|_H^2 + 2D\Phi(\mu, \bar{\mu}_0) \right) + \frac{3(\sigma_f^2 + \sigma_\mu^2)}{16L}.
\]

Let us denote \( \sigma^2 = \sigma_f^2 + \sigma_\mu^2 \). Theorem 4.8 guarantees the same convergence rate as in the exact case, but up to some vicinity which is governed by the level of noise. In most cases, the \( \sigma^2/L \) term can be made of the same order \( 1/N \) by using the mini-batching technique. Indeed, a mini-batch of size \( N \) allows us to reduce the variance from \( \sigma^2 \) to \( \sigma^2/N \). Yet, we note that in this case, \( N \) iterations will require the number of samples \( O(N^2) \). This corresponds to iteration
complexity $O(1/\varepsilon)$ and sample complexity $O(1/\varepsilon^2)$ to reach an accuracy $\varepsilon$.

An alternative would be to use the information about the diameter of the set $U$. Indeed, assume that

$$\max_{u \in U} \left( \|f - f_0\|_U^2 + 2D_\phi(\mu, \tilde{\mu}_0) \right) \leq \Omega_U^2.$$  

Fixing the number of steps $N$ and choosing $\eta_f = \eta_u = \min \left\{ \frac{1}{16\varepsilon}, \frac{\Omega_u \sigma}{\sqrt{2N}} \right\}$, we obtain the following result

$$\mathbb{E} \left\{ \max_{\mu \in U} F(\tilde{f}_N, \mu) - \min_{f \in U} F(f, \tilde{\mu}_N) \right\} \leq \max \left\{ 8L\Omega_u^2, \sqrt{\frac{3\sigma^2\Omega_u^2}{2N}} \right\}. \quad (31)$$

5 DRO Algorithmic Guarantees using Kernel Mirror Prox

In this section we particularize the elements of KMP in Algorithm 1 for the specific DRO problem equipped with the kernel MMD constraint using its primal-dual formulation. In contrast with many reformulation techniques using simple linear duality formulation, we propose a principled primal-dual convergence analysis for DRO using our MKNE framework. Notably, we prove the finite-sample robustness algorithmic guarantee for the DRO solution generated by the KMP algorithm after $N$ iterations under non-linear DRO losses.

Compared to problem (21), the DRO formulation has two additional variables $\theta \in \mathbb{R}^d$ and $h \in H \subset \mathcal{H}$. For these variables, the proximal setup is introduced in the same way as for the variable $f$. We choose $H$ to be a reproducing kernel Hilbert space with kernel $k$. Our main assumptions for problem (12) are 1. $L_0 = \sup_{x, \theta} \|\nabla \theta l(\theta; x)\|_2 < +\infty$. 2. $\nabla \theta l(\theta; x)$ is $L(x)$-Lipschitz w.r.t. $\theta$ and $L_1 = \sup_{x, \theta} \mathbb{E}_{x \sim \mu} L(x)^2 < +\infty$. 3. $C = \sup_x k(x, x) < +\infty$. 4. For any fixed $x$, $l(\theta; x)$ is convex w.r.t. $\theta$ (but not necessarily w.r.t. $x$).

Remark 5.1. Most importantly, we do not place restrictive assumptions on the loss $l$ w.r.t. variable $x$, which is a common practice in the DRO literature. That is, we do not assume that $l(\theta; x)$ is convex, concave, affine, or quadratic in $x$. This is a significant improvement over the previous DRO analysis, see Kuhn et al. 2019. We also note that the convexity assumption w.r.t. $\theta$ is only used to obtain the global convergence guarantee. When it does not hold in practice, we can still execute our primal-dual KMP algorithm for DRO. This is not possible with other existing Wasserstein or kernel DRO algorithms.

We provide more details regarding the set-up of the KMP algorithm for the DRO setting in the appendix. We now give the main result of this section that upper-bounds the solution (sub-)optimality of the KMP algorithm. To the best of our knowledge, this is the first general non-asymptotic algorithmic guarantees without strong assumptions on $l(\theta; x)$ in terms of its dependence on $x$. As a reminder, $\tilde{P}_n$ is the empirical data distribution, whose samples are generated from the (unknown) distribution $\mu_0$.

**Proposition 5.2** (DRO Guarantee for KMP decision sub-optimality). Suppose $\tilde{\theta}_N = \frac{1}{N} \sum_{k=0}^{N-1} \theta_k$ is the averaged solution produced by the kernel mirror prox algorithm after $N$ steps. Then, $\forall \varepsilon > 0$, the DRO risk associated with the decision $\tilde{\theta}_N$ is bounded by

$$\sup_{\text{MMD}(\mu, \tilde{P}_n) \leq \varepsilon} \mathbb{E}_\mu l(\tilde{\theta}_N; x) - \inf_{\theta \in \Theta} \sup_{\text{MMD}(\mu, \tilde{P}_n) \leq \varepsilon} \mathbb{E}_\mu l(\theta; x) \leq O \left( \frac{1}{N} \right). \quad (32)$$

The bound becomes $O\left( \frac{1}{\sqrt{N}} \right)$ in expectation in the stochastic case, which we provide in the appendix. The result above quantifies that the decision generated by the KMP algorithm after $N$ iterations is close to the ideal true DRO solution $\theta^*_{\text{DRO}}$ in terms of the risk. This distinguishes our analysis from the ideal DRO bounds that do not incorporate optimization errors. The proof of this result, given in the appendix, is due to our analysis of the KMP algorithm in the previous section.

Using this main result, we can derive further guarantees such as the ones below. Let $c(n) := \sqrt{C} + \sqrt{\frac{2C \log(1/\delta)}{n}}$ for $C := \sup_{x} |k(x, x)|$, which can be calculated for commonly-used kernels, e.g., $C = 1$ for the Gaussian kernel. Note that $n$ is the sample size instead of the number of iterations $N$.

**Corollary 5.3** (Robustness guarantee for population risk). Suppose the ambiguity level $\varepsilon$ is chosen such that $\varepsilon > \varepsilon_n(\delta)$. Then, with large probability, the population risk of the decision $\tilde{\theta}_N$ output by the KMP algorithm after $N$ steps is estimated from above by

$$\mathbb{E}_{\mu_n}[l(\tilde{\theta}_N; x)] - \inf_{\theta \in \Theta} \sup_{\text{MMD}(\mu, \tilde{P}_n) \leq \varepsilon} \mathbb{E}_\mu l(\theta; x) \leq O \left( \frac{1}{N} \right). \quad (33)$$

**Corollary 5.4** (Generalization guarantee under distribution shift). The risk under the worst-case distribution shift from the population distribution $\mu_n$, of any radius $\varepsilon > 0$, of the decision $\tilde{\theta}_N$ output by the KMP
algorithm after $N$ steps is upper-bounded with large probability by

$$
\sup_{\text{MMD}(\mu, \mu_0) \leq \epsilon} \mathbb{E}_\mu(l(\hat{\theta}_N; x)) = -\inf_{\theta \in \Theta} \sup_{\text{MMD}(\mu, \mu_0) \leq \epsilon} \mathbb{E}_\mu(l(\theta; x)) \leq O \left( \max \left\{ \frac{1}{N}, \frac{1}{\sqrt{n}} \right\} \right).
$$

(34)

6 DISCUSSION

In conclusion, we model the measure optimization dynamics as an interacting gradient flow that couples the Fisher-Rao and the RKHS flow. We then analyze its corresponding primal-dual kernel mirror prox algorithm. We provide the first unified convergence analysis for the MKNE problem class. Furthermore, by applying our analysis to the primal-dual reformulation of DRO with kernel MMD constraints, we established algorithmic guarantees for DRO under relaxed conditions such as nonlinear losses. In the future, we plan to investigate dual functional spaces $\mathcal{F}$ other than RKHS as well as practical implementation and parameterization of the mirror prox algorithm. A related direction of future work is extension of the algorithms and analysis for problems lacking convexity based on techniques in [Beznosikov et al., 2022; Gorburmov et al., 2022].
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A FURTHER TECHNICAL BACKGROUND

A.1 List of Acronyms

- DRO – Distributionally Robust Optimization
- (EVI)\(\lambda\) – evolutionary variational inequality
- GAN – Generative Adversarial Network
- ICNN – input convex neural network
- IGM – implicit generative models
- IPM – integral probability metric
- KMP – Kernel Mirror Prox
- MMD – maximum mean discrepancy
- MMS – minimizing movement scheme
- MNE – Mixed Nash Equilibrium
- MFNE – Mixed Functional Nash Equilibrium
- MKNE – Mixed Kernel Nash Equilibrium
- RKHS – Reproducing kernel Hilbert space
- RKHSGF – RKHS gradient flow
- TV – Total Variation
- WGF – Wasserstein gradient flow

A.2 Proof of Lemma 2.1

We now prove Lemma 2.1, of which a more detailed version is stated below.

Lemma A.1 (Primal-dual reformulation of Wasserstein and kernel DRO). Suppose the probability metric \(D\) is chosen to be the MMD, then the DRO problem (10) admits the following equivalent primal-dual reformulations

\[
\inf_{\theta \in \Theta, f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}} E_\mu(l(\theta; x) - f(x)) - \frac{1}{n} \sum_{i=1}^{n} f(x_i) + \frac{\tau}{2} \|f\|_{\mathcal{H}}^2 + \frac{\epsilon^2}{2\tau}, \tag{35}
\]

\[
\inf_{\theta \in \Theta, f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}} E_\mu(l(\theta; x) - f(x)) - \frac{1}{n} \sum_{i=1}^{n} f(x_i) + \epsilon \|f\|_{\mathcal{H}}. \tag{36}
\]

Furthermore, it is equivalent to the smooth saddle-point problem

\[
\inf_{\theta \in \Theta, f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}, h \in \mathcal{H}, \|h\| \leq 1} \left\{ \frac{1}{n} \sum_{i=1}^{n} f(x_i) + \epsilon \langle h, f \rangle + E_\mu(l(\theta; x) - f(x)) \right\}. \tag{37}
\]

Suppose the probability metric \(D\) is chosen to be the optimal transport metric, e.g., \(p\)-Wasserstein distance. Then, the DRO problem (10) admits the following equivalent reformulations

\[
\inf_{\gamma > 0, \theta \in \Theta, f \in \Psi, \|f\| \leq \gamma} \sup_{\mu \in \mathcal{M}} E_\mu(l(\theta; x) - f(x)) - \frac{1}{n} \sum_{i=1}^{n} f^{\gamma}(x_i) + \gamma \cdot \epsilon, \tag{38}
\]

\[
\inf_{\gamma > 0, \theta \in \Theta, f \in \Psi} \sup_{\mu \in \mathcal{M}} E_\mu(l(\theta; x) - \gamma \cdot f(x)) - \frac{1}{n} \sum_{i=1}^{n} \gamma \cdot f^{\epsilon}(x_i) + \gamma \cdot \epsilon. \tag{39}
\]

Here \(\Psi\) denotes the set of \(c\)-concave functions [Santambrogio, 2015] and \(f^c(y) := \inf_c c(x, y) - f(x)\) denotes the \(c\)-transform.
Proof. For this proof, it suffices to consider the case where \( \theta \) is fixed, since only the inner maximization is reformulated using duality. We first prove the result for the MMD setting.

**MMD setting.** We consider the kernel mean embedding map as a linear constraint

\[
\int \phi(x)d\mu(x) = h, \tag{40}
\]

where \( h \) is a function in \( \mathcal{H} \) and \( \phi(x) := k(x, \cdot) \) is a canonical feature function of \( \mathcal{H} \). Using the Lagrange multipliers \( f \in \mathcal{H} \) for the above linear constraint and \( 1/(2\tau) \) for the inequality constraint \( \text{MMD}(\mu, \hat{\mu})^2 \leq \epsilon^2 \), we obtain the Lagrangian

\[
\int l \, d\mu - \frac{1}{2\tau} \text{MMD}^2(\mu, \hat{\mu}) + \frac{\epsilon^2}{2\tau} + \langle f, \int \phi \, d\mu - h \rangle_{\mathcal{H}}. \tag{41}
\]

Since \( \text{MMD}(\mu, \hat{\mu}) = \| h - \hat{h} \|_{\mathcal{H}} \), we arrive at the Lagrange saddle-point problem

\[
\inf_{\tau > 0, f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}, \hat{\mu} \in \mathcal{H}} \left\{ \int l \, d\mu - \frac{1}{2\tau} \| h - \hat{h} \|_{\mathcal{H}}^2 + \frac{\epsilon^2}{2\tau} - \langle f, h \rangle_{\mathcal{H}} + \int \langle f, \phi \rangle \, d\mu \right\} \tag{42}
\]

where \( \hat{h} \) is the kernel mean embedding of the empirical measure \( \hat{P}_n = \frac{1}{n} \sum_{i=1}^n \delta_{x_i} \). Carrying out the quadratic optimization problem w.r.t. \( h \) in closed form, we eliminate the variable \( h \). Finally, using the reproducing property, and rearranging the terms, we obtain the result in (35). An optimal choice of the dual variable \( \tau \) yields the equivalent reformulation (36). Smoothing via the definition of the dual norm in the Hilbert spaces, i.e., using that \( \| f \|_{\mathcal{H}} = \max_{h \in \mathcal{H}, \| h \|_{\mathcal{H}} \leq 1} \langle h, f \rangle \), we obtain (37). Note that the strong duality holds due to the infinite-dimensional linear program duality; see (Zhu et al., 2021) for an elementary proof of strong duality.

**Wasserstein setting.** The derivation is similar to the MMD setting by combining the dual Kantorovich representation of OT (5) and Lagrange duality.

### A.3 Background of Gradient Flow and Geodesic Convexity

Recall that a functional \( \mathcal{E} \) defined on a Hilbert space \( \mathcal{H} \) is \( \lambda \)-convex if \( \forall s \in [0, 1], \forall u_0, u_1 \in \mathcal{H}, \)

\[
\mathcal{E}((1-s)u_0 + su_1) \leq (1-s)\mathcal{E}(u_0) + s\mathcal{E}(u_1) - \frac{\lambda}{2}s(1-s)\|u_0 - u_1\|^2_{\mathcal{H}}. \tag{43}
\]

If \( \lambda > 0 \), \( \mathcal{E} \) is strongly convex. This notion of convexity does not make sense in the Wasserstein space.

Recent machine learning literature has explored Wasserstein gradient flow (WGF). The 2-Wasserstein space \( (\mathcal{M}, W_2) \) is geodesically convex, as defined below.

In a metric space \( (\mathcal{M}, D) \) a curve \( \gamma : [0, 1] \to \mathcal{M} \) is a (constant speed) geodesic if

\[
\forall r, s \in [0, 1]: \quad D(\gamma(r), \gamma(s)) = |s - r|D(\gamma(0), \gamma(1)).
\]

We refer to that as the geodesic \( \gamma \) connects the points \( \gamma(0) \) and \( \gamma(1) \) and write \( \text{Geod}(\gamma(0), \gamma(1)) \) for the set of all such geodesics.

**Definition A.2** (Geodesic metric spaces). The metric space \( (\mathcal{M}, D) \) is a geodesic space, if for all \( u_0, u_1 \in \mathcal{M} \) there exists a geodesic connecting \( u_0 \) and \( u_1 \).

**Definition A.3** (Geodesic convexity). A functional \( \mathcal{E} : \mathcal{M} \to \mathbb{R}_\infty \) is geodesically \( \lambda \)-convex if \( \forall u_0, u_1 \in \mathcal{M} \) \( \exists \gamma \in \text{Geod}(u_0, u_1) \) s.t.

\[
\mathcal{E}(\gamma(s)) \leq (1-s)\mathcal{E}(\gamma(0)) + s\mathcal{E}(\gamma(1)) - \frac{\lambda}{2}s(1-s)D(\gamma(0), \gamma(1))^2, \forall s \in [0, 1].
\]

As we have seen in the main text, e.g., discussions around Example 3.2, this complication of convexity structure makes optimization in the Wasserstein space more difficult than in general Hilbert spaces, which motivates our approach to work in the RKHS.
Next, we mention standard results for RKHSGF in the context of this paper for completeness. First, we outline the existence, uniqueness, and a powerful result known as the evolutionary variational inequalities (EVI)\(\lambda\). Since an RKHS is a Hilbert space, Lemma A.4 is simply the (EVI)\(\lambda\) in a Hilbert space, whose proof is standard (Ambrosio et al., 2008; Santambrogio, 2015; Mielke, 2023).

**Lemma A.4** (Characterizations of RKHS gradient flow). Suppose the energy functional \(V\) is proper, upper semicontinuous, \(\lambda\)-convex for some \(\lambda \in \mathbb{R}\), and has compact sublevel sets. Then for any initial condition in the RKHS \(f(0, x) \in H\), there exists a unique solution to (10) at time \(t\), \(f(t) \in H\).

Furthermore, the gradient flow solution \(f(t, x)\) satisfies the following (EVI)\(\lambda\), for \(t, s \in [0, T]\):

\[
\frac{1}{2} \|f(t) - h\|^2_H \leq \frac{1}{2} e^{-\lambda(t-s)} \|f(s) - h\|^2_H + M_{\lambda}(t-s)(V(h) - V(f(t))), \quad \forall h \in \text{dom}(V) \subset H
\]

where \(M_{\lambda}(t) = \int_0^t e^{-\lambda(t-s)} ds\). Using (EVI)\(\lambda\), we can effortlessly extract convergence results. Suppose a minimizer \(f^* \in \text{inf}_{f \in H} V(f)\) of the energy exists, we set \(h = f^*, s = 0\) in (EVI)\(\lambda\) and obtain

\[
\|f(t) - f^*\|^2_H \leq e^{-\lambda t} \|f(0) - f^*\|^2_H + 2M_{\lambda} t \left( \text{inf}_{f \in H} V(f) - V(f(t)) \right) \leq e^{-\lambda t} \|f(0) - f^*\|^2_H,
\]

yielding an exponential convergence in time if the energy \(V\) is strongly convex (in the usual sense) w.r.t. the \(f\) variable, i.e., \(\lambda > 0\). Note that the convexity condition can be further weakened using functional inequalities such as the Lojasiewicz inequality.

A time-discretization of the RKHS gradient flow (10) using the standard minimizing movement scheme (MMS) in the gradient flow literature, is as follows

\[
\hat{f}^{k+1} \in \arg \inf_{f \in H} \left\{ V(f) + \frac{1}{2\tau} \|f - \hat{f}^k\|^2_H \right\}, \quad \hat{f}^0(x) = f(0, x) \in H,
\]

where \(\tau > 0\) is the step size for time-discretization. Defining the piecewise constant function \(\hat{f}_\tau(t, x) := \hat{f}^k(x)\) for \(t \in [k\tau, k\tau + \tau]\), standard PDE proofs (see, e.g., Ambrosio et al., 2008) guarantee that \(\hat{f}_\tau\) converges to the continuous-time RKHSGF solution, i.e., \(\hat{f}_\tau \to f(t)\) as \(\tau \to 0\). The fully-implicit Euler discretization is difficult to implement in practice. In the next section, we will use the explicit step, coupled with measure-update step.

## B THEORETICAL ANALYSIS OF PRIMAL-DUAL KERNEL MIRROR PROX IN SECTION 4

For the sake of generality, in particular, to cover the DRO problem (12), we consider a more general saddle-point problem. Theorems 4.5 and 4.8 are obtained as corollaries of the results obtained in this section. To make this section self-contained and for the reader’s convenience we repeat some definitions and results given in the main text.

We consider generic variable \(x \in \mathbb{R}^n\) with domain \(X\). We denote by \(\mathcal{M}\) the set of all probability measures on \(X\) that admit densities w.r.t. the Lebesgue measure and the density is continuous and positive almost everywhere on \(X\). We also assume that there are two Hilbert spaces \(H_f, H_h\), a convex set \(\Theta \subseteq \mathbb{R}^d\), and convex a compact \(H \in H_h\). We consider the following general infinite-dimensional saddle-point problem

\[
\inf_{\theta \in \Theta, f(x) \in H_f} \sup_{\mu \in \mathcal{M}, (x(h) \in H) \subset H \subseteq H_h} F(\theta, f, \mu, h).
\]

For shortness, we denote the set of all variables by \(u = (\theta, f, \mu, h)\) and slightly abuse notation to define \(F(u) = F(\theta, f, \mu, h)\).

Our first main assumption is as follows.

**Assumption B.1.** The functional \(F(\theta, f, \mu, h)\) is convex in \((\theta, f)\) for fixed \((\mu, h)\) and concave in \((\mu, h)\) for fixed \((\theta, f)\).
B.1 Preliminaries

To construct the mirror prox algorithm for problem \([18]\) we need to first introduce proximal setup, which consists of norms, their dual, and Bregman divergences on each space of the variables.

For the space of the variable \(\theta\), we introduce the standard proximal setup with the Euclidean norm \(|| \cdot ||_2\), distance generating function \(d_\theta(\theta) = \frac{1}{2}||\theta||_2^2\), which gives Bregman divergence \(B_\theta(\theta, \tilde{\theta}) = \frac{1}{2}||\theta - \tilde{\theta}||_2^2\). This leads to the mirror step defined as

\[
\theta_+ = \text{Mirr}_\eta^{\theta, \theta_0}(\theta_0, \xi_\theta) = \arg \min_{\theta \in \Theta} \{ \langle \theta, \eta \xi_\theta \rangle + \frac{1}{2}||\theta - \theta_0||_2^2 \}. \tag{49}
\]

We note that our choice of the Euclidean proximal setup is made for simplicity and that other standard proximal setups as in \([\text{Nemirovski et al.} 2009]\) are possible.

For the space of the variable \(f\), we use the norm of the Hilbert space \(|| \cdot ||_{\mathcal{H}_f}\), distance generating function \(d_f(f) = \frac{1}{2}||f||^2_{\mathcal{H}_f}\), which gives Bregman divergence \(B_{\mathcal{H}_f}(f, \tilde{f}) = \frac{1}{2}||f - \tilde{f}||^2_{\mathcal{H}_f}\). This leads to the mirror step

\[
f_+ = \text{Mirr}_{\eta, \mathcal{H}_f}(f_0, \xi_f) = \arg \min_{f} \{ \langle f, \eta \xi_f \rangle + \frac{1}{2}||f - f_0||^2_{\mathcal{H}_f} \} = f_0 - \eta \xi_f. \tag{50}
\]

Note that if \(\xi_f = \nabla V(f)\) (the Fréchet differential of the energy \(V\)), the above equation is equivalent to \(\frac{1}{\tau}(f_+ - f) = -\nabla V(f)\), which can be seen as a time discretization of \([20]\).

For the space of the variable \(\mu\), we follow \([\text{Hsieh et al.} 2019]\) and, first, introduce the Total Variation norm for the elements of \(\mathcal{M}\)

\[
||\mu||_{TV} = \sup_{||\xi||_{L^\infty} \leq 1} \int \xi d\mu = \sup_{||\xi||_{L^\infty} \leq 1} \langle \xi, \mu \rangle,
\]

where \(||\xi||_{L^\infty}\) is the \(L^\infty\)-norm of functions. To define the mirror step, we use (negative) Shannon entropy

\[
\Phi(\mu) = \int d\mu \ln \frac{d\mu}{dx}\tag{51}
\]

and its Fenchel dual

\[
\Phi^*(\xi) = \ln \int e^{\xi} dx\tag{52}
\]

defined for \(\xi\) from the space \(\mathcal{M}^*\) of all bounded integrable functions on \(\mathcal{X}\). The corresponding Bregman divergence is the relative entropy given by

\[
D_{\Phi}(\mu, \tilde{\mu}) = \int d\mu \ln \frac{d\mu}{d\tilde{\mu}}\tag{53}
\]

This leads to the mirror step \([\text{Hsieh et al.} 2019, \text{Theorem } 1]\)

\[
\mu_+ = \text{Mirr}_{\eta}^\mu(\mu_0, \xi_\mu) = d\Phi^*(d\Phi(\mu_0) - \eta \xi_\mu) \equiv d\mu_+ = \frac{e^{-\eta \xi_\mu} d\mu_0}{\int e^{-\eta \xi_\mu} d\mu_0}. \tag{54}
\]

This step can be seen as a time discretization of the dynamics \([19]\) as outlined in the discussion around \([15]\).

Finally, for the space of the variable \(h\), we do the same as for the variable \(f\). Namely, we use the distance generating function \(d_h(h) = \frac{1}{2}||h||^2_{\mathcal{H}_h}\), which gives Bregman divergence \(B_{\mathcal{H}_h}(h, \tilde{h}) = \frac{1}{2}||h - \tilde{h}||^2_{\mathcal{H}_h}\). This leads to the mirror step

\[
h_+ = \text{Mirr}_h^{\eta, \mathcal{H}}(h_0, \xi_h) = \arg \min_{h \in \mathcal{H}} \{ \langle \tilde{h}, \eta \xi_h \rangle + \frac{1}{2}||\tilde{h} - h_0||^2_{\mathcal{H}_h} \}. \tag{55}
\]

Our second main assumption is as follows

**Assumption B.2.** The functional \(F(\theta, f, \mu, h)\) is (Fréchet) differentiable in \(\theta\) w.r.t. the Euclidean norm, in \(f\) w.r.t. the RKHS norm, in \(\mu\) w.r.t. \(L^2\), and in \(h\) w.r.t. the RKHS norm. Furthermore, we assume that the
derivatives are Lipschitz continuous in the following sense
\begin{align}
\|F'_{\theta}(u) - F'_{\tilde{\theta}}(\tilde{u})\|_2 &\leq L_{\theta}\|\theta - \tilde{\theta}\|_2 + L_{\varphi}f\|f - \tilde{f}\|_{\mathcal{H}_f} + L_{\theta\mu}\|\mu - \tilde{\mu}\|_{TV} + L_{\theta h}\|h - \tilde{h}\|_{\mathcal{H}_h}, \\
\|F'_{\tilde{\theta}}(u) - F'_{\tilde{\theta}}(\tilde{u})\|_{\mathcal{H}_f} &\leq L_{\theta\varphi}f\|\theta - \tilde{\theta}\|_2 + L_{\varphi}f\|f - \tilde{f}\|_{\mathcal{H}_f} + L_{\theta\mu}\|\mu - \tilde{\mu}\|_{TV} + L_{\theta h}\|h - \tilde{h}\|_{\mathcal{H}_h}, \\
\|F'_{\mu}(u) - F'_{\mu}(\tilde{u})\|_{L_{\mathcal{W}}} &\leq L_{\mu}\|\theta - \tilde{\theta}\|_2 + L_{\mu f}\|f - \tilde{f}\|_{\mathcal{H}_f} + L_{\mu\mu}\|\mu - \tilde{\mu}\|_{TV} + L_{\mu h}\|h - \tilde{h}\|_{\mathcal{H}_h}, \\
\|F'_{\bar{\mu}}(u) - F'_{\mu}(\tilde{u})\|_{\mathcal{H}_f} &\leq L_{\bar{\mu}}\|\theta - \tilde{\theta}\|_2 + L_{\varphi f}\|f - \tilde{f}\|_{\mathcal{H}_f} + L_{\bar{\mu}\mu}\|\mu - \tilde{\mu}\|_{TV} + L_{\bar{\mu} h}\|h - \tilde{h}\|_{\mathcal{H}_h}.
\end{align}

We also denote
\[ L = \max_{\kappa_1, \kappa_2 \in \{0, f, \mu, h\}} \{L_{\kappa_1, \kappa_2}\}. \]

### B.2 Mirror Prox Algorithm and Its Analysis

The updates of the general infinite-dimensional Mirror Prox algorithm\footnote{We believe that the Dual Averaging algorithm [Nesterov 2007] can be extended to our setting in a similar fashion as it was done in [Dvurechensky et al. 2015] for saddle-point problems in Hilbert spaces.} for problem (48) are given in Algorithm 2.

**Algorithm 2 Ideal General Mirror-Prox**

**Require:** Initial guess \( \tilde{u}_0 = (\tilde{\theta}_0, \tilde{f}_0, \tilde{\mu}_0, \tilde{h}_0) \), step-sizes \( \eta_\theta, \eta_f, \eta_\mu, \eta_h > 0 \).

1. \textbf{for} \( k = 0, 1, \ldots, N - 1 \) \textbf{do}
2. \hspace{1em} Compute for \( \tilde{u}_k = (\tilde{\theta}_k, \tilde{f}_k, \tilde{\mu}_k, \tilde{h}_k) \)
   \hspace{1em} \begin{align*}
   \theta_k &= \text{Mirr}_{\eta_\theta}^{\theta_\theta}(\tilde{\theta}_k, F'_{\theta}(\tilde{u}_k)), \\
   \mu_k &= \text{Mirr}_{\eta_\mu}^{\mu_\mu}(\tilde{\mu}_k, -F'_{\mu}(\tilde{u}_k)), \\
   f_k &= \text{Mirr}_{\eta_f}^{f_{\mathcal{H}_f}}(\tilde{f}_k, F'_{f}(\tilde{u}_k)), \\
   h_k &= \text{Mirr}_{\eta_h}^{h_{\mathcal{H}_h}}(\tilde{h}_k, -F'_{\mu}(\tilde{u}_k)).
   \end{align*}
3. \hspace{1em} Compute for \( u_k = (\theta_k, f_k, \mu_k, h_k) \)
   \hspace{1em} \begin{align*}
   \hat{\theta}_{k+1} &= \text{Mirr}_{\eta_\theta}^{\theta_\theta}(\tilde{\theta}_k, F'_{\theta}(u_k)), \\
   \hat{\mu}_{k+1} &= \text{Mirr}_{\eta_\mu}^{\mu_\mu}(\tilde{\mu}_k, -F'_{\mu}(u_k)), \\
   \hat{f}_{k+1} &= \text{Mirr}_{\eta_f}^{f_{\mathcal{H}_f}}(\tilde{f}_k, F'_{f}(u_k)), \\
   \hat{h}_{k+1} &= \text{Mirr}_{\eta_h}^{h_{\mathcal{H}_h}}(\tilde{h}_k, -F'_{\mu}(u_k)).
   \end{align*}
4. \textbf{end for}
5. Compute \( (\tilde{\theta}_N, \tilde{f}_N, \tilde{\mu}_N, \tilde{h}_N) = \tilde{u}_N = \frac{1}{N} \sum_{k=0}^{N-1} u_k = \frac{1}{N} \sum_{k=0}^{N-1} (\theta_k, f_k, \mu_k, h_k) \).

For the analysis of the mirror prox algorithm, we need the following auxiliary results. The first one is used for the mirror steps applied to the variables \( \theta, f, h \).

**Lemma B.3.** Let \( \mathcal{H} \) be (possibly finite-dimensional) Hilbert space and let \( H \subset \mathcal{H} \) be convex and closed. Let \( \hat{h} \in H \) and \( \xi, \hat{\xi} \in \mathcal{H}^* = \mathcal{H}, \eta > 0 \), and
\begin{align}
\hat{h} &= \arg \min_{h \in H} \left\{ \langle \hat{h}, \eta \xi \rangle + \frac{1}{2} \|h - \hat{h}\|_{\mathcal{H}}^2 \right\} = \text{Mirr}_{\eta}^{h_{\mathcal{H}}}(\hat{h}, \xi), \\
\hat{h}_+ &= \arg \min_{h \in H} \left\{ \langle \hat{h}, \eta \xi \rangle + \frac{1}{2} \|h - \hat{h}\|_{\mathcal{H}}^2 \right\} = \text{Mirr}_{\eta}^{h_{\mathcal{H}}}(\hat{h}, \xi).
\end{align}

Then, for any \( \hat{h} \in H \)
\begin{align}
\langle \hat{h} - \hat{h}_+, \eta \xi \rangle &\leq \frac{1}{2} \|\hat{h} - \hat{h}_+\|_{\mathcal{H}}^2 - \frac{1}{2} \|\hat{h} - \hat{h}_+\|_{\mathcal{H}}^2 + \frac{\eta^2}{2} \|\xi - \hat{\xi}\|_{\mathcal{H}}^2 - \frac{1}{2} \|h - \hat{h}\|_{\mathcal{H}}^2.
\end{align}

**Proof.** By the optimality condition in [62], we have for all \( \hat{h} \in H \)
\begin{align}
\langle \eta \hat{\xi} - (\hat{h} - \hat{h}_+), \hat{h} - \hat{h}_+ \rangle &\geq 0.
\end{align}
Rearranging, we obtain
\[
\langle \tilde{h}_+ - \tilde{h}, \eta \tilde{\xi} \rangle \leq \langle \tilde{h}_+ - \tilde{h}, \tilde{h} - \tilde{h}_+ \rangle = -\frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}} - \frac{1}{2} \| \tilde{h} - \tilde{h}_+ \|^2_{\mathcal{H}} + \frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}}.
\] (65)

In the same way, by the optimality condition in [61], we have for all $\tilde{h} \in H$, and, in particular for $\tilde{h}_+$
\[
\langle \eta \xi - (\tilde{h} - h), \tilde{h}_+ - h \rangle \geq 0.
\] (66)

Rearranging, we obtain
\[
\langle h - \tilde{h}_+, \eta \xi \rangle \leq \langle h - \tilde{h}_+, \tilde{h} - h \rangle = -\frac{1}{2} \| h - \tilde{h} \|^2_{\mathcal{H}} - \frac{1}{2} \| \tilde{h}_+ - h \|^2_{\mathcal{H}} + \frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}}.
\] (67)

Combining the last inequality with (65) and using the Fenchel inequality, we obtain
\[
\langle h - \tilde{h}, \eta \tilde{\xi} \rangle = \langle \tilde{h}_+ - \tilde{h}, \eta \tilde{\xi} \rangle + \langle h - \tilde{h}_+, \eta (\tilde{\xi} - \xi) \rangle
\leq -\frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}} - \frac{1}{2} \| \tilde{h} - \tilde{h}_+ \|^2_{\mathcal{H}} + \frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}}
- \frac{1}{2} \| h - \tilde{h}_+ \|^2_{\mathcal{H}} - \frac{1}{2} \| \tilde{h}_+ - h \|^2_{\mathcal{H}} + \frac{1}{2} \| \tilde{h}_+ - \tilde{h} \|^2_{\mathcal{H}}
+ \frac{\eta_0^2}{2} \| \tilde{\xi} - \xi \|^2_{\mathcal{H}} + \frac{1}{2} \| h - \tilde{h} \|^2_{\mathcal{H}},
\] (68)

which gives the result of the Lemma. \(\square\)

The second result characterizes the mirror step with respect to the measure $\mu$.

**Lemma B.4 ([Hsieh et al. 2019] [Lemma 5]).** Let $\tilde{\mu} \in \mathcal{M}$ and $\xi, \tilde{\xi} \in \mathcal{M}^*$, $\eta > 0$, and
\[
\mu = \text{Mirr}_0^\mu(\tilde{\mu}, \xi),
\]
\[
\tilde{\mu}_+ = \text{Mirr}_0^\mu(\tilde{\mu}, \tilde{\xi}).
\]

Then, for any $\mu \in \mathcal{M}$
\[
\langle \mu - \tilde{\mu}, \eta \tilde{\xi} \rangle \leq D_\Phi(\mu, \tilde{\mu}) - D_\Phi(\tilde{\mu}, \tilde{\mu}_+) + \frac{\eta_0^2}{8} \| \tilde{\xi} - \xi \|^2_{L^\infty} - 2 \| \mu - \tilde{\mu} \|^2_{TV}.
\] (72)

The following result gives the convergence rate of Algorithm 2.

**Theorem B.5.** Let Assumptions B.1, B.2 hold. Let also the step sizes in Algorithm 2 satisfy $\eta_0 = \eta_\Phi = \eta_\mu = \eta_\eta = \frac{1}{16\tau}$, where $L$ is defined in [60]. Then, for any compact set $U = U_0 \times U_f \times \bar{U}_\mu \times \bar{U}_h \subseteq \Theta \times \mathcal{H}_f \times \mathcal{M} \times H$, the sequence $(\hat{\theta}_N, \tilde{f}_N, \tilde{\mu}_N, \tilde{h}_N)$ generated by Algorithm 2 satisfies
\[
\max_{\mu \in \bar{U}_\mu, h \in \bar{U}_h} F(\tilde{\theta}_N, \tilde{f}_N, \mu, h) - \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \tilde{\mu}_N, \tilde{h}_N)
\leq \frac{8L}{N} \max_{u \in U} \left( \| \theta - \theta_0 \|^2_2 + \| f - f_0 \|^2_{\mathcal{H}_f} + 2D_\Phi(\mu, \tilde{\mu}_0) + \| h - h_0 \|^2_{\mathcal{H}_h} \right).
\] (73)

Before we prove the theorem, we would like to underline that the l.h.s. of the estimate is an appropriate measure of the suboptimality. This notion of the duality gap is quite standard for algorithms for saddle-point problems, see, e.g., Sect 5.3.6.1 of [Ben-Tal & Nemirovski 2003]. The motivation is that the saddle-point problem can be considered as a primal-dual pair of optimization problems $\text{Opt}(P) = \min_{\theta, f} \{ F(\theta, f) := \max_{\mu \in \bar{U}_\mu, h \in \bar{U}_h} F(\theta, f, \mu, h) \}$, $\text{Opt}(D) = \max_{\mu, h} \{ F(\mu, h) := \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \mu, h) \}$. By the duality we have that
\[
\tilde{F}(\tilde{\theta}_N, \tilde{f}_N) = \text{Opt}(P) + (\text{Opt}(D) - F(\tilde{\mu}_N, \tilde{h}_N))
= \max_{\mu \in \bar{U}_\mu, h \in \bar{U}_h} F(\tilde{\theta}_N, \tilde{f}_N, \mu, h) - \text{Opt}(P) + \text{Opt}(D) - \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \tilde{\mu}_N, \tilde{h}_N)
= \max_{\mu \in \bar{U}_\mu, h \in \bar{U}_h} F(\tilde{\theta}_N, \tilde{f}_N, \mu, h) - \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \tilde{\mu}_N, \tilde{h}_N).
\]
Thus, our convergence rate implies simultaneously the convergence rate in the primal and in the dual problem.

We also underline that the algorithm does not need the set $U = U_\theta \times U_f \times U_\mu \times U_h$ as input and that it solves the original problem on the set $\Theta \times \mathcal{H}_f \times \mathcal{M} \times H$. The set $U$ appears only in the convergence result and this can be any compact set. In particular, if $U$ contains a neighborhood of the solution to the original problem, then the original problem is equivalent to the same problem but on the set $U$. Additionally, saddle-point problems can be equivalently reformulated as variational inequalities, see Example 2.2 in (Antonakopoulos et al., 2019). Then, our notion of duality gap in the l.h.s. of the bound in the above Theorem can be bounded by the restricted gap function defined in (2.5a) of (Antonakopoulos et al., 2019), see also Sect. 6 of (Stonyakin et al., 2022). Then, Lemma 1 in (Antonakopoulos et al., 2019) implies that $U$ can be an arbitrary compact set that contains a neighborhood of the solution.

**Proof.** Applying Lemma B.3 to the step in $\theta$, we obtain for any $\theta \in \Theta$ and for $k = 0, ..., N - 1$

$$
\langle \theta_k - \theta, \eta_\theta F_\theta'(u_k) \rangle \leq \frac{1}{2} \| \theta - \tilde{\theta}_k \|^2 - \frac{1}{2} \| \theta - \bar{\theta}_{k+1} \|^2 - \frac{1}{2} \| \theta_k - \bar{\theta}_k \|^2 + \frac{\eta_\theta^2}{2} \| F_\theta'(u_k) - F_\theta'(\tilde{u}_k) \|^2.
$$

Summing these inequalities for $k = 0, ..., N - 1$, we obtain

$$
R_\theta = \sum_{k=0}^{N-1} \left(-\| \theta_k - \tilde{\theta}_k \|^2 + \eta_\theta^2 \| F_\theta'(u_k) - F_\theta'(\tilde{u}_k) \|^2 \right).
$$

In the same way, we obtain for all $f \in \mathcal{H}_f$

$$
R_f = \sum_{k=0}^{N-1} \left(-\| f_k - \tilde{f}_k \|^2 + \eta_f^2 \| F_f'(u_k) - F_f'(\tilde{u}_k) \|^2 \right)
$$

and for all $h \in H$

$$
R_h = \sum_{k=0}^{N-1} \left(-\| h_k - \tilde{h}_k \|^2 + \eta_h^2 \| F_h'(u_k) - F_h'(\tilde{u}_k) \|^2 \right).
$$

Finally, applying Lemma B.4 to the step in $\mu$, we obtain for any $\mu \in \mathcal{M}$

$$
R_\mu = \sum_{k=0}^{N-1} \left(-\| \mu_k - \tilde{\mu}_k \|^2 + \eta_\mu^2 \| F_\mu'(u_k) - F_\mu'(\tilde{u}_k) \|^2 \right).
$$

By convexity of $F$ in $(\theta, f)$ and concavity of $F$ in $(\mu, h)$, we have, for all $(\theta, f) \in \Theta \times \mathcal{H}_f$

$$
\frac{1}{N} \sum_{k=0}^{N-1} F(u_k) - F(\theta, f, \bar{\mu}_N, \bar{h}_N) \leq \frac{1}{N} \sum_{k=0}^{N-1} (F(u_k) - F(\theta, f, \mu_k, h_k))
$$

$$
\leq \frac{1}{N} \sum_{k=0}^{N-1} \left(\langle \theta_k - \theta, F_\theta'(u_k) \rangle + \langle f_k - f, F_f'(u_k) \rangle \right)
$$

$$
\leq \frac{1}{2N\eta_\theta} \| \theta - \bar{\theta}_0 \|^2 + \frac{R_\theta}{2N\eta_\theta} + \frac{1}{2N\eta_f} \| f - \bar{f}_0 \|^2_{\mathcal{H}_f} + \frac{R_f}{2N\eta_f}.
$$
In the same way, we obtain that, for all \((\mu, h) \in \mathcal{M} \times H\)
\[
- \frac{1}{N} \sum_{k=0}^{N-1} F(u_k) + F(\tilde{\bar{u}}_{N}, \tilde{f}_{N}, \mu, h) \leq \frac{1}{N} \sum_{k=0}^{N-1} (-F(u_k) + F(\theta_k, f_k, \mu, h)) \\
\leq \frac{1}{N} \sum_{k=0}^{N-1} (\langle \mu_k - \mu, -F'_u(u_k) \rangle + \langle h_k - h, -F'_h(u_k) \rangle) \\
\leq \frac{1}{N \eta_\mu} D_\varphi(\mu, \bar{\mu}_0) + \frac{R_\mu}{2N \eta_\mu} + \frac{1}{2N \eta_h} \|h - \tilde{h}_0\|^2_{\mathcal{H}_h} + \frac{R_h}{2N \eta_h}.
\]
Combining the last two bounds, we obtain that for all \(\theta \in \Theta, f \in \mathcal{H}_f, \mu \in \mathcal{M}, h \in H\) it holds that
\[
F(\tilde{\theta}_{N}, \tilde{f}_{N}, \mu, h) - F(\theta, f, \bar{\mu}_N, \tilde{h}_N) \\
\leq \frac{1}{2N \eta_\theta} \|\theta - \tilde{\theta}_0\|^2 + \frac{1}{2N \eta_f} \|f - \tilde{f}_0\|^2_{\mathcal{H}_f} + \frac{1}{N \eta_\mu} D_\varphi(\mu, \bar{\mu}_0) + \frac{1}{2N \eta_h} \|h - \tilde{h}_0\|^2_{\mathcal{H}_h} \\
+ \frac{1}{2N} \left( \frac{R_\theta}{\eta_\theta} + \frac{R_f}{\eta_f} + \frac{R_\mu}{\eta_\mu} + \frac{R_h}{\eta_h} \right).
\]

Our next goal is to show that
\[
\frac{R_\theta}{\eta_\theta} + \frac{R_f}{\eta_f} + \frac{R_\mu}{\eta_\mu} + \frac{R_h}{\eta_h} \leq 0.
\]
Using the Lipschitz condition in Assumption [B.2] we obtain
\[
R_\theta = \sum_{k=0}^{N-1} \left( -\|\theta_k - \tilde{\theta}_k\|^2 + \eta_\theta^2 \|F'_\varphi(\tilde{u}_k) - F'_\varphi(\tilde{\bar{u}}_{k})\|^2 \right) \\
\leq \sum_{k=0}^{N-1} \left( -\|\theta_k - \tilde{\theta}_k\|^2 + 4\eta_\theta^2 (L_{\theta \theta}^2 \|\theta_k - \tilde{\theta}_k\|^2 + L_{\theta f}^2 \|f_k - \tilde{f}_k\|^2_{\mathcal{H}_f} + L_{\mu \theta}^2 \|\mu_k - \bar{\mu}_{\theta}\|^2 + L_{\mu h}^2 \|h_k - \tilde{h}_k\|^2_{\mathcal{H}_h}) \right)
\]
Combining this with the similar estimates for \(R_f, R_\mu, R_h\) and rearranging the terms, we obtain
\[
\frac{R_\theta}{\eta_\theta} + \frac{R_f}{\eta_f} + \frac{R_\mu}{\eta_\mu} + \frac{R_h}{\eta_h} \leq \sum_{k=0}^{N-1} \left( \|\theta_k - \tilde{\theta}_k\|^2 (-1/\eta_\theta + 4(L_{\theta \theta}^2 \eta_\theta + L_{\theta f}^2 \eta_f + L_{\mu \theta}^2 \eta_\mu + L_{\mu h}^2 \eta_h)) \\
+ \|f_k - \tilde{f}_k\|^2_{\mathcal{H}_f} (-1/\eta_f + 4(L_{\theta \theta}^2 \eta_\theta + L_{\theta f}^2 \eta_f + L_{\mu \theta}^2 \eta_\mu + L_{\mu h}^2 \eta_h)) \\
+ \|\mu_k - \bar{\mu}_{\theta}\|^2_{\mathcal{H}_f} (-1/\eta_\mu + 4(L_{\theta \theta}^2 \eta_\theta + L_{\theta f}^2 \eta_f + L_{\mu \theta}^2 \eta_\mu + L_{\mu h}^2 \eta_h)) \\
+ \|h_k - \tilde{h}_k\|^2_{\mathcal{H}_h} (-1/\eta_h + 4(L_{\theta \theta}^2 \eta_\theta + L_{\theta f}^2 \eta_f + L_{\mu \theta}^2 \eta_\mu + L_{\mu h}^2 \eta_h)) \right) \leq 0,
\]
where we used that \(\eta_\theta, \eta_f, \eta_\mu, \eta_h \leq \frac{1}{16L}\) for \(L\) defined in [60].

Thus, we finally obtain that for any compact \(U = U_\theta \times U_f \times U_\mu \times U_h \subset \Theta \times \mathcal{H}_f \times \mathcal{M} \times H\)
\[
\max_{\mu \in U_\mu, h \in U_h} F(\tilde{\bar{\theta}}_{N}, \tilde{f}_{N}, \mu, h) - \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \bar{\mu}_N, \tilde{h}_N) \\
\leq \frac{8L}{N} \max_{u \in U} \left( \|\theta - \tilde{\theta}_0\|^2 + \|f - \tilde{f}_0\|^2_{\mathcal{H}_f} + 2D_\varphi(\mu, \bar{\mu}_0) + \|h - \tilde{h}_0\|^2_{\mathcal{H}_h} \right).
\]

B.3 Analysis in the Stochastic Case

To account for potential inexactness in the first-order information, we assume that instead of exact derivatives, the algorithm uses their inexact counterparts \(F'_\varphi(\bar{u}), F'_f(\bar{u}), F'_\mu(\bar{u}), F'_h(\bar{u})\), that may be random and are assumed to satisfy the following assumption.
Assumption B.6.

\[
\begin{align*}
F'_\theta(u) &= \mathbb{E}\tilde{F}'_{\theta}(u), \\
F'_f(u) &= \mathbb{E}\tilde{F}'_{f}(u), \\
F'_\mu(u) &= \mathbb{E}\tilde{F}'_{\mu}(u), \\
F'_h(u) &= \mathbb{E}\tilde{F}'_{h}(u),
\end{align*}
\]

(76) (77) (78) (79)

\[
\begin{align*}
\mathbb{E}\|F'_\theta(u) - \tilde{F}'_{\theta}(u)\|^2 &\leq \sigma^2_{\theta}, \\
\mathbb{E}\|F'_f(u) - \tilde{F}'_{f}(u)\|^2 &\leq \sigma^2_f, \\
\mathbb{E}\|F'_\mu(u) - \tilde{F}'_{\mu}(u)\|^2 &\leq \sigma^2_\mu, \\
\mathbb{E}\|F'_h(u) - \tilde{F}'_{h}(u)\|^2 &\leq \sigma^2_h.
\end{align*}
\]

(80) (81) (82) (83)

Theorem B.7. Let Assumptions B.1, B.2, and B.6 hold. Let also in Algorithm 2 the stochastic derivatives be used instead of the deterministic and the step sizes satisfy \(\eta_0 = \eta_f = \eta_\mu = \eta_h = \frac{1}{16L}\), where \(L\) is defined in (60). Then, for any compact set \(U = U_\theta \times U_f \times U_\mu \times U_h \subseteq \Theta \times \mathcal{H}_f \times \mathcal{M} \times \mathcal{H}\), the sequence \((\bar{\theta}_N, \tilde{f}_N, \bar{\mu}_N, \bar{h}_N)\) generated by Algorithm 2 satisfies

\[
\mathbb{E}\left\{ \max_{\mu \in U_\mu} \min_{\theta \in U_\theta, f \in U_f \cup U_\mu} F(\bar{\theta}_N, \tilde{f}_N, \mu, h) - \min_{\theta \in U_\theta, f \in U_f \cup U_\mu} F(\bar{\theta}_N, \tilde{f}_N, \bar{\mu}_N, \bar{h}_N) \right\} \\
\leq 8L \max_{u \in U} \left( ||\theta - \bar{\theta}_0||^2_2 + ||f - \bar{f}_0||^2_{\mathcal{H}_f} + 2D_\Phi(\mu, \bar{\mu}_0) + h - \bar{h}_0||^2_{\mathcal{H}_h} \right) + \frac{3}{16L}(\sigma^2_{\theta} + \sigma^2_f + \sigma^2_\mu + \sigma^2_h).
\]

Proof. We proceed as in the proof of Theorem B.5 changing in Algorithm 2 the exact first-order information to its inexact counterpart. In this way, we obtain the following counterpart of (75)

\[
\langle \theta_k - \theta, \eta_0 \tilde{F}'_{\theta}(u_k) \rangle \leq \frac{1}{2}||\theta - \tilde{\theta}_k||^2_2 - \frac{1}{2}||\theta - \tilde{\theta}_{k+1}||^2_2 - \frac{1}{2}||\theta_k - \tilde{\theta}_k||^2_2 + \frac{\eta_0^2}{2}||\tilde{F}'_{\theta}(u_k) - \tilde{F}'_{\theta}(\tilde{u}_k)||^2_2.
\]

(84)

Using the inequality

\[
\mathbb{E}\|\tilde{F}'_{\theta}(u_k) - \tilde{F}'_{\theta}(\tilde{u}_k)||^2_2 \leq 3\mathbb{E}\left( \|\tilde{F}'_{\theta}(u_k) - F'_\theta(u_k)\|^2_2 + \|\tilde{F}'_{\theta}(\tilde{u}_k) - F'_\theta(\tilde{u}_k)\|^2_2 + \|F'_\theta(u_k) - F'_\theta(\tilde{u}_k)\|^2_2 \right)
\]

Assumption B.6

\[
\leq 6\sigma^2_{\theta} + 3\mathbb{E}\|F'_\theta(u_k) - F'_\theta(\tilde{u}_k)||^2_2
\]

(85) (86)

and taking the expectation in the previous inequality, we obtain the following counterpart of (75)

\[
\langle \theta_k - \theta, \eta_0 F'_\theta(u_k) \rangle \leq \frac{1}{2}\mathbb{E}\|\theta - \tilde{\theta}_k||^2_2 - \frac{1}{2}\mathbb{E}\|\theta - \tilde{\theta}_{k+1}||^2_2 - \frac{1}{2}\mathbb{E}\|\theta_k - \tilde{\theta}_k||^2_2 + \frac{3\eta_0^2}{2}\mathbb{E}\|F'_\theta(u_k) - F'_\theta(\tilde{u}_k)||^2_2 + 3\eta_0^2\sigma^2_{\theta}.
\]

(87) (88)

Repeating the same steps as in the proof of Theorem B.5 we obtain that for any compact \(U = U_\theta \times U_f \times U_\mu \times U_h \subseteq \Theta \times \mathcal{H}_f \times \mathcal{M} \times \mathcal{H}\)

\[
\mathbb{E}\left\{ \max_{\mu \in U_\mu, h \in U_h} F(\bar{\theta}_N, \tilde{f}_N, \mu, h) - \min_{\theta \in U_\theta, f \in U_f} F(\theta, f, \bar{\mu}_N, \bar{h}_N) \right\} \\
\leq 8L \max_{u \in U} \left( ||\theta - \bar{\theta}_0||^2_2 + ||f - \bar{f}_0||^2_{\mathcal{H}_f} + 2D_\Phi(\mu, \bar{\mu}_0) + h - \bar{h}_0||^2_{\mathcal{H}_h} \right) + \frac{3}{16L}(\sigma^2_{\theta} + \sigma^2_f + \sigma^2_\mu + \sigma^2_h).
\]

(89)

Let us denote \(\sigma^2 = \sigma^2_{\theta} + \sigma^2_f + \sigma^2_\mu + \sigma^2_h\). As we see, Theorem B.7 guarantees the same convergence rate as in the exact case, but up to some vicinity which is governed by the level of noise. In most cases, the \(\sigma^2/L\) term can be made of the same order \(1/N\) by using mini-batching technique. Indeed, a mini-batch of size \(N\) allows to change
the variance from $\sigma^2$ to $\sigma^2/N$. Yet, we note that in this case, $N$ iterations will require the number of samples $O(N^2)$.

An alternative would be to use the information about the diameter of the set $U$. Indeed, assume that

$$\max_{u \in U} \|\theta - \hat{\theta}_0\|^2_2 + \|f - \hat{f}_0\|^2_{\mathcal{H}_f} + 2D_{\mathcal{W}}(\mu, \hat{\mu}_0) + \|h - \hat{h}_0\|^2_{\mathcal{H}_h} \leq \Omega_U^2.$$  

Then, we obtain the following counterpart of the r.h.s. of (89) substituting $\eta = \eta_f = \eta_\mu = \eta_h = \eta$

$$\frac{\Omega_U^2}{2N\eta} + 3\sigma^2\eta.$$  

Fixing the number of steps $N$ and choosing

$$\eta = \eta_f = \eta_\mu = \eta_h = \eta = \min \left\{ \frac{1}{16L}, \frac{\Omega_U\sigma}{\sqrt{6}N} \right\},$$

we obtain the following result

$$E \max_{\mu \in \mathcal{D}_\mu, h \in \mathcal{D}_h} F(\bar{\theta}_N, \bar{f}_N, \mu, h) - \min_{\theta \in \mathcal{D}_\theta, f \in \mathcal{D}_f} F(\theta, f, \bar{\mu}_N, \bar{h}_N) \leq \max \left\{ \frac{8L\Omega_U^2}{N}, \sqrt{\frac{3\sigma^2\Omega_U^2}{2N}} \right\}. \quad (90)$$

### C DERIVATIONS OF RESULTS FOR DISTRIBUTIONALLY ROBUST OPTIMIZATION

#### C.1 Set-up and Adaptation of the General KMP Algorithm

In this subsection we particularize the elements of Algorithm 2 for the specific DRO problem (12). We choose $\mathcal{H}_f = \mathcal{H}_h = \mathcal{H}$ to be a reproducing kernel Hilbert space with kernel $k$.

Our main assumptions for this problem are

- $l$ is convex w.r.t. $\theta$.
- $L_0 = \sup_{x, \theta} \|\nabla_\theta l(\theta; x)\|_2 < +\infty$.
- $\nabla_\theta l(\theta; x)$ is $L(x)$-Lipschitz w.r.t. $\theta$ and $L_1 = \sup_{\mu} E_{x \sim \mu} L(x)^2 < +\infty$.
- $C = \sup_{x} k(x, x) < +\infty$.

Clearly, then the objective $F$ is convex in $(\theta, f)$ for fixed $(\mu, h)$ and concave in $(\mu, h)$ for fixed $(\theta, f)$.

The Frechet derivatives of $F$ with respect to the variables $(\theta, f, \mu, h)$ are given by

$$F_\theta' = E_{x \sim \mu} \nabla_\theta l(\theta; x), \quad (91)$$

$$F_f' = \int k(x, x')d\mu(x') + \epsilon h(x) - \int k(x, x')d\mu(x') = E_{x \sim \mu} k(\cdot, x) + \epsilon h(\cdot) - E_{x \sim \mu} k(\cdot, x), \quad (92)$$

$$-F_\mu' = f(\cdot) - l(\cdot; \cdot), \quad (93)$$

$$-F_h' = -\epsilon f(\cdot). \quad (94)$$

Since the derivatives w.r.t. $\theta$ and $f$ have the form of expectation, we can use the following stochastic counterparts. We can take a sample of $X_i$'s from $\mu$ to construct an unbiased stochastic derivative

$$\hat{F}_\theta' = \frac{1}{N_\theta} \sum_{i=1}^{N_\theta} \nabla_\theta l(\theta; X_i). \quad (95)$$
Similarly, we can take a sample of $X_i$'s from $\mu$ and $\hat{X}_i$ from $\hat{\mu}$ to construct an unbiased stochastic derivative

$$\hat{F}'_f = \epsilon h(\cdot) + \frac{1}{N_f} \sum_{i=1}^{N_f} (k(\cdot, \hat{X}_i) + k(\cdot, X_i)).$$  \hspace{1cm} (96)

The Lipschitz constants of the derivatives are estimated in the following way. The derivative $F'_\theta$ depends only on $\mu$ and $\theta$. Thus, $L_{\theta f} = L_{\theta h} = 0$. Further, we have

$$\|E_{x \sim \mu} \nabla \theta l(\theta_1; x) - E_{x \sim \mu} \nabla \theta l(\theta_2; x)\|_2 \leq E_{x \sim \mu} L(x) \|\theta_1 - \theta_2\|_2$$  \hspace{1cm} (97)

and $L_{\theta \theta} = L_1$.

$$\|E_{x \sim \mu_1} \nabla \theta l(\theta; x) - E_{x \sim \mu_2} \nabla \theta l(\theta; x)\|_2 \leq L_0 \|\mu_1 - \mu_2\|_{TV}$$  \hspace{1cm} (98)

and $L_{\theta \mu} = L_0$.

The derivative $F'_f$ depends only on $\mu$ and $h$. Thus, $L_{f f} = L_{f \theta} = 0$. Further, we have

$$\|E_{x \sim \mu} k(\cdot, x) + \epsilon h_1(\cdot) + E_{x \sim \mu_1} k(\cdot, x) - (E_{x \sim \hat{\mu}} k(\cdot, x) + \epsilon h_2(\cdot) + E_{x \sim \mu_2} k(\cdot, x))\|_{\mathcal{H}}$$  \hspace{1cm} (99)

$$\leq \epsilon \|h_1 - h_2\|_{\mathcal{H}} + \|E_{x \sim \mu_1} k(\cdot, x) - E_{x \sim \mu_2} k(\cdot, x)\|_{\mathcal{H}} \leq \epsilon \|h_1 - h_2\|_{\mathcal{H}} + \sqrt{C} \|\mu_1 - \mu_2\|_{TV},$$  \hspace{1cm} (100)

i.e., $L_{f \mu} = \sqrt{C}, L_{fh} = \epsilon$. Here we used that

$$\|E_{x \sim \mu_1} k(\cdot, x) - E_{x \sim \mu_2} k(\cdot, x)\|_{\mathcal{H}} \leq \sqrt{C} \|\mu_1 - \mu_2\|_{TV}.$$

The derivative $F'_\mu$ depends only on $f$ and $\theta$. Thus, $L_{f \mu} = L_{\mu h} = 0$. Further, we have

$$\| -f_1(\cdot) + l(\theta_1; \cdot) - (-f_2(\cdot) + l(\theta_2; \cdot))\|_{L_\infty}$$  \hspace{1cm} (101)

$$\leq \sqrt{C} \|f_1 - f_2\|_{\mathcal{H}} + L_0 \|\theta_1 - \theta_2\|_{\mathcal{H}},$$  \hspace{1cm} (102)

i.e., $L_{f \mu} = \sqrt{C}, L_{f \theta} = L_0$. Here we used that

$$\|f_2(\cdot) - f_1(\cdot)\|_{L_\infty} = \sup_x |f_2(x) - f_1(x)| = \sup_x (f_2 - f_1, \phi(x))_{\mathcal{H}}$$

$$\leq \|f_2 - f_1\|_{\mathcal{H}} \cdot \sup_x \|\phi(x)\|_{\mathcal{H}} \leq \sqrt{C} \cdot \|f_2 - f_1\|_{\mathcal{H}}.$$  \hspace{1cm} (103)

Finally, the derivative $F'_h$ depends only on $f$. Thus, $L_{h \theta} = L_{h \mu} = L_{hh} = 0$. Further, we have

$$\| -\epsilon f_1(\cdot) - (-\epsilon f_2(\cdot))\|_{L_\infty} \leq \epsilon \|f_1 - f_2\|_{L_\infty}.$$  \hspace{1cm} (104)

Thus, $L_{hf} = \epsilon$.

As we see, our main assumptions in Theorem B.5 hold for the DRO problem (12). Moreover, stochastic derivatives in (95) and (96) satisfy Assumption B.6. Indeed, we have

$$E_{X \sim \mu} \|E_{x \sim \mu} \nabla \theta l(\theta; x) - \nabla \theta l(\theta; X)\|_2^2 \leq E_{X \sim \mu} \|\nabla \theta l(\theta; X)\|_2^2 \leq L_0^2,$$  \hspace{1cm} (105)

$$E_{X \sim \hat{\mu}, X \sim \mu} \left\| \epsilon h(\cdot) + k(\cdot, \hat{X}) + k(\cdot, X) - (E_{x \sim \hat{\mu}} k(\cdot, x) + \epsilon h(\cdot) - E_{x \sim \mu} k(\cdot, x)) \right\|^2_{\mathcal{H}}$$  \hspace{1cm} (106)

$$\leq 2E_{X \sim \mu} \|k(\cdot, X)\|_{\mathcal{H}}^2 + 2E_{X \sim \hat{\mu}} \|k(\cdot, \hat{X})\|_{\mathcal{H}}^2 \leq 4C.$$  \hspace{1cm} (107)

This allows us to apply also Theorem B.7 to the DRO problem (12). This leads to the following lemma, which summarizes the applicability of our analysis to the DRO setting.

**Lemma C.1.** Assumptions B.2, B.6 hold for the smoothed DRO problem (12). Consequently, the results of Theorems B.5 and B.7 hold for the DRO problem (12).
C.2 Proof of Guarantees for Distributionally Robust Optimization

For notational conciseness, we denote the DRO risk associated with the decision \( \theta \) as
\[
Z_{\epsilon, \hat{P}_n}(\theta) := \sup_{\mu : D(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_{\mu}[l(\theta; x)]. \tag{108}
\]

Note that \( Z_{\epsilon, \hat{P}_n}(\theta) \) is a random variable since \( \hat{P}_n \) is a random sample from the generating distribution. Let us denote the ideal DRO decision
\[
\theta_{\text{DRO}}^* := \arg \inf_{\theta} \sup_{\mu : D(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_{\mu}[l(\theta; x)],
\]
which is often not realizable in practice.

C.2.1 Proof of Proposition 5.2

We restate the results and provide more detailed statements.

**Proposition C.2** (DRO Guarantee for KMP decision sub-optimality). Suppose \( \bar{\theta}_N = \frac{1}{N} \sum_{k=0}^{N-1} \theta_k \) is the averaged solution produced by the KMP algorithm after \( N \) steps. Then, \( \forall \epsilon > 0 \), the DRO risk associated with the decision \( \bar{\theta}_N \) is bounded by
\[
\sup_{\text{MMD}(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_\mu[l(\bar{\theta}_N; x)] - \inf_{\theta} \sup_{\text{MMD}(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_\mu[l(\theta; x)] \leq O \left( \frac{1}{N} \right). \tag{Optimal DRO risk}
\]

In the stochastic setting, we find
\[
\mathbb{E} \left[ \sup_{\text{MMD}(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_\mu[l(\bar{\theta}_N; x)] - \inf_{\theta} \sup_{\text{MMD}(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_\mu[l(\theta; x)] \right] \leq O \left( \frac{1}{\sqrt{N}} \right). \tag{Optimal DRO risk}
\]

**Proof.** We note the relation
\[
Z_{\epsilon, \hat{P}_n}(\theta_{\text{DRO}}) = \inf_{\theta, f \in \mathcal{H}} \sup_{\mu \in \mathcal{M}, h \in \mathcal{H} : \|h\|_\mathcal{H} \leq 1} F(\theta, f, \mu, h) \\
\geq \inf_{\theta, f \in \mathcal{H}} F(\bar{\theta}_N, f, \bar{\mu}_N, \bar{h}_N)
\]
and
\[
Z_{\epsilon, \hat{P}_n}(\bar{\theta}_N) = \sup_{f \in \mathcal{H}, \mu \in \mathcal{M}, h \in \mathcal{H} : \|h\|_\mathcal{H} \leq 1} F(\bar{\theta}_N, f, \mu, h) \\
\leq \sup_{\mu \in \mathcal{M}, h \in \mathcal{H} : \|h\|_\mathcal{H} \leq 1} F(\bar{\theta}_N, \bar{f}_N, \bar{h}_N, \mu).
\]

Taking the difference of the above expressions,
\[
Z_{\epsilon, \hat{P}_n}(\bar{\theta}_N) - Z_{\epsilon, \hat{P}_n}(\theta_{\text{DRO}}) \leq \sup_{\mu \in \mathcal{M}, h \in \mathcal{H} : \|h\|_\mathcal{H} \leq 1} F(\bar{\theta}_N, \bar{f}_N, \mu, h) - \inf_{\theta, f \in \mathcal{H}} F(\theta, f, \bar{\mu}_N, \bar{h}_N). \tag{109}
\]

Applying the statement of Theorem B.3 completes the proof for the deterministic case. The stochastic case follows from Theorem B.7.

C.2.2 Proof of Corollary 5.3

**Corollary C.3** (Robustness guarantee for population risk). Suppose the ambiguity level \( \epsilon \) is chosen such that \( \epsilon > \epsilon_n(\delta) \). Then, with probability \( 1 - \delta \), the population risk of the decision \( \bar{\theta}_N \) output by the KMP algorithm after \( N \) steps is estimated from above by
\[
\mathbb{E}_{\mu_0}[l(\bar{\theta}_N; x)] - \inf_{\theta} \sup_{\text{MMD}(\mu, \hat{P}_n) \leq \epsilon} \mathbb{E}_{\mu}[l(\theta; x)] \leq O \left( \frac{1}{N} \right).
\]

The bound is \( O\left(\frac{1}{\sqrt{N}}\right) \) in expectation in the stochastic case.
Proof. With probability $1 - \delta$, the empirical estimation error of MMD can be upper bounded by (Tolstikhin et al., 2017)

$$\text{MMD}(\tilde{\theta}_N, \mu_0) \leq \epsilon_n = \sqrt{C \frac{1}{n} + \frac{2C\log(1/\delta)}{n}}. \quad (110)$$

Since, $\epsilon > \epsilon_n(\delta)$, we trivially have

$$\mathbb{E}_{\mu_0}[l(\tilde{\theta}_N; x)] \leq Z_{\epsilon_n, \tilde{\theta}_n}(\tilde{\theta}_N). \quad (111)$$

Applying Proposition 5.2, we find the desired estimate

$$\mathbb{E}_{\mu_0}[l(\bar{\theta}_N; x)] \leq Z_{\epsilon_n, \bar{\theta}_n}(\bar{\theta}_N) \leq Z_{\epsilon_n, \bar{\theta}_n}(\theta^*_\text{DRO}) + O\left(\frac{1}{N}\right). \quad (112)$$

C.2.3 Proof of Corollary 5.4

**Corollary C.4** (Robustness guarantee under distribution shift). The risk under the worst-case distribution shift from the population distribution $\mu_0$, of any radius $\epsilon > 0$, of the decision $\bar{\theta}_N$ output by the KMP algorithm after $N$ steps is upper-bounded with large probability by

$$\sup_{\text{MMD}(\mu, \mu_0) \leq \epsilon} \mathbb{E}_\mu[l(\bar{\theta}_N; x)] - \inf_{\theta \in \Theta} \sup_{\text{MMD}(\mu, \bar{\theta}_n) \leq \epsilon} \mathbb{E}_\mu[l(\theta; x)] \leq O\left(\frac{1}{N}, \frac{1}{\sqrt{n}}\right).$$

In the stochastic setting, we find

$$\mathbb{E}\left[\sup_{\text{MMD}(\mu, \mu_0) \leq \epsilon} \mathbb{E}_\mu[l(\bar{\theta}_N; x)] - \inf_{\theta \in \Theta} \sup_{\text{MMD}(\mu, \bar{\theta}_n) \leq \epsilon} \mathbb{E}_\mu[l(\theta; x)]\right] \leq O\left(\max\left\{\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{n}}\right\}\right).$$

Proof. The starting point of the proof is the decomposition

$$Z_{\epsilon_n, \mu_0}(\tilde{\theta}_N) - Z_{\epsilon_n, \bar{\theta}_n}(\theta^*_\text{DRO}) = Z_{\epsilon_n, \mu_0}(\theta^*_0) - Z_{\epsilon_n, \bar{\theta}_n}(\tilde{\theta}_N) + Z_{\epsilon_n, \bar{\theta}_n}(\tilde{\theta}_N) - Z_{\epsilon_n, \bar{\theta}_n}(\theta^*_\text{DRO}). \quad (113)$$

We already have the upper bound for the last two terms due to Proposition 5.2. We now estimate the first two terms by standard concentration inequalities and the uniform law of large numbers; see, e.g., (Boucheron et al., 2005; Wainwright, 2019). First, for any $\theta$ in the domain and RKHS function $f \in \mathcal{H}$, with probability at least $1 - \delta$,

$$\int f d\mu_0 \leq \int f d\bar{\theta}_n + O\left(\frac{\log(1/\delta)}{n}\right).$$

We consider the standard setting of an RKHS of functions with finite norms. Using uniform convergence, the term $O\left(\frac{\log(1/\delta)}{n}\right)$ does not depend on the specific function $f$ within the class $\mathcal{F}$, and the term is finite. Taking infimum on both sides,

$$\inf_{f} \left\{\int f d\mu_0 + \epsilon \|f\|_{\mathcal{H}} + \int (l(\theta; \cdot) - f) d\mu\right\} \leq \inf_{f} \left\{\int f d\bar{\theta}_n + \epsilon \|f\|_{\mathcal{H}} + \int (l(\theta; \cdot) - f) d\mu\right\} + O\left(\frac{\log(1/\delta)}{n}\right). \quad (114)$$

We use the shorthand notation

$$\bar{\mu}_0 := \arg\sup_{\mu} \inf_{f} \left\{\int f d\mu_0 + \epsilon \|f\|_{\mathcal{H}} + \int (l(\theta; \cdot) - f) d\mu\right\}. \quad (115)$$
Then, by (strong) linear duality,
\[
Z_{\epsilon, \mu_0}(\theta) = \sup_{\mu} \left\{ \int f d\mu_0 + \epsilon \| f \|_\mathcal{H} + \int (l(\theta; \cdot) - f) d\mu \right\}
\]
\[
\leq \inf_{f} \left\{ \int f d\tilde{P}_n + \epsilon \| f \|_\mathcal{H} + \int (l(\theta; \cdot) - f) d\tilde{\mu}_0 \right\} + O \left( \sqrt{\frac{\log(1/\delta)}{n}} \right)
\]
\[
\leq \sup_{\mu} \inf_{f} \left\{ \int f d\tilde{P}_n + \epsilon \| f \|_\mathcal{H} + \int (l(\theta; \cdot) - f) d\mu \right\} + O \left( \sqrt{\frac{\log(1/\delta)}{n}} \right)
\]
\[
= Z_{\epsilon, \hat{\mu}_n}(\theta) + O \left( \sqrt{\frac{\log(1/\delta)}{n}} \right) \quad (116)
\]
holds with probability at least 1 − δ.
In summary, plugging in θ = \(\bar{\theta}_N\),
\[
P \left( Z_{\epsilon, \mu_0}(\bar{\theta}_N) - Z_{\epsilon, \hat{\mu}_n}(\bar{\theta}_N) \geq O \left( \sqrt{\frac{\log(1/\delta)}{n}} \right) \right) \leq \delta.
\]
Furthermore, to derive the expected bound, we use the Gaussian integral to integrate the tail bound, combining with [113] and Proposition 5.2. We find the desired statement in expectation
\[
E \left[ Z_{\epsilon, \mu_0}(\bar{\theta}_N) - Z_{\epsilon, \hat{\mu}_n}(\theta^*_{\text{DRO}}) \right] \leq O \left( \max \left\{ \frac{1}{N}, \frac{1}{\sqrt{n}} \right\} \right).
\quad (117)
\]
The stochastic case follows from the previous settings.
\qed