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#### Abstract

Continuous latent variables (LVs) are a key ingredient of many generative models, as they allow modelling expressive mixtures with an uncountable number of components. In contrast, probabilistic circuits (PCs) are hierarchical discrete mixtures represented as computational graphs composed of input, sum and product units. Unlike continuous LV models, PCs provide tractable inference but are limited to discrete LVs with categorical (i.e. unordered) states. We bridge these model classes by introducing probabilistic integral circuits (PICs), a new language of computational graphs that extends PCs with integral units representing continuous LVs. In the first place, PICs are symbolic computational graphs and are fully tractable in simple cases where analytical integration is possible. In practice, we parameterise PICs with lightweight neural nets delivering an intractable hierarchical continuous mixture that can be approximated arbitrarily well with large PCs using numerical quadrature. On several distribution estimation benchmarks, we show that such PIC-approximating PCs systematically outperform PCs commonly learned via expectation-maximization or SGD.


## 1 INTRODUCTION

Many successful probabilistic models build upon continuous mixtures (CMs) (Bond-Taylor et al., 2022), which model the data-generating distribution as:

$$
\begin{equation*}
p(\mathbf{X})=\mathbb{E}_{p(\mathbf{Z})}[p(\mathbf{X} \mid \mathbf{Z})]=\int p(\mathbf{z}) p(\mathbf{X} \mid \mathbf{z}) \mathrm{d} \mathbf{z}, \tag{1}
\end{equation*}
$$
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where $p(\mathbf{Z})$ is a mixing distribution over continuous latent variables (LVs) $\mathbf{Z}, p(\mathbf{X} \mid \mathbf{Z})$ is a conditional distribution defining mixture components, and $p(\mathbf{X})$ is the distribution over observables $\mathbf{X}$ obtained by marginalising out $\mathbf{Z}$ from the joint $p(\mathbf{X}, \mathbf{Z})=p(\mathbf{X} \mid \mathbf{Z}) p(\mathbf{Z})$.

CMs underpin the success of deep generative models like variational autoencoders (VAEs) (Kingma and Welling, 2014) and generative adversarial networks (Goodfellow et al., 2014). These models are designed such that (i) $p(\mathbf{Z})$ has a simple parametrisation, e.g., an isotropic Gaussian, and (ii) the mixture components $p(\mathbf{X} \mid \mathbf{Z})$ are parameterised by neural networks taking $\mathbf{Z}$ as input. However, the ability of CMs to support tractable probabilistic inference is generally limited. Specifically, marginalisation and condition-ing-which together form a consistent reasoning process (Ghahramani, 2015; Jaynes, 2003) -are largely intractable in these models, mainly due to the generally high-dimensional integral in Equation 1.

In contrast, Probabilistic Circuits (PCs) (Vergari et al., 2019; Choi et al., 2020) represent a unified framework for tractable probabilistic models, providing a wide range of exact and efficient inference routines. PCs are computational graphs composed of input, sum and product units, and they represent hierarchical discrete mixtures (DMs). This discrete nature is crucial for their tractability, as it allows tractable marginalization of LVs in a single feedforward pass. However, although PCs are deep and structured models encoding an exponential number of mixture components, even a shallow CM has been recently shown to often outperform them (Correia et al., 2023). It is indeed speculated that DMs-like PCs-are hard to learn, while shallow CMs - like VAEs - are easier to learn or generalise better (Liu et al., 2023a). For instance, applying Gaussian Mixture Models, a special case of PCs, to complex, high-dimensional data presents many challenges, such as dealing with sensitivity to initialization (Bender et al., 2023).

In this paper, we show how to incorporate the benefits


Figure 1: Our contributions. We extend PCs with symbolic integral units, leading to so-called PICs (Section 3) (a) which we approximate via numerical quadrature as discrete sum units (b). We use neural nets (c) and (d) to parameterise $p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)$ and $p\left(X_{i} \mid Z_{i}\right)$ respectively. In (e), we sketch the training computation graph: We materialise QPC parameters $\left(\mathcal{S}_{\phi}(\tilde{\mathbf{z}}, \tilde{\mathbf{w}}), \mathcal{I}_{\phi}(\tilde{\mathbf{z}})\right)$ in the forward pass (blue arrows) w.r.t. quadrature points $\tilde{\mathbf{z}}$ and weights $\tilde{\mathbf{w}}$, and propagate gradients in the backward pass (orange arrows) to maximise QPC log-likelihood $\mathcal{C}(\mathbf{x})$.
of CMs into tractable probabilistic models by extending the language of PCs with continuous LVs, which we address with numerical integration. Specifically, we make the following contributions (which are visually summarized in Figure 1):

- We introduce probabilistic integral circuits (PICs), a new language of computational graphs that extends PCs with integral units, allowing them to model continuous LVs. Different from PCs, they represent symbolic computational graphs and allow tractable inference when analytical integration is possible (Section 3).
- If analytic solutions are not available, e.g., for PICs encoding neural CMs, we design and apply inference routines based on numerical quadrature, allowing to approximate PICs arbitrary well. We call the output of this process QPC (Section 3.1), a PC encoding the quadrature of a deep PIC, thus generalising ideas of Correia et al. (2023).
- We show how to parameterise PICs with lightweight energy-based models, delivering a flexible generative model that we train via maximumlikelihood using quadrature rules (Section 3.2).
- On several distribution estimation benchmarks (Section 4), QPCs systematically outperform traditional PCs commonly learned via EM or SGD.


## 2 PRELIMINARIES

Before introducing PICs, we recall how to represent hierarchies of LVs as graphical models and review the necessary background on circuits. We conclude with a brief overview of numerical quadrature rules, as these will allow approximate inference in PICs.

### 2.1 Graphical models for CMs

A hierarchy over random variables $(\mathrm{RVs}) \mathbf{Y}=\left\{Y_{i}\right\}_{i=1}^{D}$ can be represented as a Bayesian network (BN), encoded as a DAG with RVs as nodes and parameterized by a set of conditional distributions $p\left(Y_{i} \mid \mathrm{pa}\left(Y_{i}\right)\right)$, where $\mathrm{pa}\left(Y_{i}\right)$ is the parent set of $Y_{i}$. A BN encodes the joint $p(\mathbf{Y})=\prod_{i=1}^{D} p\left(Y_{i} \mid \mathrm{pa}\left(Y_{i}\right)\right)$. We will consider some variables $\mathbf{Z} \subset \mathbf{Y}$ to be latent and the remaining variables $\mathbf{X}=\mathbf{Y} \backslash \mathbf{Z}$ observable.

LTMs Marginalizing LVs is a \#P-hard task (de Campos et al., 2020), but becomes tractable for discrete BNs when the DAG has bounded treewidth, in particular when it is a tree, yielding the class of latent tree models (LTMs, Figure 2) (Choi et al., 2011).


Figure 2: Latent Tree However, continuous LTMs allow tractable marginalisation only if the parametric representations of the conditional probabilities allow for analytical integration, like in linear-Gaussian LTMs (Koller and Friedman, 2009).

### 2.2 Probabilistic Circuits

Circuits A circuit $\mathcal{C} \equiv(\mathcal{G}, \theta)$ is a computational graph $\mathcal{G}$ parameterised by $\theta$ representing a function $\mathcal{C}(\mathbf{X})$ over its input variables $\mathbf{X} . \mathcal{G}$ has three computational unit types: input $₫$, sum $\bigoplus$ and product $\otimes$. An input unit $c$ represents a parameterisable function $f_{c}\left(\mathbf{X}_{c}\right)$, where $\mathbf{X}_{c} \subseteq \mathbf{X}$ is its scope. Any product or sum unit $c$ receives the outputs of its input units, denoted by the set $\operatorname{IN}(c)$, and has as scope the union of the scopes of its inputs, $\mathbf{X}_{c}=\cup_{d \in \operatorname{IN}(c)} \mathbf{X}_{d}$. A product unit $c$ computes the product of its incoming inputs as $\prod_{d \in \operatorname{in}(c)} d\left(\mathbf{X}_{d}\right)$, whereas a sum unit $c$ com-
putes the weighted sum $\sum_{d \in \operatorname{IN}(c)} \theta_{d}^{c} d\left(\mathbf{X}_{d}\right)$. Note that $\mathcal{C}(\mathbf{X})=c(\mathbf{X})$ where $c$ is the circuit root unit. We instantiate a sum or product unit $c$ as $\bigoplus\left([d]_{d \in \operatorname{IN}(c)},\left[\theta_{d}^{c}\right]_{d \in \operatorname{IN}(c)}\right)$ or $\otimes\left([d]_{d \in \operatorname{IN}(c)}\right)($ cf. Algorithm 1).

Probabilistic Circuits (PCs) A circuit $\mathcal{C}$ is probabilistic when $\mathcal{C}(\mathbf{x}) \geq 0$ for any $\mathbf{x}$, i.e. $\mathcal{C}(\mathbf{X})$ is an unnormalized distribution. For efficient renormalization it must satisfy two structural properties: smoothness and decomposability. A PC is smooth when every sum unit has input units with the same scope, whereas is decomposable when every product unit has input units with disjoint scopes. Furthermore, a PC is structured-decomposable-a stricter form of decomposability - when any pair of product units sharing the same scope decomposes the same way, as in Figure 3(b) (Pipatsrisawat and Darwiche, 2008; Vergari et al., 2021). PCs are hierarchical discrete mixtures (Peharz et al., 2017; Zhao et al., 2016; Trapp et al., 2019; Yang et al., 2023), i.e. $\mathcal{C}(\mathbf{X})$ can be written as

$$
\begin{equation*}
p(\mathbf{X})=\sum_{\mathbf{z}} P(\mathbf{z}) p(\mathbf{X} \mid \mathbf{z}) \tag{2}
\end{equation*}
$$

where here $\mathbf{Z}$ is a discrete latent vector, but otherwise the form is similar to the continuous mixture in Equation 1. The number of states of $\mathbf{Z}$, and thus the number of mixture components $p(\mathbf{X} \mid \mathbf{z})$, grows exponentially in the depth of the PC (Peharz, 2015; Zhao et al., 2016).

Discrete LV interpretation PCs can be compiled from discrete graphical models (Darwiche, 2009) or directly learned from data (Mari et al., 2023; Peharz et al., 2020). In either case sum units can be interpreted as discrete (categorical) LVs (Peharz et al., 2017). As an example, consider the LTM in Figure 2. If we assume its LVs to be categorical, it can be compiled into a smooth and structured-decomposable PC (Butz et al., 2020). Specifically, if we assume all its LVs to have $N=3$ states, the compiled circuit would look like Figure 3(b), where regions of $N=3$ units are arranged hierarchically and sum parameters encode conditional probability tables.

### 2.3 Numerical Quadrature

As shown by Correia et al. (2023), numerical quadrature rules can be used to reduce inference in shallow CMs (Eq. (1)) to shallow DMs (Eq. (2)). In this paper, we deal with deep CMs via recursive numerical quadrature.
A numerical quadrature rule is an approximation of the definite integral of a function as a weighted sum of function evaluations at specified points within the domain of integration (Davis and Rabinowitz, 1984). Specifically, given some integrand $f: \mathbb{R} \rightarrow \mathbb{R}$ and interval $[a, b]$, a quadrature rule consists of a set of $N$ integration points $\tilde{\mathbf{z}}=\left(\tilde{z}_{n}\right)_{n=1}^{N} \in[a, b]^{N}$ and weights
$\tilde{\mathbf{w}}=\left(\tilde{w}_{n}\right)_{n=1}^{N} \in \mathbb{R}^{N}$ which minimize the integration error $\varepsilon_{N}=\left|\int_{a}^{b} f(z) \mathrm{d} z-\sum_{n=1}^{N} \tilde{w}_{n} f\left(\tilde{z}_{n}\right)\right|$. Such integration points define sub-intervals over which the integrand is approximated by polynomials. Note that the error $\varepsilon_{N}$ goes to zero as $N \rightarrow \infty$ and that $\sum_{n=1}^{N} \tilde{w}_{n}=b-a$.

Types of quadratures Static quadrature rules like midpoint, trapezoidal and Simpson's achieve error bounds of $\mathcal{O}\left(N^{-2}\right), \mathcal{O}\left(N^{-2}\right)$ and $\mathcal{O}\left(N^{-4}\right)$, respectively. Their choice of $\tilde{\mathbf{z}}$ exclusively depends on the finite integration domain. Gaussian quadrature rules go a step further as they allow (i) exact integration of any polynomial of degree up to $2 N-1$ and (ii) handling infinite integration domains. In particular, Gauss-Hermite quadrature allows to approximate expectations under a Gaussian-distributed variable, but the choice of $\tilde{\mathbf{z}}$ depends on its $\mu$ and $\sigma$, i.e. it is integrand-dependent. Finally, adaptive quadratures approximate the integral of a function using static methods on adaptively refined sub-intervals, until an error tolerance is achieved. The choice of $\tilde{\mathbf{z}}$ is again integrand-dependent, as the refined sub-intervals are those where it is hard to approximate.

## 3 PROBABILISTIC INTEGRAL CIRCUITS

In this section, we introduce integral circuits (ICs), symbolic computational graphs leading to our main contribution, probabilistic integral circuits (PICs). The inputs and outputs of every IC unit are considered functions. This is different from PCs, where marginalization of discrete LVs is explicitly and exhaustively represented in the discrete circuit structure (cf. Fig. 1(a-b)).

Integral Circuits (ICs) An integral circuit $\mathcal{C} \equiv$ $(\mathcal{G}, \Theta)$ is a symbolic computational DAG $\mathcal{G}$ parameterised by $\Theta$ that represents a function $\mathcal{C}(\mathbf{X})=$ $\int \mathcal{C}(\mathbf{X}, \mathbf{z}) \mathrm{d} \mathbf{z}$ over input variables $\mathbf{X}=\left\{X_{i}\right\}$ and auxiliary continuous variables $\mathbf{Z}=\left\{Z_{i}\right\}$, where $\mathbf{Z} \cap \mathbf{X}=\varnothing$. ICs have four unit types: input $₫$, integral $(\square$, sum $\bigoplus$, and product $\otimes$ units. Specifically:

- An input unit $c$ represents a function $f_{c}\left(\mathbf{X}_{c}, \mathbf{Z}_{c}\right) \rightarrow \mathbb{R}$, where $\mathbf{X}_{c} \subseteq \mathbf{X}$ and $\mathbf{Z}_{c} \subseteq \mathbf{Z}$.
- An integral unit $c$ has a function $f_{c}\left(\widehat{\mathbf{Z}}_{c}, \check{\mathbf{Z}}_{c}\right) \rightarrow \mathbb{R}$ attached, where $\left(\widehat{\mathbf{Z}}_{c}, \check{\mathbf{Z}}_{c}\right) \subseteq \mathbf{Z}$ and $\check{\mathbf{Z}}_{c}$ are its integration variables. The unit receives a function $f\left(\mathbf{X}_{d}, \widehat{\mathbf{Z}}_{d}, \check{\mathbf{Z}}_{d}\right)$ from its only input unit $d$, where $\mathbf{X}_{d} \subseteq \mathbf{X},\left(\widehat{\mathbf{Z}}_{d}, \check{\mathbf{Z}}_{d}\right) \subseteq \mathbf{Z}$, and $\check{\mathbf{Z}}_{d}=\check{\mathbf{Z}}_{c}$, and outputs the function $\int f_{c}\left(\widehat{\mathbf{Z}}_{c}, \check{\mathbf{z}}_{c}\right) f\left(\mathbf{X}_{d}, \widehat{\mathbf{Z}}_{d}, \check{\mathbf{z}}_{d}\right) \mathrm{d} \check{\mathbf{z}}_{c}$.
- A sum (resp. product) unit $c$ outputs a weighted sum (resp. product) of its incoming functions, and therefore a function in turn.

```
\(\underline{\text { Algorithm } 1 \text { PICs } \rightarrow \text { QPCs via static quadrature }}\)
Input A tree-shaped PIC \(\mathcal{C} \equiv(\mathcal{G}, \Theta)\) parameterised
by \(\left\{p\left(X_{i} \mid Z_{i}\right)\right\} \cup\left\{p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)\right\}\), and \(N_{i}\) quadrature
points \(\tilde{\mathbf{z}}^{(i)}\) with weights \(\tilde{\mathbf{w}}^{(i)}\) for each \(Z_{i}\)
Complexity \(\mathcal{O}\left(N^{2}\right)\), where \(N=\max N_{i}\)
    \(S \leftarrow\) EmptyStackOfRegions()
    for \(c\) in PostOrderTraversal \((\mathcal{G})\) do
        if \(c\) is \(₫\left(p\left(X_{i} \mid Z_{i}\right)\right)\) then
            \(R \leftarrow\left[\Omega\left(p\left(X_{i} \mid \tilde{z}_{j}^{(i)}\right)\right)\right]_{j=1}^{N_{i}}\)
        else if \(c\) is \(\int z_{i}\) then
            \(R \leftarrow \operatorname{POP}(S)\)
            \(R \leftarrow\left[\bigoplus\left(R,\left[\tilde{w}_{k}^{(i)} p\left(\tilde{z}_{k}^{(i)} \mid \tilde{z}_{j}^{(\mathrm{pa}(i))}\right)\right]_{k=1}^{N_{i}}\right)\right]_{j=1}^{N_{\mathrm{pa}(i)}}\)
        else
            \(Q \leftarrow\) pop \(|\operatorname{IN}(c)|\) regions from \(S\)
            \(R \leftarrow\left[\bigotimes\left([Q[i][j]]_{i=1}^{\operatorname{LEN}(Q)}\right)\right]_{j=1}^{\operatorname{LEN}(Q[0])}\)
        end if
        \(\operatorname{Push}(S, R)\)
    end for
    return \(\operatorname{POP}(S)[0] \quad \triangleright \mathrm{QPC}\) root unit
```

IC parameters $\Theta$ comprise sum unit parameters, and input and integral unit functions $f_{c}$. The scope of an input unit $c$ is $\mathbf{X}_{c}$, and the scope of an inner unit is the union of the scopes of its input units. As such, the structural properties apply to ICs as they do to PCs.

Probabilistic Integral Circuits (PICs) A PIC is a smooth and decomposable IC whose input and integral unit functions $f_{c}$ are (conditional) probability density functions. As such, PIC auxiliary variables $\mathbf{Z}$ are continuous LVs of the hierarchical mixture the circuit represents.

We will assume that each integral unit has attached (i) a single distinct $\mathrm{LV} Z_{i}$ as variable of integration, and (ii) a (conditional) density of the form $p\left(Z_{i} \mid \mathbf{Z}^{\prime}\right)$, where $\mathbf{Z}^{\prime} \subseteq \mathbf{Z} \backslash Z_{i}$. Using univariate LVs as integration variables allows for straightforward application of standard quadrature rules. We represent an integral unit having integration variable $Z_{i}$ as $\left(f z_{i}\right.$, and we label its incoming edge with $p\left(Z_{i} \mid \mathbf{Z}^{\prime}\right)$. An example PIC is shown in Figure 3(a), where input units define conditional probabilities $p\left(X_{i} \mid Z_{i}\right)$, and each integral unit is parameterized by the conditional $p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)$.
Under these assumptions, a PIC is therefore a symbolic computational graph representing a multivariate integral defined by nested univariate integrations. As such, inference involves iteratively integrating out one LV while treating others as constants, which is akin to vari-


Figure 3: PICs $\rightarrow$ QPCs A tree-shaped PIC in (a) and one of its possible QPC obtained via Algorithm 1 using $N_{i}=3$ in (b). Following color-coding, every integral unit in (a) has its incoming edge labelled with one of the conditional densities reported at the bottom. Both circuits are smooth and structured-decomposable.
able elimination (Darwiche, 2009). ${ }^{1}$ PICs can in fact describe the operations needed to perform inference with continuous BNs, without necessarily specifying how to solve the integrals. Algorithm A. 1 shows a possible way to convert an arbitrary BN to a smooth and structured-decomposable PIC via variable elimination, where the resulting PIC is always tree-shaped, regardless the BN structure. For example, converting the LTM in Figure 2 delivers the PIC in Figure 3(a). Such conversion is important, as we can use PIC structures for parameter learning and approximate inference (cf. Section 3.2). Note that, unlike BNs, the conditioning variables of the density attached to an integral unit cannot be deduced from the PIC structure.

Tractable PICs Inference in PICs can be tractable, and therefore proceed in an efficient feedforward fashion, similarly to standard PCs. However, smoothness and decomposability are not sufficient anymore for tractability as we also need analytical integration to pass through integral units. Example of tractable PICs are those representing the computation of Linear Gaussian BNs, i.e. BNs where all RVs are Gaussians and relationships among them are all linear (Bishop, 2006; Koller and Friedman, 2009). The output function of such PICs would then be a multivariate Gaussian, as we show with a step-by-step PIC computation in Appendix C.

[^0]
### 3.1 QPCs approximate intractable PICs

When the computation in integral units cannot be done in analytical form, PICs become intractable. We propose numerical integration as a solution for such intractable scenarios. Specifically, the application of Quadrature rules to approximate intractable PICs, results in standard PCs which we call QPCs. This way, we can materialise the symbolic computational graph of a PIC with a QPC that numerically approximates it. Despite QPCs being standard PCs, their LV interpretation is not categorical anymore but rather ordinal, as the circuit represents the application of a quadrature rule on a continuous intractable model.

Numerically approximating an intractable PIC begins with the application of a quadrature rule over the outermost integral unit (e.g., the root unit for PIC in Figure 3(a)) and then proceeds iteratively with the lower ones. Specifically, for each integration point of an outer integral we would have many for the inner ones, and so on iteratively. Therefore, the selection of integration points plays a crucial role in our numerical approximation.

On the one hand, if for every integration problem involving a specific LV $Z_{i}$ we always use the same static integration points, we can materialise PICs into QPCs with a high re-use of computational units, since same integrand evaluations will be required multiple times. This is the case for QPCs resulting from the application of a static quadrature rule. This is detailed in Algorithm 1, where we show how a specific type of tree-shaped PIC can be converted into a QPC compiled in a bottom-up fashion. For instance, if we were to materialise the PIC in Figure 3(a) following Algorithm 1 and using $N=3$ static integration points for each integral unit, we would obtain the structure in Figure 3(b). Note that applying Algorithm 1 on treeshaped, smooth and (structured-)decomposable PICs, results in non-tree QPCs with the same structural properties.

On the other hand, if we do not maintain uniformity in our integration point selection, unit re-usage is not possible, and we may need an exponentially big QPC to represent the computation of the resulting numerical approximation. For instance, Gauss-Hermite quadrature chooses the integration points w.r.t. characteristics of the integrand itself, therefore prohibiting re-usage of computational units. Even more dramatically, in cases where the selection of integration points is adaptive, a dependency emerges with the data point $\mathbf{x}$. That is because adaptive quadratures can iteratively require more integration points in certain sub-intervals where the density for $\mathbf{X}$ is relatively difficult to approximate. Consequently, this prevents us from materializing a
circuit that can be arbitrarily good for any $\mathbf{x}$.
PICs \& LTMs Numerically approximating PICs is particularly effective when the conditional distributions attached to integral units are not conditioned on a large number of LVs. That is especially the case for PICs representing inference of continuous LTMs. Therefore, all the latent conditional distributions of such PIC type are only conditioned on a single LV, except for the root integral unit, which defines a prior. We show how LTMs (cf. Figure 2) can be converted to PICs (cf. Figure 3(a)) in Algorithm A.1. Furthermore, Algorithm A. 2 shows how we can generally apply nested univariate quadratures to a tree-shaped PIC.

### 3.2 Learning neural PICs via quadrature

We here present a methodology to (i) parameterise PICs using light-weight neural energy-based models and (ii) learn the resulting model via numerical integration. It can be applied to every PIC structure, but is particularly suitable for those where LV interactions follow a common pattern. Specifically, we will describe and show its application to PICs compiled from LTMs, since all their LVs are in a pair-wise relationship and therefore only involve univariate integrations. So we are interested in approximating integrals of the form $\int_{a}^{b} q\left(x_{i}, z_{i}, z_{\mathrm{pa}(i)}\right) d z_{i}$, with $q(x, \check{z}, \widehat{z}) \equiv p(\check{z} \mid \widehat{z}) p(x \mid \check{z})$, such that the integration error

$$
\varepsilon_{N}(x, \widehat{z})=\left|\int_{a}^{b} q(x, \check{z}, \widehat{z}) \mathrm{d} \check{z}-\sum_{i=1}^{N} \tilde{w}_{n} q\left(x, \tilde{z}_{n}, \widehat{z}\right)\right|
$$

goes to zero as $N \rightarrow \infty$.

Parameterising integral units Every latent distribution $p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)$ attached to integral unit $\left.\int z_{i}\right)$ is parameterised by a light-weight energy-based model (EBM) (LeCun et al., 2007; Song et al., 2021) $\mathcal{S}_{\phi(i)}$ outputting an energy value for a conditional input state $\left(z_{i}, z_{\mathrm{pa}(i)}\right)$ of its continuous LVs (cf. Figure 1(c)). To promote the application of static quadrature rules, we will assume that every LV has support $[-1,1]$, such that pairs $\left(z_{i}, z_{\mathrm{pa}(i)}\right)$ belong to $[-1,1]^{2}$. Every neural net $\mathcal{S}_{\phi(i)}$ parametrizes a conditional univariate energybased model:

$$
\begin{equation*}
p\left(z_{i} \mid z_{\mathrm{pa}(i)}\right)=\frac{\exp \left(-\mathcal{S}_{\phi(i)}\left(z_{i}, z_{\mathrm{pa}(i)}\right)\right)}{\int_{-1}^{+1} \exp \left(-\mathcal{S}_{\phi(i)}\left(z, z_{\mathrm{pa}(i)}\right)\right) d z} \tag{3}
\end{equation*}
$$

where $\mathcal{S}_{\phi(i)}:[-1,1]^{2} \rightarrow \mathbb{R}_{\geq 0}$ and the denominator is the normalisation constant for $p\left(Z_{i} \mid z_{\mathrm{pa}(i)}\right)$. We constrain the output of $\mathcal{S}_{\phi(i)}$ to be non-negative using a softplus non-linearity, so that the unnormalized density, i.e. the numerator, is bounded by one, as that improves training stability (Nash and Durkan, 2019).

Parameterising input units We use a similar modelling for input units. Every conditional input distribution $p\left(X_{i} \mid z_{i}\right)$ is parameterised by a neural net $\mathcal{I}_{\phi(i)}$ taking as input a state for its parent, $z_{i} \in[-1,1]$, and returning a valid parametrisation of a parametric univariate distribution (cf. Figure 1(d)), similarly to a small VAE decoder (Kingma and Welling, 2014). For instance, if $X_{i}$ were a Gaussian RV, then:

$$
\begin{equation*}
p\left(X_{i} \mid z\right)=\mathcal{N}\left(X_{i} \mid \mu_{z}, \sigma_{z}\right) \tag{4}
\end{equation*}
$$

where $\left(\mu_{z}, \sigma_{z}\right)=\mathcal{I}_{\phi(i)}(z)$. Note that, in contrast to standard flow models, we can easily handle heterogeneous features-i.e. both discrete and continuous-by simply designing a specific neural net $\mathcal{I}_{\phi(i)}$ to output a valid parameterisation for the desired $X_{i}$ input distribution.

Fourier Features Fourier Feature Layers (FFLs) are an important ingredient for the neural nets $\mathcal{S}_{\phi}$ and $\mathcal{I}_{\phi}$. FFLs (Tancik et al., 2020) enable multi-layer perceptrons (MLPs) to learn high-frequency functions in low-dimensional problem domains and are usually used as first layers of coordinate-based MLPs as in Figure 1(c-d). FFLs transform input $\mathbf{x} \in \mathbb{R}^{n}$ to

$$
\left[\cos \left(2 \pi \mathbf{f}_{1}^{\boldsymbol{\top}} \mathbf{x}\right), \sin \left(2 \pi \mathbf{f}_{1}^{\boldsymbol{\top}} \mathbf{x}\right), \ldots, \cos \left(2 \pi \mathbf{f}_{k}^{\boldsymbol{\top}} \mathbf{x}\right), \sin \left(2 \pi \mathbf{f}_{k}^{\boldsymbol{\top}} \mathbf{x}\right)\right]
$$

where $k$ is a hyperparameter and vectors $\mathbf{f}_{i} \in \mathbb{R}^{n}$ are non-learnable, randomly initialized parameters.
FFLs have two main benefits: (i) They allow learning more expressive distributions by avoiding oversmoothing, and (ii) they significantly reduce the total count of optimizable parameters when used instead of conventional linear layers as the initial layers in MLPs. We show the effect of using FFLs in Appendix B.2.

Learning via numerical integration We train neural PICs via static numerical integration. Specifically, we optimise neural net parameters $\phi$ by materialising neural PICs into QPCs via Algorithm 1 and then minimizing the negative log-likelihood under the materialised model at each training step. However, the algorithm cannot be directly applied, as the densities attached to integral units are $\mathrm{EBMs} \mathcal{S}_{\phi}$, for which we need the normalisation constants. Nevertheless, by our design, they can be approximated arbitrarily well via quadrature due to the univariate nature of the density in Equation 3. Therefore, there are two distinct approximations involved, (i) one concerning the normalisation constants for $\mathcal{S}_{\phi}$, and (ii) another for the integral units. While these approximations can be approached independently, it is computationally cheaper if we use the same quadrature rule for both, especially during training, as the required function evaluations would then be
the same for both. Therefore, this materialisation-byapproximation of QPCs is central for learning PICs, and below we describe how this can be done efficiently.
Since the support of $\mathcal{S}_{\phi(i)}$ and $\mathcal{I}_{\phi(i)}$ is $[-1,1]$, we use the same static integration points $\tilde{\mathbf{z}} \in[-1,1]^{N}$ and weights $\tilde{\mathbf{w}} \in \mathbb{R}^{N}$ for every integral unit. Leveraging GPU acceleration, we start by generating the tensor of energy values $\mathcal{E} \in \mathbb{R}^{D \times N \times N}$ in one shot as

$$
\begin{equation*}
\mathcal{E}_{i j k}=\mathcal{S}_{\phi(i)}\left(\tilde{z}_{k}, \tilde{z}_{j}\right) \tag{5}
\end{equation*}
$$

where $i \in[D]$ and $j, k \in[N]$. Then, we use quadrature to approximate the normalisation constants as

$$
\begin{equation*}
\mathcal{N}_{i j}=\sum_{k=1}^{N} \tilde{w}_{k} \exp \left(-\mathcal{E}_{i j k}\right) \tag{6}
\end{equation*}
$$

which we then use to move from $\mathcal{E}$ to a tensor of approximated probability density values $\mathcal{P}$ as

$$
\begin{equation*}
\mathcal{P}_{i j k}=\frac{\exp \left(-\mathcal{E}_{i j k}\right)}{\mathcal{N}_{i j}} \approx p\left(Z_{i}=\tilde{z}_{k} \mid Z_{\mathrm{pa}(i)}=\tilde{z}_{j}\right) . \tag{7}
\end{equation*}
$$

Note that sums over the third dimension of $\mathcal{P}$ do not return 1. Finally, we approximate the integral units w.r.t. the same quadrature rule used in Equation 6. Specifically, we move from $\mathcal{P}$ to a tensor of sum unit parameters as

$$
\begin{equation*}
\mathcal{S}_{i j k}=\tilde{w}_{k} \mathcal{P}_{i j k} \tag{8}
\end{equation*}
$$

where $k \in[N]$. Note that sums over the third dimension of $\mathcal{S}$ now return 1. We perform such computation in the log space to ensure numerical stability. Concisely, we denote the materialisation of all sum unit parameters $\mathcal{S}$ w.r.t. integration points $\tilde{\mathbf{z}}$ and weights $\tilde{\mathbf{w}}$ as $\mathcal{S}_{\phi}(\tilde{\mathbf{z}}, \tilde{\mathbf{w}})$. Similarly, we materialise all input unit parameters in a tensor $\mathcal{I} \in \mathbb{R}^{D \times N \times I}$ as

$$
\begin{equation*}
\mathcal{I}_{i j}=\mathcal{I}_{\phi(i)}\left(\tilde{z}_{j}\right) \in \mathbb{R}^{I} \tag{9}
\end{equation*}
$$

where $I$ is the number of parameters per input unit. ${ }^{2}$ Concisely, we denote the materialisation of input unit parameters w.r.t. integration points $\tilde{\mathbf{z}}$ as $\mathcal{I}_{\phi}(\tilde{\mathbf{z}})$. The training flow is sketched in Figure 1(e).

Under a static quadrature regime, both $\mathcal{S}_{\phi(i)}$ and $\mathcal{I}_{\phi(i)}$ can be run in parallel for every $i$, delivering a fast materialisation of QPCs. Importantly, the circuit can be materialized for any $N$, delivering arbitrarily wide QPCs. Furthermore, the neural nets $\left(\mathcal{S}_{\phi}, \mathcal{I}_{\phi}\right)$ represent a very compact representation for the materialised QPC when a large $N$ is used. That is because the size of $\mathcal{S}_{\phi}$ and $\mathcal{I}_{\phi}$ is independent from the $N$ we choose. Moreover, similar to Shih et al. (2021), not only can we be memory-efficient during storage, but we can also be memory-efficient during evaluation. In fact, we materialize QPC regions on the fly, and erase them from

[^1]

Figure 4: Increasing the number of integration points reduces the approximation error. MSE (y-axis) between linear Gaussian LTM log-likelihoods and QPC approximations at increasing number of integration points $N$ (x-axis) averaged over 50 different LTMs with 256 nodes.
memory when they become unnecessary. We conjecture that training via numerical integration sufficiently regularises the neural nets $\mathcal{S}_{\phi}$ and $\mathcal{I}_{\phi}$ so that the overall model remains amenable to numerical integration.

## 4 EXPERIMENTS

### 4.1 A tractable sanity check

We start off our experiments showing empirically that QPCs can be used to approximate (tractable) continuous LV models. We do this by using linear Gaussian LTMs as tractable ground-truth models and show, as a sanity check, that these can be approximated arbitrarily well with QPCs. Specifically, we convert these LTMs to PICs using Algorithm A. 1 and apply Algorithm 1 to approximate them by QPCs. To measure the goodness of our approximation, we generate 1,000 samples from the ground-truth model and then use the MSE between their true log-likelihoods and their QPC approximations. We provide more detail in subsection C.2. Results are sketched in Figure 4.

### 4.2 Distribution estimation

In the following experiments, we use the latent tree structure provided by the Hidden Chow-Liu Tree algorithm (Liu and Van den Broeck, 2021). These structures are heuristically derived by introducing LVs in classical Chow-Liu Trees (CLTs). Specifically, the structure is built in three steps: (i) first, a tree over input variables $\mathbf{X}=\left\{X_{i}\right\}_{i=1}^{D}$ is learned via the CLT algorithm (Chow and Liu, 1968), (ii) then, every node $X_{i}$ in the tree is replaced with LV $Z_{i}$, and (iii) finally, every node $X_{i}$ is reintroduced in the tree as child of $Z_{i}$. Assuming LVs to be categorical, these LTMs can be compiled into smooth and structured-decomposable PCs-precisely resembling the one in Figure 3(b) -which are called HCLTs. They demonstrated competitive performance across many different tasks in recent literature (Liu et al., 2022; Liu and Van den Broeck, 2021; Liu et al., 2023a; Dang et al., 2022b; Liu et al., 2023b). Our code is available at github.com/gengala/pic.

### 4.2.1 MNIST Family

Following Dang et al. (2022a), we evaluate PICs on the MNIST-family image datasets which includes MNIST (LeCun et al., 2010), EMNIST (and its 4 splits) (Cohen et al., 2017), and FashionMNIST (Xiao et al., 2017). We use the average test-set bits-per-dimension $\operatorname{bdp}(\mathcal{C}(\mathbf{x}))=-\log _{2}(\mathcal{C}(\mathbf{x})) / D$ as the evaluation metric.

Setting Our main reference is the HCLT model (Liu and Van den Broeck, 2021) as applying a static quadrature on PICs results in QPCs having exactly the same structure. We ablate using $N=\{16,32,64,128\}$ and batch size $B=\{64,128,256\}$. The hyperparameter $N$ refers to the number of integration points when associated to QPCs and to the number of latent categorical states when associated to HCLTs. We train HCLTs using stochastic mini-batch Expectation-Maximization. Both the EM step size (used for HCLTs) and learning rate (used for PICs) are annealed using the Cosine Annealing with Warm Restarts scheduler (Loshchilov and Hutter, 2017) to avoid sensitivity to initialization which often leads to convergence issues in PCs. For a fair comparison, we re-implement HCLTs in pytorch and achieve better results than those reported by Liu et al. (2022) and Dang et al. (2022a). We report more training details and experiments in Appendix B.

Results Figure 5 reports the best average test-set bpd for the MNIST-family. Remarkably, we outperform all the baselines except SparsePC (Dang et al., 2022a), which, however, uses a more sophisticated structure learner, which iteratively prunes and grows the computational graph of an HCLT.

Basing our comparison on standard HCLTs, our main reference, not only QPCs outperform them in terms of best bpd, but they do that consistently for every $B-N$ configuration as we show in the scatter plot in Figure 5. The same trend occurs when comparing QPCs with HCLTs trained with Adam (Kingma and Ba, 2015) and using binomial input units (cf. Appendix B). QPCs also outperform shallow CMs of PCs (Correia et al., 2023) as they only score 1.28 (resp. 3.55) on Mnist (resp. Fashion-Mnist). Note that when using $N=$ 128 , PICs have roughly half the parameters of their materialised QPCs.

### 4.2.2 Penn Tree Bank

Again following Dang et al. (2022a), we use the Penn Tree Bank dataset with standard processing from Mikolov et al. (2012), which contains around 5M characters and a character-level vocabulary size of 50 . The data is split into sentences with a maximum sequence length of 288 . We compare with four competitive baselines: SparsePC (Dang et al., 2022a), Bipartite flow

|  | QPC | HCLT | Sp-PC | RAT | IDF | BitS | BBans | McB |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MNIST | $\mathbf{1 . 1 8}$ | 1.21 | $\underline{1.14}$ | 1.67 | 1.90 | 1.27 | 1.39 | 1.98 |
| F-MNIST | $\mathbf{3 . 2 7}$ | 3.34 | $\underline{3.27}$ | 4.29 | 3.47 | 3.28 | 3.66 | 3.72 |
| EMN-MN | $\mathbf{1 . 6 6}$ | 1.70 | $\underline{1.52}$ | 2.56 | 2.07 | 1.88 | 2.04 | 2.19 |
| EMN-LE | $\mathbf{1 . 7 0}$ | 1.75 | $\underline{1.58}$ | 2.73 | 1.95 | 1.84 | 2.26 | 3.12 |
| EMN-BA | $\mathbf{1 . 7 3}$ | 1.78 | $\underline{1.60}$ | 2.78 | 2.15 | 1.96 | 2.23 | 2.88 |
| EMN-BY | $\mathbf{1 . 6 7}$ | 1.73 | $\underline{1.54}$ | 2.72 | 1.98 | 1.87 | 2.23 | 3.14 |



Figure 5: QPCs systematically outperform PCs trained via EM or SGD. Table (left): Best average test-set bpd for the mnist-family datasets. We compare against HCLT (Liu and Van den Broeck, 2021), SparsePC (Dang et al., 2022a) RAT-SPN (Peharz et al., 2020), IDF (Hoogeboom et al., 2019), BitSwap (Kingma et al., 2019), BBans (Townsend et al., 2019) and McBits (Ruan et al., 2021). QPC results are in bold if better than HCLTs, whereas global best results are underlined. QPC and HCLT results are averaged over 5 different runs; the other results are taken from Dang et al. (2022a). Scatter plot (right): bpd results for QPCs (y-axis) and HCLTs (x-axis) paired by $B-N$ hyperparameter configuration and (min-max) normalized for every MNIST-family dataset. A similar trend occurs for binomial input units (cf. Appendix B).

Table 1: Character-level language modeling results on Penn Tree Bank in test-set bpd. Competitor results are taken from Dang et al. (2022a)

| QPC | Sp-PC | B-flow | AF/SCF | IAF/SCF |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1 . 2 2}$ | 1.35 | 1.38 | 1.46 | 1.63 |

(Tran et al., 2019) and latent flows (Ziegler and Rush, 2019) including AF/SCF and IAF/SCF, since they are the only comparable work with non-autoregressive language modeling. Table 1 show that QPCs remarkably outperform all baselines by a considerable margin.

## 5 DISCUSSION \& CONCLUSION

Related Work Like HyperSPN (Shih et al., 2021) and ConditionalSPN (Shao et al., 2020), we materialise circuit parameters using neural nets. However, different from HyperSPN, we can materialise an arbitrary big QPCs whose size is independent of the size of the neural nets $\left(\mathcal{S}_{\phi}, \mathcal{I}_{\phi}\right)$. That is because HyperSPN still works under the categorical LV interpretation, and therefore is constrained by design to output a fixed number of circuit parameters.

Closer to ours, Correia et al. (2023) work under the continuous LV interpretation as we do, and propose a simple CM of PCs , where the parameters of each PC are dependent on a continuous multivariate LV via a learnable function parametrised by a neural net, which resembles a VAE decoder. These models-like PICs-are inherently intractable, but for small latent dimensions, can be accurately approximated via numerical integration methods, which allows learning via regular backpropagation. The numerical approximation eventually yields a discrete mixture of PCs, which
is a PC in itself. However, the application of CMs by Correia et al. (2023) is designed and limited for (large) root units only, and their usage as internal units is not explored.

Model interpretation One can interpret our model in two distinct ways (cf. Correia et al., 2023). The first is to interpret it as a factory method, whereby each finite set of LV values (integration points) yields a PC. The second is to take it as an intractable continuous LV model, but one that is amenable to numerical integration. At test time, we are free to change the integration method and the number of integration points if more or less precision is needed. However, do note that increasing the number of integration points at test-time does not necessarily results in better log-likelihoods.

Broader Impact The use of continuous LVs in PICs can unlock new learning schemes for PCs, such as variational inference, adversarial and self-supervised learning. These learning schemes are not applicable to PCs directly, as they do not provide differentiable sampling. This is because their backward pass is not differentiable, as sum units involve categorical sampling. Recently, Lang et al. (2022) used the GumbelSoftmax trick (Jang et al., 2017), combined with a smooth children-interpolation to bypass the issue, but with very little practical success. Instead, PICs are more directly compatible with differentiable sampling and therefore amenable to the previously mentioned learning schemes. That is possible if the neural nets $\mathcal{S}_{\phi(i)}$ allow for differentiable sampling. For this work, the neural nets $\mathcal{S}_{\phi}$ are EBMs, which are incapable of differentiable sampling. However, for instance, replacing EBMs with Normalizing Flows would already be sufficient to allow for differentiable sampling in PICs.

Limitations \& Future Work Training PICs requires a little overhead both in space and time (cf. Appendix B.1). For future work, we plan to investigate higher latent dimensionalities, arbitrary PIC structures, differentiable sampling and pruning methods. We also plan to investigate more tractable model like Squared Neural Families (Tsuchida et al., 2023) instead of EBMs. This work shows new means to perform inference with continuous LVs with a possibly complex association structure. It is left open the possibility to learn the better structures, beyond HCLTs. This work may also open research on inference algorithms for models such as continuous Bayesian nets and to extend models such as variational auto-encoders to represent latent structures that are amenable to marginalization via quadrature rules.
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## A ALGORITHMS

Algorithm A. 1 shows how to convert an arbitrary Bayesian network with continuous LVs $\mathbf{Z}$ into a tree-shaped, smooth and structured-decomposable PIC via variable elimination (Darwiche, 2009). Figure C. 5 shows the result of such algorithm when applied to a latent tree structure.

```
Algorithm A. 1 BN2PIC via latent variable elimination
Input: A Bayesian Network over observables \(\mathbf{X}=\left\{X_{i}\right\}_{i=1}^{D}\) and continuous latents \(\mathbf{Z}=\left\{Z_{i}\right\}_{i=1}^{D^{\prime}}\)
Output: A tree-shaped, smooth and structured-decomposable PIC
```

```
\(C \leftarrow \operatorname{SetOfUnits}\left(@\left(\left[p\left(X_{i} \mid \mathrm{pa}\left(X_{i}\right)\right)\right]\right)_{i=1}^{D}\right)\)
```

$C \leftarrow \operatorname{SetOfUnits}\left(@\left(\left[p\left(X_{i} \mid \mathrm{pa}\left(X_{i}\right)\right)\right]\right)_{i=1}^{D}\right)$
$\triangleright$ Initialise set of units with input units
$\triangleright$ Initialise set of units with input units
for $Z_{i}$ in $\operatorname{ToList}(\mathbf{Z})$ do $\quad \triangleright$ Any order of $\mathbf{Z}$ is fine
for $Z_{i}$ in $\operatorname{ToList}(\mathbf{Z})$ do $\quad \triangleright$ Any order of $\mathbf{Z}$ is fine
$D \leftarrow$ retrieve all units in $C$ whose output functions include $Z_{i}$
$D \leftarrow$ retrieve all units in $C$ whose output functions include $Z_{i}$
$C \leftarrow$ replace units $D$ with integral unit $\left(J_{z}\right)([\otimes(D)])$ having $p\left(Z_{i} \mid \mathrm{pa}\left(Z_{i}\right)\right)$ as attached density
$C \leftarrow$ replace units $D$ with integral unit $\left(J_{z}\right)([\otimes(D)])$ having $p\left(Z_{i} \mid \mathrm{pa}\left(Z_{i}\right)\right)$ as attached density
end for
end for
$c \leftarrow \otimes(C)$
$c \leftarrow \otimes(C)$
$c \leftarrow \operatorname{OptionalPruning}(c)$
$c \leftarrow \operatorname{OptionalPruning}(c)$
return $c$

```
    return \(c\)
```

Algorithm A. 2 shows how to apply arbitrary quadrature rules (e.g. integrand-dependent) to approximate a PIC into a QPC whose size is exponential in the PIC depth. Figure C. 6 shows the QPC resulting from the application of Algorithm A. 2 on the PIC in Figure C.5. Note that our neural PICs (cf. Section 3.2) are always materialised via Algorithm 1, therefore always delivering QPCs whose sizes are quadratic in the number of integration points $N$.

```
Algorithm A. 2 PIC \(\rightarrow\) QPC via arbitrary nested univariate quadratures
Input: A tree-shaped PIC \(\mathcal{C}\) parameterised by \(\left\{p\left(X_{i} \mid Z_{i}\right)\right\} \cup\left\{p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)\right\}\) with no sum units
Output: A QPC representing an approximation of the input PIC via nested univariate quadratures
    \(c=\operatorname{QuAD}(\operatorname{GetRoot}(\mathcal{C}), \operatorname{NULL}) \quad \triangleright\) PIC integral root unit has no conditioning RVs, thus \(\tilde{z}=\operatorname{NULL}\)
    return \(c \quad \triangleright\) return QPC sum root unit
    function \(\operatorname{QUAD}\left(\sqrt{z_{i}}, \tilde{z}\right)\)
        \(\tilde{\mathbf{z}}, \tilde{\mathbf{w}} \leftarrow \operatorname{QuadPointsAndWeights}\left(p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}=\tilde{z}\right)\right) \quad \triangleright(\tilde{\mathbf{z}}, \tilde{\mathbf{w}})\) can depend on the integrand
        \(R \leftarrow\left[@\left(p\left(X_{i} \mid Z_{i}=\tilde{z}_{n}\right)\right)\right]_{n=1}^{\operatorname{LEN(}(\tilde{\mathbf{z}})}\)
        if \(\left(1 z_{i}\right)\) has a product input unit then
            \(C \leftarrow \operatorname{GetInputIntegralUnits}\left(G e t P r o d I n P u t U n i t\left(\left(/ z_{i}\right)\right)\right)\)
            \(R \leftarrow\left[\otimes\left([R[n]] \cup\left[\operatorname{QUAD}\left(c, \tilde{z}_{n}\right)\right]_{c \in C}\right)\right]_{n=1}^{\operatorname{LEN}(\tilde{\mathbf{z}})} \quad \triangleright\) all \(\operatorname{QUAD}(\cdot)\) calls can run in parallel
    end if
    return \(\oplus\left(R,\left[\tilde{w}_{n} p\left(Z_{i}=\tilde{z}_{n} \mid Z_{\text {pa }(i)}=\tilde{z}\right)\right]_{n=1}^{\mathrm{LEN}(\tilde{z})}\right)\)
    end function
```


## B EXPERIMENTS

Training We train PICs (resp. HCLTs) for a maximum of 30 K training steps using a batch size of $B \in\{64,128,256\}$ and number of integration points (resp. categorical latent dimension) of $N \in\{16,32,64,128\}$. Adam learning rate and EM step size are both annealed from $10^{-2}$ to $10^{-4}$ using the cosine annealing with warm restarts scheduler over a range of 500 training steps (Loshchilov and Hutter, 2017). We use early stopping: Training stops when the average validation log-likelihood does not improve after 1250 training steps. We train PICs under the trapezoidal quadrature rule. We use a single NVIDIA A100-SXM4-40GiB for all our experiments.


Figure B.1: QPCs outperform HCLTS. Average test-set bits-per-dimension (bpd) of QPCs (y-axis) and HCLTs (x-axis) paired by $N \in\{16,32,64,128\}$ and batch size $B \in\{64,128,256\}$, for categorical (a) and binomial (b) input units. In (a) HCLTs are trained via Expectation-Maximisation, whereas in (b) using Adam. QPCs outperfom HCLTs in almost all hyperparameter configurations.

## B. 1 Time \& Space

In Figure B.2, we report the time (in seconds) and space (in GiB) required to process MNIST mini-batches when training under different learning schemes. Although PIC number of parameters can be significantly smaller than the number of materialised QPC parameters, training PICs via numerical integration (cf. Section 3.2) adds little time-space overhead due to the materialisation of QPC parameters at each optimisation step. Instead, at test-time, being QPCs standard PCs, they require the same inference time and space of standard HCLTs, if materialised using Algorithm 1.


Figure B.2: Training PICs via numerical integration adds little time-space overhead. We report time (a) and allocated GPU-memory peak (b) needed to process MNIST mini-batches of size $B \in\{64,128,256\}$ at different $N \in\{16,32,64,128\}$ for HCLTs trained via EM (yellow) and Adam (orange), and QPCs (brown). All PC models have categorical input units.

## B. 2 Fourier Features vs No Fourier Features

Fourier Feature Layers (Tancik et al., 2020) are essential to get competitive performance with PICs. In fact, when using simple multi-layer perceptrons (MLPs) without FFLs, materialised QPCs with categorical input units could not score better than 1.27 bpd on MNIST. We argue that this is because FFLs allow modelling expressive distribution in contrast to possible oversmoothing behaviour of simple MLPs, as show in figure Figure B.3.

(a) MLP

(b) MLP with FFL

Figure B.3: Fourier Features Layers allow modelling expressive distributions. PIC root unit density learned using a standard MLP (a) vs. an MLP with FFL in (b).

## B. 3 Sum region heatmaps

In Figure B.4, we show the significant (but expected) difference between HCLT and QPC sum regions. We do this by visualising sum region parameters $\mathcal{S} \in[0,1]^{N \times N}$ as a heatmap with child and parent states reported on the x and y-axis respectively. Sum regions of standard HCLTs look like the one in Figure B.4a, which resembles pure noise with no structure in it. This reflects the fact that standard sum units represent discrete LVs of unordered categorical states. Instead, QPC sum regions show interesting smooth patterns, as the one showed in Figure B.4b.


Figure B.4: QPC sum regions present structure, unlike PC ones. $Z_{450}$ sum region heatmap of a standard HCLT(a) vs. a QPC (b) both with $N=128$.

## C PICs AND QPCs FOR LINEAR GAUSSIAN MODELS

## C. 1 Tractable Gaussian PICs

In this section, we will show the symbolic computation of a tractable PIC representing a linear Gaussian LTM. Specifically, we will solve every integration problem by making use of the following result (Särkkä and Svensson, 2023): If $\mathbf{Z} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ and $\mathbf{X} \mid \mathbf{Z} \sim \mathcal{N}(\mathbf{A Z}+\mathbf{b}, \boldsymbol{\Omega})$ then $\mathbf{X} \sim \mathcal{N}\left(\mathbf{A} \boldsymbol{\mu}+\mathbf{b}, \mathbf{A} \boldsymbol{\Sigma} \mathbf{A}^{\top}+\boldsymbol{\Omega}\right)$.


Figure C.5: An LTM (a) and its corresponding PIC (b) compiled via Alg. A. 1 using $\left[Z_{4}, Z_{2}, Z_{3}, Z_{1}\right]$ as ordering.

Suppose that the LTM structure in Figure C.5(a) is a linear-Gaussian LTM whose marginal over $\mathbf{X}$ is

$$
p(\mathbf{X})=\int \psi_{1}\left(X_{1}, z_{1}\right) \int \psi_{2}\left(X_{2}, z_{2}, z_{1}\right) \int \psi_{4}\left(X_{4}, z_{4}, z_{2}\right) d z_{4} d z_{2} \int \psi_{3}\left(X_{3}, z_{3}, z_{1}\right) d z_{3} d z_{1}
$$

where $\psi_{i} \equiv p\left(X_{i} \mid Z_{i}\right) p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)$. Since RVs are in linear relationships between them, we have that:

- $Z_{1} \sim \mathcal{N}\left(\mu_{1}, \sigma_{1}^{2}\right)$
- $Z_{i} \sim \mathcal{N}\left(a_{i} Z_{\mathrm{pa}(i)}+b_{i}, \sigma_{i}^{2}\right)$, where $i \neq 1$
- $X_{i} \sim \mathcal{N}\left(c_{i} Z_{i}+d_{i}, \tau_{i}^{2}\right)$
where $a_{i}, b_{i}, c_{i}$ and $d_{i}$ belong to $\mathbb{R}$. Following the bottom-up computation of the PIC in Figure C.5(b), we could evaluate in parallel the integral unit $\left(\int z_{4}\right.$ and $\left(\int z_{3}\right.$ as:

$$
\begin{aligned}
& \int \mathcal{N}\left(z_{4} \mid a_{4} z_{2}+b_{4}, \sigma_{4}^{2}\right) \mathcal{N}\left(X_{4} \mid c_{4} z_{4}+d_{4}, \tau_{4}^{2}\right) d z_{4}=\mathcal{N}\left(X_{4} \mid c_{4}\left(a_{4} z_{2}+b_{4}\right)+d_{4}, c_{4}^{2} \sigma_{4}^{2}+\tau_{4}^{2}\right) \\
& \int \mathcal{N}\left(z_{3} \mid a_{3} z_{1}+b_{3}, \sigma_{3}^{2}\right) \mathcal{N}\left(X_{3} \mid c_{3} z_{3}+d_{3}, \tau_{3}^{2}\right) d z_{3}=\mathcal{N}\left(X_{3} \mid c_{3}\left(a_{3} z_{1}+b_{3}\right)+d_{3}, c_{3}^{2} \sigma_{3}^{2}+\tau_{3}^{2}\right)
\end{aligned}
$$

Setting $\tilde{c}_{4}=c_{4} a_{4}, \tilde{d}_{4}=c_{4} b_{4}+d_{4}, \tilde{\tau}_{4}^{2}=c_{4}^{2} \sigma_{4}^{2}+\tau_{4}^{2}, \tilde{c}_{3}=c_{3} a_{3}, \tilde{d}_{3}=c_{3} b_{3}+d_{3}$ and $\tilde{\tau}_{3}^{2}=c_{3}^{2} \sigma_{3}^{2}+\tau_{3}^{2}$, we rewrite the integrals above as

$$
\begin{aligned}
& \int \mathcal{N}\left(z_{4} \mid a_{4} z_{2}+b_{4}, \sigma_{4}^{2}\right) \mathcal{N}\left(X_{4} \mid c_{4} z_{4}+d_{4}, \tau_{4}^{2}\right) d z_{4}=\mathcal{N}\left(X_{4} \mid \tilde{c}_{4} z_{2}+\tilde{d}_{4}, \tilde{\tau}_{4}^{2}\right) \\
& \int \mathcal{N}\left(z_{3} \mid a_{3} z_{1}+b_{3}, \sigma_{3}^{2}\right) \mathcal{N}\left(X_{3} \mid c_{3} z_{3}+d_{3}, \tau_{3}^{2}\right) d z_{3}=\mathcal{N}\left(X_{3} \mid \tilde{c}_{3} z_{1}+\tilde{d}_{3}, \tilde{\tau}_{3}^{2}\right)
\end{aligned}
$$

Then, we evaluate the integral unit $\left(\int z_{2}\right)$, using the result of unit $\left(\int z_{4}\right.$ as

$$
\int \mathcal{N}\left(z_{2} \mid a_{2} z_{1}+b_{2}, \sigma_{2}^{2}\right) \mathcal{N}\left(X_{2} \mid c_{2} z_{2}+d_{2}, \tau_{2}^{2}\right) \mathcal{N}\left(X_{4} \mid \tilde{c}_{4} z_{2}+\tilde{d}_{4}, \tilde{\tau}_{4}^{2}\right) d z_{2}=\mathcal{N}\left(\left(X_{2}, X_{4}\right)^{\top} \mid \boldsymbol{\mu}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right)
$$

where

$$
\boldsymbol{\mu}^{\prime}=\binom{c_{2}\left(a_{2} z_{1}+b_{2}\right)+d_{2}}{\tilde{c}_{4}\left(a_{2} z_{1}+b_{2}\right)+\tilde{d}_{4}}, \quad \boldsymbol{\Sigma}^{\prime}=\left(\begin{array}{cc}
c_{2}^{2} \sigma_{2}^{2}+\tau_{2}^{2}, & \\
c_{2}^{2} \tilde{c}_{4}^{2} \sigma_{2}^{2}, & \tilde{c}_{4}^{2} \sigma_{2}^{2}+\tilde{\tau}_{4}^{2}
\end{array}\right)
$$

Finally, we evaluate $\int z_{1}-$ using the output functions from $\sqrt{ } z_{2}$ and $\sqrt{\sqrt{2} 3}$-as

$$
\int \mathcal{N}\left(z_{1} \mid \mu_{1}, \sigma_{1}^{2}\right) \mathcal{N}\left(X_{1} \mid c_{1} z_{1}+d_{1}, \tau_{1}^{2}\right) \mathcal{N}\left(\left(X_{2}, X_{4}\right)^{\top} \mid \boldsymbol{\mu}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right) \mathcal{N}\left(X_{3} \mid \tilde{c}_{3} z_{1}+\tilde{d}_{3}, \tilde{\tau}_{3}^{2}\right) d z_{1}=\mathcal{N}(\mathbf{X} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})
$$

where

$$
\begin{gathered}
\boldsymbol{\mu}=\left(\begin{array}{c}
c_{1} \mu_{1}+d_{1} \\
c_{2}\left(a_{2} \mu_{1}+b_{2}\right)+d_{2} \\
\tilde{c_{3}} \mu_{1}+\tilde{d}_{3} \\
\tilde{c}_{4}\left(a_{2} \mu_{1}+b_{2}\right)+\tilde{d}_{4}
\end{array}\right) \\
\boldsymbol{\Sigma}=\left(\begin{array}{cccc}
c_{1}^{2} \sigma_{1}^{2}+\tau_{1}^{2}, & a_{1}^{2} c_{2}^{2} \sigma_{1}^{2}+c_{2}^{2} \sigma_{2}^{2}+\tau_{2}^{2} & \tilde{c}_{3}^{2} \sigma_{1}^{2}+\tilde{\tau}_{3}^{2} \\
a_{1} a_{2} c_{2} \sigma_{1}^{2}, & \\
c_{1} \tilde{c}_{3} \sigma_{1}^{2}, & a_{2} c_{2} \tilde{c}_{3} \sigma_{1}^{2}, & a_{2}^{2} \tilde{c}_{3}^{2} \sigma_{1}^{2}+\tilde{c}_{4} \sigma_{2}^{2}+\tilde{\tau}_{4}^{2}
\end{array}\right)
\end{gathered}
$$

## C. 2 Approximating linear-Gaussian models with QPCs

In this section, we discuss details and insights behind our sanity check in Section 4.1. Specifically, consider again the scenario in Appendix C. 1 and suppose we want to numerically approximate the PIC in Figure C.5(b) - despite it being tractable - with a QPC.

Different from our energy-based distributions (cf. Section 3.2), Gaussians have an infinite support, $\mathbb{R}$. Nonetheless, a Gaussian $\mathcal{N}\left(\mu, \sigma^{2}\right)$ has a coverage of $99.7 \%$ within 3 standard deviations, and therefore using $[\mu-3 \sigma, \mu+3 \sigma]$
as integration domain could already be sufficient for a good numerical approximation, provided that the number of quadrature points $N$ is large enough. However, the choice of such integration domain is integrand-dependent as the endpoints depend on the $\mu$ and $\sigma$ of the Gaussian we are integrating out. As explained in Section 3.1 this is problematic. Indeed, for every one of the $N$ integration points $\tilde{\mathbf{z}}$ used to condition on a parent $\mathrm{LV} Z_{\mathrm{pa}(i)}$, we instantiate $N$ distinct Gaussian distributions of the form $\mathcal{N}\left(a_{i} \tilde{z}_{n}+b_{i}, \sigma_{i}^{2}\right)$, with $n$ ranging from 1 to $N$. Every sum unit in a QPC is therefore associated with a specific Gaussian distribution, and thus requires specific integration domains. As a consequence, the application of integrand-dependent quadrature rules deliver an exponentially big QPC in the depth of the PIC to approximate.

As an example, applying integrand-dependent quadrature rules for approximating the PIC in Figure C.5(b) could result in the QPC shown in Figure C.6, if using $N=3$ quadrature points for each integral approximation. Specifically, such QPC is obtained via Algorithm A.2, choosing the integration points in line 4 within the interval [ $\mu-3 \sigma, \mu+3 \sigma]$ where $p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}=\tilde{z}\right)=\mathcal{N}\left(\mu, \sigma^{2}\right)$. The circuit has no unit re-usage as the integration points are chosen independently for each sum unit. Note that, such exponential blow-up does not arise neither because of the usage of Gaussian distributions nor for the infinite integration domain, but only for using integrand-dependent integration points. As a consequence, we cannot represent such a nested quadrature approximation with a QPC whose size is quadratic in the number of integration points $N$, as no re-usage of units is possible.
To approximate the PIC in Figure C.5(b) using Algorithm 1 and therefore maintaining a quadratically large QPC, we avoid integrand-dependent quadrature rules in favor of large integration domains, so as ensuring a good coverage for all the Gaussian sum units within a region. Specifically, for each integral unit $\left(\int z_{i}\right)$ with density $p\left(Z_{i} \mid Z_{\mathrm{pa}(i)}\right)$, we set the integration domain to $\left[\breve{\mu}-3 \sigma_{i}, \widehat{\mu}+3 \sigma_{i}\right]$, where $\breve{\mu}=\min _{n \in[N]} a_{i} \tilde{z}_{n}+b_{i}, \breve{\mu}=\max _{n \in[N]} a_{i} \tilde{z}_{n}+b_{i}$ and $\tilde{\mathbf{z}}$ is the set of integration points used for $Z_{\mathrm{pa}(i)}$. This is exactly what we do in Section 4.1. This quadrature process proves effective, as shown in Figure 4, but only when the coefficients of the linear transformations, $a_{i}$, fall within a relatively small range, e.g. $[-2,2]$. Instead, when arbitrary large coefficients are used, the integration bounds rapidly expand, rendering our static quadrature approach impractical.


Figure C.6: Exponentially large QPC via integrand-dependent quadrature rules. A QPC materialised from the PIC in Figure C.5(b) via Algorithm A. 2 using integrand-dependent numerical quadrature rules. The QPC is a tree as unit re-usage is generally not possible when using integrand-dependent rules.


[^0]:    ${ }^{1}$ Note that it may be possible to integrate out more LVs in parallel, like $Z_{2}$ and $Z_{3}$ in Figure 3(a).

[^1]:    ${ }^{2}$ We assume, for ease of presentation, that all input units of a circuit have the same parametric distribution.

