An individualized treatment rule (ITR) is a decision rule that recommends treatments for patients based on their individual feature variables. In many practices, the ideal ITR for the primary outcome is also expected to cause minimal harm to other secondary outcomes. Therefore, our objective is to learn an ITR that not only maximizes the value function for the primary outcome, but also approximates the optimal rule for the secondary outcomes as closely as possible. To achieve this goal, we introduce a fusion penalty to encourage the ITRs based on different outcomes to yield similar recommendations. Two algorithms are proposed to estimate the ITR using surrogate loss functions. We prove that the agreement rate between the estimated ITR of the primary outcome and the optimal ITRs of the secondary outcomes converges to the true agreement rate faster than if the secondary outcomes are not taken into consideration. Furthermore, we derive the non-asymptotic properties of the value function and misclassification rate for the proposed method. Finally, simulation studies and a real data example are used to demonstrate the finite-sample performance of the proposed method.

1 INTRODUCTION

An individualized treatment rule (ITR) is a decision rule that recommends treatments to patients based on their pre-treatment covariates, such as demographics, medical history, and health status. Many methods have been proposed to estimate the optimal ITR using data from a randomized controlled trial or an observational study. The goal is to find the ITR that would yield the maximal primary outcome if patients follow the treatment recommendations. Regression-based approaches start with estimating Q-functions, which are the expected outcomes associated with each treatment option, and the optimal treatment is determined by maximizing the Q-functions. Exemplary methods include Q-learning (Qian and Murphy, 2011; Ma et al., 2022) and A-learning (Murphy, 2003; Shi et al., 2018). Alternative methods directly search for the ITR that maximizes the mean reward, also called the value function, using either an inverse probability weighted estimator (Zhao et al., 2012; Chen et al., 2016; Zhang et al., 2020; Gao et al., 2022; Ma et al., 2023) or a doubly robust estimator (Zhang et al., 2012; Zhou et al., 2017; Liu et al., 2018; Zhao et al., 2019). However, all these methods focus on one primary outcome when estimating the ITRs.

In practical settings, it is important to consider certain secondary outcomes. Non-favorable secondary outcomes potentially indicate worsened overall health or an increased risk of treatment non-compliance. Therefore, when estimating the optimal ITR for the primary outcome, it is crucial to ensure that the ITR also optimizes the secondary outcomes to the greatest extent. For example, for major depressive disorder (MDD; Trivedi et al., 2016), one common outcome to measure depressive symptoms is the Quick Inventory of Depressive Symptomatology (QIDS) score, a rating scale of the patient’s emotional state over the past seven days. Besides, another important outcome is the Clinical Global Improvement (CGI) scale, which is often used to assess patient’s symptoms, behavior, and the impact on the patient’s ability to function. It is an indicator of overall clinical improvement. Although the primary goal in many studies is to identify the optimal treatment strategy for improving the QIDS score, it is equally important for such a strategy to be effective for the CGI scale.

In this work, we have a twofold objective, which is to estimate the optimal ITR for the primary outcome and to ensure that the resulting treatment decision closely aligns with the optimal treatment for the secondary outcomes. Specifically, we aim to fuse the treatment
rules for different outcomes to provide a unified ITR that performs optimally for the primary outcome and effectively for the secondary outcomes, even if it may not be optimal for the latter. To achieve this goal, we introduce a novel fused learning framework to estimate the optimal ITR, namely the fused individualized treatment rule (FITR). Under this framework, we maximize the value function for the primary outcome. At the same time, we incorporate a fusion penalty to encourage agreement between the estimated ITR and the optimal ITRs for the secondary outcomes. The latter are assumed to be obtained apriori using external data or the data from the same study. The fusion penalty is designed as a weighted sum of the disagreement rates between the treatment rules, with weights determined based on the similarity of treatment effect on these outcomes. Therefore, this penalty aims to encourage consistency between the ITRs for the different outcomes.

Related Work. Several approaches have been proposed to learn ITRs that can handle multiple outcomes simultaneously. Some of these approaches [Wang et al., 2018; Laber et al., 2018; Fang et al., 2022] estimated the optimal ITRs for the primary outcome while restricting the secondary outcome to be no less (or no larger if the outcome is a risk outcome) than a threshold. However, these approaches require the threshold to be pre-specified and only ensure that the average value of the secondary outcome is controlled, but not for any specific individuals. Another class of methods [Thall et al., 2002; Luckett et al., 2021] constructed expert-derived or data-driven patient-specific composite outcomes for learning the ITRs. However, their ITRs may not be optimal for the primary outcome of interest. In addition, [Laber et al., 2014] and [Lizotte and Laber, 2016] proposed constructing a set-valued regime for competing outcomes to generate non-inferior outcome vectors but does not recommend a single treatment, limiting their use for practice. Our goal is to learn an optimal ITR for the primary outcome while ensuring closeness to the optimal secondary outcomes, which is distinct from all existing approaches for learning multi-outcome ITRs.

Our problem is also fundamentally different from the literature that combines multiple studies in analysis. Meta-analysis [Haidich, 2010; Lin and Zeng, 2010; Claggett et al., 2014; Liu et al., 2015] combines the estimators across multiple studies efficiently. Integrative data analysis [Curran and Hussong, 2009; Brown et al., 2018] considers multiple data sources or summary statistics using shared parameter models. Transfer learning [Li et al., 2021; Cai and Wei, 2021; Tian and Feng, 2022] uses existing knowledge from one task to assist in learning a new task. However, these existing methods often require individual-level data or assume specific models or distributions for each study to achieve integration, so are not applicable to combining different treatment rules.

Main Contributions. Our paper introduces several significant contributions. (1) We propose a fusion penalty to encourage the primary outcome ITR to closely agree with the optimal secondary outcome ITRs. The proposed method relies on the secondary outcome only through its treatment rules. We do not require individual-level data for the secondary outcome when such rules are already available. In addition, there is no restriction on the form of the decision function since the fusion penalty is directly applied to the disagreement rate. The proposed method is not affected by the magnitude of the decision function or the function space in which the secondary outcome ITRs are estimated. (2) To efficiently solve for the FITR, we propose two algorithms that use surrogate losses to substitute the noncontinuous, nonconvex value function and fusion penalty in the objective function. (3) Theoretically, we prove that the agreement rate between the estimated FITR learned with the surrogate loss will converge to the true agreement rate, and the convergence rate is faster than the approach without considering the secondary outcome. We also obtain the convergence rate for the value function and misclassification rate of FITR. (4) In the numeric experiments, we show that the agreement rate indeed converges faster to the true rate. Moreover, when the true optimal ITRs of different outcomes are closely aligned, the learned FITR actually yields higher value function and accuracy for the primary outcome compared to traditional methods. By leveraging the secondary outcomes as useful side information, the proposed method has the capability to improve the treatment decisions for multiple outcomes simultaneously.

2 METHODOLOGY

The vector \( X \in \mathcal{X} \subseteq \mathbb{R}^d \) represents pre-treatment covariates for tailoring treatment decisions, where \( d \) is the dimension of \( X \). The treatment \( A \in \mathcal{A} = \{1, -1\} \) is assumed to be binary. The primary outcome is denoted by \( R_1 \). Without loss of generality, we assume that a higher value of this outcome indicates a better health condition. Denote \( R_1(a) \) as the potential outcome under the treatment \( a \). For the primary outcome \( R_1 \), an ITR \( D_1 : \mathcal{X} \to \mathcal{A} \) maps a patient’s covariates to a treatment suggestion. It can also be expressed as \( D_1(X) = \text{sign}\{f_1(X)\} \) for some decision function \( f_1 : \mathcal{X} \to \mathbb{R} \). Define \( \mathcal{V}_1(f_1) := \mathbb{E}[R_1(D_1(X))] \) as the value function associated with \( f_1 \), which is the average potential outcome when the treatments follow
the ITR $D_1 = \text{sign}\{f_1\}$ for all $X$. Our goal is to estimate the optimal ITR that maximizes this value function. The optimal ITR $D_1^*$ is given as $\text{sign}\{f_1^*\}$, where $f_1^*(x) = \mathbb{E}[R_1(1)|X = x] - \mathbb{E}[R_1(-1)|X = x]$.

We make standard assumptions in causal inference, including ignorability, consistency, and positivity (see Section B.1), so that the optimal ITR can be estimated from a sample of $n$ i.i.d data of $(X, A, R_1)$. Under these conditions, according to [Qian and Murphy (2011)], we have $V_1(f_1) = \mathbb{E}[R_11\{A f_1(X) > 0\}/\pi(A; X)],$ where $\pi(A; X)$ is the probability of taking treatment $A$ given covariates $X$ in the data. Thus, the optimal ITR can be estimated by solving

$$\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \frac{R_{i1}1\{A_i f_1(X_i) < 0\}}{\pi(A_i; X_i)} + \lambda_{1n} \|f_1\|^2,$$

where $\mathcal{H}$ is some function class, $\|f_1\|$ is the semi-norm for $f_1$ in its function space, and $\lambda_{1n}$ is a tuning parameter that depends on the sample size $n$.

**Separate Learning (SepL)** Since minimizing a loss function with 0-1 loss is computationally challenging, it can be substituted by some convex surrogate loss ([Bartlett et al. 2006], denoted by $\phi(x)$). For example, [Zhao et al. 2012] proposed using the hinge loss where $\phi(x) = \text{max}(1 - x, 0)$. In our implementation, we propose using the logistic loss, $\phi(t) = \log(1 + e^{-t})$, due to its differentiability and computational stability. To further reduce the variability of the value function estimator, we replace $R_{i1}$ by $R_{i1} - \mathbb{E}(R_{i1}|X_i)$, which does not change the optimal ITR. The conditional expectation $\mathbb{E}(R_{i1}|X_i)$ can be estimated by fitting $R_{i1}$ against $X_i$ with any regression methods, e.g., simple linear regression. Moreover, we simultaneously flip the sign of $R_{i1} - \mathbb{E}(R_{i1}|X_i)$ and $A$ when $R_{i1} - \mathbb{E}(R_{i1}|X_i)$ is negative (c.f. [Liu et al. 2018]). This allows us to formulate the problem as a convex optimization problem

$$\hat{f}_{10} = \arg\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \frac{|R_{i1} - \mathbb{E}(R_{i1}|X_i)|}{\pi(A_i; X_i)}.$$

$$\phi(A_i; \text{sign}(R_{i1} - \mathbb{E}(R_{i1}|X_i))) f_1(X_i) + \lambda_{1n} \|f_1\|^2.$$

We refer to this method as separate learning (SepL).

### 2.1 Learning Fused ITR Using Optimal Rules for Secondary Outcomes

The secondary outcomes are denoted as $R_2, \ldots, R_K$ for $K \geq 2$. Suppose we have obtained the ITRs $\hat{f}_2, \ldots, \hat{f}_K$ for the secondary outcomes either from external data or the same study. Our goal is to estimate the optimal ITR for the primary outcome while encouraging it to be consistent as much as possible with these secondary outcome ITRs. To this end, we propose a *fusion penalty* on the disagreement rates between $f_1$ and $\hat{f}_2, \ldots, \hat{f}_K$.

Specifically, we estimate the *fused individualized treatment rule (FTR) $f_1$* by minimizing

$$\frac{1}{n} \sum_{i=1}^{n} \frac{R_{i1}1\{A_i f_1(X_i) < 0\}}{\pi(A_i; X_i)} + \lambda_{1n} \|f_1\|^2$$

$$+ \frac{\mu_{1n}}{n} \sum_{i=1}^{n} \sum_{k=2}^{K} \Omega_{ik}1\{f_1(X_i)\hat{f}_k(X_i) < 0\},$$

where $\Omega_{ik}$ is a nonnegative pre-specified constant that reflects the prior knowledge of the similarity between the primary outcome and each secondary outcome $R_k$. For example, $\Omega_{ik}$ can be expert-specified or defined as the correlation between $R_1$ and $R_k$. If $\Omega_{ik}$ is negative, we can simultaneously flip the sign of $\Omega_{ik}$ and $\hat{f}_k$ to encourage the consistency between $f_1$ and $\hat{f}_k$.

The tuning parameter $\mu_{1n}$ of the fusion penalty, which reweights $\Omega_{ik}$ for all $k$, is determined data-adaptively using cross-validation. It is selected to maximize the estimated value function of $f_1$, thus automatically quantifying the similarity between the outcomes.

The fusion penalty is related to the Laplacian penalty ([Huang et al. 2011]), which is used to learn multiple models simultaneously while encouraging similarity among them. With $L$ as the Laplacian matrix and $f := \{f_1, \ldots, f_K\}$ as the vector of decision functions for each outcome, the Laplacian penalty can be defined as $\frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} (f(X_i) - \mathbb{E}(f(X_i)|X_i))^T \cdot L \cdot \mathbb{E}(f(X_i)|X_i)^T$. This prompts $f_k(X_i)$ and $\hat{f}_k(X_i)$ to have the same sign when $L_{kj} < 0$ for $k, j = 1, \ldots, K, k \neq j$. This is equivalent to (1) if we use the same data to learn FTRs for all outcomes simultaneously.

**FTR-Ramp.** The optimization problem in (1) is known to be NP-hard. To tackle this problem, we substitute the 0-1 losses with a smooth loss function for optimization purposes. The 0-1 loss in the first part of the expression is substituted by a logistic loss as in SepL. For the 0-1 loss in the fusion penalty, we use a ramp loss $\psi_k(t) = \text{min}\{1, \text{max}\{0, 1 - t/\kappa\}\}$, where $\kappa$ is a tuning parameter, for approximation since the latter converges to the 0-1 loss when $\kappa$ decreases to zero. With the same variance reduction and negative reward handling trick, we propose the *FTR-Ramp* method to estimate $f_1$ by

$$\hat{f}_{1n} = \arg\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \frac{|R_{i1} - \mathbb{E}(R_{i1}|X_i)|}{\pi(A_i; X_i)}.$$

$$\phi(A_i; \text{sign}(R_{i1} - \mathbb{E}(R_{i1}|X_i))) f_1(X_i) + \lambda_{1n} \|f_1\|^2$$

$$+ \frac{\mu_{1n}}{n} \sum_{i=1}^{n} \sum_{k=2}^{K} \Omega_{ik}\psi_{\kappa n}[f_1(X_i)\hat{f}_k(X_i)].$$

We allow $\kappa_{1n}$ to depend on the sample size $n$. 
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FITE-IntL. Alternatively, we can solve the optimization problem in (1) using the following procedure. Notice that the disagreement between \( f_1 \) and \( \hat{f}_k \) can be expressed with the disagreement between \( A_i \) and \( f_1 \) since
\[
\begin{align*}
1\{f_1(X_i)\hat{f}_k(X_i) < 0\} &= 1\{A_i f_1(X_i) < 0\} 1\{A_i \hat{f}_k(X_i) > 0\} \\
&+ [1 - 1\{A_i f_1(X_i) < 0\}] 1\{A_i \hat{f}_k(X_i) < 0\} \\
&= 1\{A_i f_1(X_i) < 0\} \text{sign}(A_i \hat{f}_k(X_i)) + 1\{A_i \hat{f}_k(X_i) < 0\}.
\end{align*}
\]
The last term does not depend on \( f_1 \) given observed data. Therefore, the problem in (1) is equivalent to
\[
\hat{f}_{in} = \arg\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} [\tilde{R}_{i1} = R_{i1} + \mu_{1n}\pi(A_i; X_i) \sum_{k=2}^{K} \Omega_{1k} \text{sign}(A_i \hat{f}_k(X_i))]
\]
is the pseudo outcome. We then substitute the indicator function by the logistic loss and estimate \( \hat{f}_{in} \) by
\[
\hat{f}_{in} = \arg\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \frac{[\tilde{R}_{i1} - \mathbb{E}(\tilde{R}_{i1}|X_i)]}{\pi(A_i; X_i)},
\]
\[
\phi[A_i \text{sign}(\tilde{R}_{i1} - \mathbb{E}(\tilde{R}_{i1}|X_i))] f_1(X_i) + \lambda_{1n} \|f_1\|^2
\]
with the same variance reduction and negative reward handling trick. We refer to this optimization method as \textit{FITR-IntL}. It is worth noting that a similar procedure was originally proposed in [Qiu et al.] (in press) and [Qiu (2018)] to integrate treatment rules from multiple studies for the same outcome without theoretical justifications, whereas our focus is on integrating multiple outcomes.

\[\text{Implementation.}
\]
In SepL, FITR-Ramp and FITR-IntL, the semi-norm for \( f_1 \) is usually chosen from a reproducing kernel Hilbert space (RKHS) associated with a real-valued kernel function \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \). The choice of \( k \) can be the linear kernel \( k(x, x') = x^T x' \) which yields a linear decision function for \( f_1 \), or the Gaussian kernel \( k(x, x') = \exp(-\sigma_{1n}^2 \|x - x\|^2) \) which yield a nonlinear decision function, where \( \sigma_{1n} \) is a parameter depending on \( n \). By the representer theorem, the minimizer for \( f_1 \) takes the form \( f(X) = \sum_{i=1}^{n} \alpha_i k(X_i, X_i) \), so the optimization problems can be restricted to the class \( H = \{ f : f(X) = \sum_{i=1}^{n} \alpha_i k(X_i, X_i), (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n \} \). The function class \( H \) is nonparametric when the RKHS with Gaussian kernel is used. When \( \mu_{1n}, \kappa_{1n} \rightarrow 0, \sigma_{1n} \rightarrow \infty \) as \( n \rightarrow \infty \), this nonparametric method is asymptotically equivalent to unconstrained problems without penalties. Therefore, the learned FITR is asymptotically optimal even when the non-constant shift \( E(R|X) \) and the fusion penalty are introduced.

For computation, FITR-Ramp can be solved by the difference of convex algorithm (DCA) ([Le Thi and Pham Dinh, 2018]) or the Powell algorithm ([Powell, 1964] [Press et al., 2007]). DCA re-expresses the objective function as the difference between two convex functions, whereas the Powell algorithm is suitable for non-differentiable objective functions. In contrast, FITR-IntL has a differentiable convex objective function so that it can be easily solved by gradient-based algorithms including variations of the gradient descent algorithm ([Ruder, 2016]) or the BFGS algorithm ([Fletcher, 1987]). The tuning parameters \( \lambda_{1n}, \mu_{1n}, \kappa_{1n} \) can be selected by cross-validation. The computation time of one replication when \( n = 200 \) is about 0.003 seconds for SepL, 0.086 seconds for FITR-IntL, 0.086 seconds for FITR-Ramp when using the linear kernel, and about 0.457 seconds for SepL, 0.356 seconds for FITR-IntL, 2.744 seconds forFITR-Ramp when using the Gaussian kernel.

\[3 \text{ THEORETICAL RESULTS}
\]
In this section, we provide theoretical results about the agreement rate between \( \hat{f}_{in} \) and \( f_2 \) in FITR-Ramp. See Section B.1 in the supplementary material for the convergence rates of the value function \( \mathbb{E}(\hat{f}_{in}) \) and the misclassification rate \( \mathbb{P}(\hat{f}_{in}, f_2 < 0) \).

Without loss of generality, we assume that \( \tilde{f}_k : \mathcal{X} \rightarrow \{1, -1\} \) is a binary mapping learned from a dataset of size \( N_k \) for all \( k = 2, \ldots, K \), since every decision function \( f \) can be transformed into a binary function by taking its sign. In this section, we assume that the conditional expectation of \( R_1 \) has already been removed and that the signs have been flipped if the remaining reward is negative. Then the problem becomes
\[
\begin{align*}
\min_{f_1 \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \frac{R_{i1}}{\pi(A_i; X_i)} \phi[A_i f_1(X_i)] + \lambda_{1n} \|f_1\|^2 & + \frac{\mu_{1n}}{n} \sum_{i=1}^{n} \sum_{k=2}^{K} \Omega_{1k} \psi_{\kappa_{1n}}[f_1(X_i)] \hat{f}_k(X_i)].
\end{align*}
\]
We introduce the following assumptions to derive the convergence rate of the agreement rate.

\[\text{Assumption 1. Suppose that } 0 \leq R_1 \leq c_1 \text{ for all } R_1 \text{ and for some constant } c_1 > 0.
\]

Assumption 1 assumes that the primary outcome is non-negative and bounded. Furthermore, with \( r_1^{(a)}(X) := \mathbb{E}(R_1|A = a, X) \geq 0 \), we define
\[
\eta(X) := \begin{cases} 
\frac{r_1^{(a)}(X)}{\sum_{a \in A} r_1^{(a)}(X)}, & \text{if } \sum_{a \in A} r_1^{(a)}(X) > 0, \\
\frac{1}{2}, & \text{if } r_1^{(a)}(X) = 0 \text{ for all } a \in A.
\end{cases}
\]
The definition of $\eta(X)$ aligns with the probability $P(y = 1|x)$ in classification literature, where $x$ is the predictor, and $y$ is the label. Denote the regions $X_{-1} := \{x \in \mathcal{X} : \eta(x) < 1/2\}$, $X_1 := \{x \in \mathcal{X} : \eta(x) > 1/2\}$ and $X_0 := \{x \in \mathcal{X} : \eta(x) = 1/2\}$. Finally, we define a distance function $x \mapsto \omega_x$ as

$$\omega_x := \begin{cases} d(x, X_0 \cup X_1), & \text{if } x \in X_{-1}, \\ d(x, X_0 \cup X_{-1}), & \text{if } x \in X_1, \\ 0, & \text{otherwise}, \end{cases}$$

where $d(x, S)$ denotes the distance of $x$ to a set $S$ with respect to the Euclidean norm.

**Assumption 2.** Assume that there exists a constant $q > 0$ for the distribution of $X$ such that

$$\int_X \exp \left(-\frac{\omega_x^2}{2}\right) \mathbb{P}(dx) \leq Ct^{q/2}$$

for all $t > 0$ and some constant $C > 0$. We say $q = \infty$ if the inequality holds for all $q > 0$.

Note that Assumption 2 is used to bound the approximation error when we estimate ITRs in an RKHS, and the logistic loss is used. It is stronger than the geometric noise assumption (Steinwart and Scovel [2007]) in the sense that $|2\eta(x) - 1|$ is not included in the left-hand side of [4] and $|2\eta(x) - 1| \leq 1$. However, when $t \to 0$, we can still ensure that the left-hand side of [4] goes to zero.

**Assumption 3.** For any $k = 2, \ldots, K$, assume that the estimator of the secondary outcome ITR $\hat{f}_k$ converges to $f_k^*$ in the sense that $P(\hat{f}_k f_k^* < 0) \leq \delta_k N_k(\tau)$ with probability at least $1 - c^2$, where $N_k$ is the sample size of the dataset for learning $\hat{f}_k$ and $\delta_k N_k(\tau) = o(1)$ as $N_k \to \infty$.

Assumption 3 is used to quantify the agreement rate between $\hat{f}_k$ and its corresponding optimal ITR $f_k^*$. It is a weak assumption that only requires $\hat{f}_k$ to converge to its true optimal ITR and can be satisfied by general methods for learning ITRs. We provide the convergence rate $\delta_k N_k(\tau)$ in the remark of Corollary when $\hat{f}_k$ is learned by SepL.

We first focus on the case when $K = 2$. That is, there exists only one secondary treatment rule $\hat{f}_2$, which is already estimated from an external or the same dataset. Define the first and second part in the loss function as

$$\ell_1 \circ f_1(Z) := \frac{R_1}{\pi[A|X]} \phi[Af_1(X)] \text{ and } \ell_2 \circ f_1(Z) := \mu_1 \Omega_{12} \psi_{K_1} f_1(X) \hat{f}_2(X).$$

Let the risk based on the surrogate losses be

$$R(f_1) := E[\ell_1 \circ f_1 + \ell_2 \circ f_1].$$

In the following inequalities, “$\leq$” indicates that the left-hand side is no larger than the right-hand side for all $n$ up to a universal constant.

**Lemma 3.1.** Under Assumptions 2.1, 2.3 and 2.5 when $\mu_1, \kappa_1 \to 0$, $\sigma_1^2 \to \infty$, and $\kappa_1 \leq 1$ for all $n$, for any constant $\delta > 0$, $0 < \nu < 2$ and for all $\tau \geq 1$, we have $P(\mathcal{R}(f_1) - \mathcal{R}(f_1^*) \leq \delta_1(\tau)) \geq 1 - e^{-\tau}$, where

$$\delta_1(\tau) := \lambda_1^{-1} \frac{n}{2(1 + (1 + \delta) d \gamma_1)} \left[\sqrt{\tau} + \sigma_1^{2(1 - \nu/2) + 1} \gamma_2 \right] + \lambda_1 \sigma_1^2 + \gamma_1 (2d)^{d/2} \sigma_1^{qd},$$

and $\gamma_1 := 1 + \mu_1 \kappa_1^{-1}$.

The first term on the right-hand side of [5] is the estimation error, and the sum of the last two terms is the approximation error. A larger class $\mathcal{H}$ generally leads to a larger estimation error and a smaller approximation error, which corresponds to small penalty parameters $\lambda_1$ and $\mu_1$ with less restriction on the norm of the space or the agreement with the secondary outcome ITR. The optimal rate that balances the estimation error and approximation error is

$$\delta_1(\tau) = \gamma_1^{\frac{2q \nu + 2q + 1}{q \nu - 2q - 1}} n^{-\frac{\nu}{q \nu - 2q - 1}},$$

where $\Delta = (1 - \nu/2)(1 + \delta)$. Note that when $\mu_1 = 0$, FITR degenerates to SepL learned with the logistic loss. In this case, the optimal convergence rate is

$$\delta_1(\tau) = n^{-\frac{\nu}{q \nu - 2q - 1}}.$$

The optimal tuning parameters are provided in Section B.2

Then we can present the convergence rates of the agreement rate $P(\hat{f}_1 f_2^* > 0)$.

**Theorem 3.2.** Under Assumptions 2.1, 2.3 and 2.5, the agreement rate between $\hat{f}_1$ and $f_2^*$ satisfies

$$P(f_1 f_2^* > 0) - P(\hat{f}_1 f_2 > 0) \leq \delta_2 N_2(\tau)$$

with probability at least $1 - 2e^{-\tau}$.

Now we compare the agreement rate with or without the fusion penalty. Note that for SepL,

$$P(f_1 f_2^* > 0) - P(\hat{f}_1 f_2 > 0) \leq P(\hat{f}_1 f_1^* < 0) \leq n^{-\frac{\nu}{q \nu - 2q - 1}}$$

with high probability under additional Assumptions 2.4 and 2.5 (see details in Section B.2). On the other hand, for FITR-Ramp, (8) and (6) implies

$$P(f_1 f_2 > 0) - P(\hat{f}_1 f_2 > 0) \leq \mu_1^{-1} \gamma_1^{\frac{2q \nu + 2q + 1}{q \nu - 2q - 1}} n^{-\frac{\nu}{q \nu - 2q - 1}} + \delta_2 N_2(\tau).$$
with high probability. The inequalities (9) and (10) suggest that SepL can learn the disagreement rate faster than FITR-Ramp when the data are fully separated by the decision boundary, i.e. when \( \alpha = 1 \). However, FITR-Ramp has a faster convergence rate when

\[
\begin{cases}
\mu_1^n \geq n^{\frac{3q - 2\nu}{4q + 2\Delta + 1}}, & \text{if } \mu_1^n \geq \kappa_1^n, \\
\mu_1^n \geq n^{\frac{3q - 2\nu - 2\Delta}{4q + 2\Delta + 1}}, & \text{otherwise},
\end{cases}
\]

and \( \tilde{f}_2 \) is learned using SepL and \( N_2 \gg n \). The requirement of the sample size \( N_2 \) is consistent with the conclusion in transfer learning literature (Li et al., 2021; Tian and Feng, 2022), which also requires the sample size of auxiliary data to be much larger than the sample size of target data. The relationship (11) holds when, for example, \( \alpha = 1/2, \nu = 3/2, \delta = 1, \Delta = 1/2, \min(\mu_1^n, \kappa_1^n) \geq n^{3q/(4q + 6)} \) and the sample size \( N_2 \geq n^{3/2} \min(\mu_1^n, \kappa_1^n)^{1/2} \geq n \). That is, the data are not fully separated, and the tuning parameters \( \mu_1^n, \kappa_1^n \) are not decreasing too fast. Besides, (10) does not rely on Assumptions B.3 and B.5. The former is Tsybakov’s noise assumption, and the latter assumes that for each patient, at least one treatment can yield a positive mean reward.

When \( K \geq 2 \), Theorem 3.2 can be generalized as follows.

**Theorem 3.3.** Under Assumptions B.1, B.3, and B.4, the agreement rate between \( f_{1n} \) and any \( f_{k}^* \) for \( k \geq 2 \) satisfies

\[
\mathbb{P}(f_{1n}^* f_k^* > 0) - \mathbb{P}(\hat{f}_{1n} f_k^* > 0) \leq \frac{\delta_{1n}(\tau)}{\mu_1^n} + \sum_{k=2}^{K} \hat{\delta}_{kN_k}(\tau)
\]

with probability at least \( 1 - Ke^\tau \).

**4 SIMULATION STUDY**

In the simulation study, we learn FITR for the primary outcome using the proposed methods FITR-Ramp and FITR-IntL, comparing them with the baseline method SepL. Suppose the ITR \( \hat{f}_{kN_k} \) for the secondary outcome \( R_k \) is estimated with SepL using an external dataset of sample size \( N_k \). Even though the parameter dimension of the Gaussian kernel in RKHS depends on the sample size, the values of \( n \) and \( N_k \) can be different for \( f_{1n} \) and \( \hat{f}_{kN_k} \) since the fusion penalty is only on secondary outcome ITRs only through the treatment suggestions. The weight \( \Omega_k \) is chosen to be the Pearson correlation between \( \hat{R}_1 \) and \( R_k \). Our experiments show that Spearman’s rank correlation (Zar 2014) yields similar results. Further implementation details can be found in Section A.3.

**Simulation Settings.** We assume the data are collected from a randomized controlled trial and the agreement rate between \( f_{1n} \), learned using SepL, FITR-Ramp or FITR-IntL, and the true secondary outcome ITR \( f_2^* \). The dashed line represents the true disagreement rate \( \mathbb{P}(f_1^* f_2^* < 0) \).

The sample size of the external dataset \( N_k \) is set to \( r \cdot n \) for \( k \geq 2 \), with \( r \) taking values from the set \( \{0, 1, 2, 4, 8, \infty\} \). In the case of \( r = 0 \), we do not estimate \( \tilde{f}_{kN_k} \), and FITR degenerates to SepL. When \( r = \infty \), we essentially have \( \tilde{f}_{kN_k} = f_k^* \), which represents the scenario where the true ITR \( f_k^* \) is known.

We first assess performance with \( K = 2 \) and \( n = 200 \). Consider the following four scenarios. In all scenarios, the main effects are defined to be nonlinear functions of \( X \),

\[
\begin{align*}
m_1(X) &= 1 + 2X_1 + X_1^2 + X_1X_2, \\
m_2(X) &= 1 + 2X_1^2 + 1.5X_2 + 0.5X_1X_2.
\end{align*}
\]

The interaction terms are defined as follows:

- In linear scenarios S1 and S2, \( T_1(X, A) = 0.5A(0.2 - X_1 - 2X_2), \)
  \( T_2(X, A) = 0.8A(0.2 - X_1 - \gamma_1X_2), \)
  where \( \gamma_1 = 1.8 \) in S1 and \( \gamma_1 = 1.4 \) in S2.

Figure 1: The mean and standard deviation of disagreement rate between FITR \( f_{1n} \), learned using SepL, FITR-Ramp or FITR-IntL, and the true secondary outcome ITR \( f_2^* \). The dashed line represents the true disagreement rate \( \mathbb{P}(f_1^* f_2^* < 0) \).
In nonlinear scenarios S3 and S4, 
\[ T_1(X, A) = 1.0A(-2.2 - e^{X_1} - e^{X_2}), \]
\[ T_2(X, A) = 1.5A(-\gamma_2 - e^{X_1} - e^{X_2}), \]
where \( \gamma_2 = 2.3 \) in S3 and \( \gamma_2 = 2.4 \) in S4.

The true agreement rate \( P(f_1^* f_2^* > 0) \) is 98.6% for S1, 94.5% for S2, 96.4% for S3, and 92.8% for S4. Table A.1 presents the true optimal value functions for each scenario.

**Simulation Results.** Our experiments show that the linear kernel performs better in linear scenarios, while the Gaussian kernel is more effective in nonlinear scenarios. We present results using only the most suitable kernel for each scenario.

The average disagreement rate \( P(\hat{f}_{1n} f_2^* < 0) \) across all replications, along with its standard deviation, is plotted in Figure 1 for different \( N_k \). As expected, the disagreement rate remains unchanged as \( N_k \) increases if \( \hat{f}_{1n} \) is learned by SepL. In contrast, the fusion penalty’s effect on reducing the disagreement rate becomes more significant with increasing \( N_k \). Specifically, FITR-IntL is better in linear scenarios, while FITR-Ramp outperforms it in nonlinear scenarios. This distinction may be attributed to the fact that FITR-IntL imposes a heavier penalty on the disagreement rate when the parameter dimension is high. The improvement in the agreement rate slows down after \( N_k/n \geq 2 \), indicating that a moderately small external dataset is sufficient for learning an FITR with comparable performance to using the true \( f_2^* \). As the difference between outcomes increases, the disagreement rate increases for all methods, but an improvement with FITR is still observed.

In Figure 2, we evaluate FITR’s ability to generate treatment suggestions for the primary outcome. We present two metrics: (a) the root mean square error (RMSE) of the value function \( V_1(\hat{f}_{1n}) \) in comparison to the optimal value function \( V_1(f_1^*) \), and (b) the average misclassification rate \( P(\hat{f}_{1n} f_2^* < 0) \) along with its standard deviation. As an additional advantage of the proposed method, the primary outcome is actually improved by the FITR with the help of the secondary outcome. Similarly, FITR-Ramp in S1, S2 and FITR-IntL in S3, S4 observe the minimum RMSE and misclassification rate among all methods. When the discrepancy between outcomes increases, the performance of SepL remains unaffected, but the improvement by FITR-Ramp and FITR-IntL is reduced.

Additional results for different values of \( K \) and \( n \) are available in Section A.3. When \( K = 2 \) and \( n = 100 \) in scenarios S3 and S4, and the Gaussian kernel is used, FITR-Ramp instead of FITR-IntL yields the minimum RMSE of the value function. This indicates that FITR-IntL may be unstable when the sample size is small, and the parameter dimension is high. Furthermore, in cases where \( K = 3 \), the disagreement rate, RMSE, and misclassification rate further decrease. The FITR performs better for the primary outcome as long as either \( R_2 \) or \( R_3 \) is close to \( R_1 \), even if \( f_2^* \) and \( f_3^* \) differ from \( f_1^* \) in opposite directions, suggesting the advantages of incorporating multiple secondary outcomes. In practice, cross-validation can be used to choose the best model and kernel.
Sensitivity Analysis. To demonstrate the influence of the similarity between outcomes on the estimated FITRs, we fix the primary outcome and vary the secondary outcome when $K = 2$. Specifically, we use the same main effect and noise term as in S1 and let the interaction effect be

$$T_1(X, A) = 0.5A(0.2 - X_1 - 2X_2),$$
$$T_2(X, A) = 0.8A(0.2 - X_1 - 2\rho X_2),$$

where $\rho$ controls the similarity between $R_1$ and $R_2$. In Table A.3 we summarize different values of $\rho$ and their corresponding true agreement rates. The performance metrics, including the disagreement rate, RMSE, and misclassification rate, are presented when $n = 200$ and $N_2 = 4n$. The table shows that the fusion penalty consistently increases the agreement rate between $\hat{f}_{1n}$ and $\hat{f}_2$. However, the value function and accuracy of FITRs exceed SepL only when $\rho \geq 0.5$. Although $\mu_{1n}$ tuned by cross-validation should ideally be zero when the outcomes are substantially different, practical constraints such as a small sample size may result in $\mu_{1n} > 0$, leading to decreased value functions. This suggests that the true agreement rate should be no less than 87% in this scenario for the fusion penalty to have a positive impact on the treatment suggestions for the primary outcome.

5 REAL DATA ANALYSIS

We apply our proposed methods to a study of major depressive disorder (MDD) [Trivedi et al. 2016] which randomized MDD patients to serotonin selective reuptake inhibitor sertraline (SERT) or placebo (PBO).

Description of the Dataset. The metric for depressive symptoms is the Quick Inventory of Depressive Symptomatology (QIDS) score, with a lower score indicating better relief of symptoms. Seven covariates are used for learning ITRs, including the NEO-Five Factor Inventory score (NEO), Flanker Interference Accuracy score (Flanker), sex, age, education years, Edinburgh Handedness Inventory (EHI) score, and the QIDS score at the baseline (see details in Section A.5). The primary outcome is the reduction in QIDS at the end of the treatment phase compared to the baseline (QIDS-change), with a larger positive value indicating a more desirable improvement in symptoms. In addition to the primary outcome, we examine two secondary outcomes. One is the clinician-assessed Clinical Global Improvement scale (CGI) as an overall assessment of treatment effect, and a smaller score suggests better improvement (Busner and Targum 2007). The other is the Social Adjustment Scale (SAS), which evaluates the impact of a person’s mental health difficulties, with a higher score indicating greater impairment. We consider the QIDS change and the negative values of CGI and SAS as the three outcomes. The dataset contains 186 patients with complete information. Further details can be found in Section A.5.

Analysis Results. The weights $\Omega_{ik}$ for $k = 2, 3$ are set by the Pearson correlation between the primary and secondary outcomes, which equals 0.72 and 0.19 for CGI and SAS, respectively. Our experiments show that the linear kernel outperforms the Gaussian kernel on this dataset, so we present the results of the linear kernel. We examine the agreement rates between the ITRs of the primary outcome and secondary outcomes in the upper panel of Table 1. Since we do not have access to the true optimal secondary outcome ITR, the agreement rate is calculated based on the ITRs $\hat{f}_{CGI}$ and $\hat{f}_{SAS}$ estimated with SepL. The table suggests that FITR-IntL or FITR-Ramp increases the agreement rate compared to SepL, especially between QIDS-change and CGI.

We also assess the value functions of the primary outcome for FITR-IntL, FITR-Ramp, SepL, and the one-size-for-all (OSFA) strategy (see the lower panel of Table 1). The value function $V_1(f_1)$ is estimated with the normalized inverse probability weighted estimator

$$\frac{\sum_{i=1}^n R_{1i} 1[A_i = \text{sign}(f_k(X_i))] / \pi_i(A_i; X_i)}{\sum_{i=1}^n 1[A_i = \text{sign}(f_k(X_i))] / \pi_i(A_i; X_i)},$$

which is a consistent estimator. The mean and standard deviation of the value functions across 400 replications are reported. Due to the limited sample size, we use 5-fold cross-validation in each replication, averaging
the estimated value function across 5 validation sets to obtain the estimate for the current replication. For OSFA, we directly calculate the mean reward on the subpopulation with the desired treatment, which is equivalent to \( f_i \) since \( \pi_i = 0.5 \) for all \( i \). The tuning parameters are selected using 4-fold cross-validation. The results suggest that compared to OSFA and SepL, FITR-IntL and FITR-Ramp can improve the value functions for QIDS-change when assisted by the other secondary outcomes. FITR-IntL has the best performance, and it increases the value function of SepL by approximately one standard deviation.

To compare the learned ITR using different methods, we present the coefficients of each variable in Table A.4. We observe that \( f_{\text{QIDS}} \) and \( f_{\text{CGI}} \), when both estimated using SepL without the fusion penalty, share the same signs of the coefficients. This indicates that QIDS-change and negative CGI indeed need similar treatments. In addition, for QIDS-change, the signs of the coefficients in SepL, FITR-Ramp, and FITR-IntL are all consistent, suggesting that the fusion penalty does not change the ITR significantly from SepL.

6 DISCUSSION

In this work, we have proposed a method to optimize the primary outcome while also approximating the optimal secondary outcome ITRs as closely as possible. A fusion penalty is introduced to encourage the ITRs to generate similar treatment recommendations. We demonstrate theoretically and numerically that the agreement rate between the FITR for the primary outcome and the ITR for the secondary outcome converges faster to its true value than SepL. Moreover, the simulation and real data studies show that the ITR learned by FITR-Ramp and FITR-IntL have a higher value function and accuracy than SepL when the true optimal ITRs are closely aligned.

The proposed fusion penalty is a general method that can be easily extended to any variant of outcome-weighted learning by Zhao et al. (2015) Chen et al. (2016) Gao et al. (2022) Ma et al. (2023), a classification-based method to estimate an ITR as the sign of some decision function. There are several promising directions that are worth further research. A possible extension is to let the tuning parameters \( \lambda \) and \( \mu \) depend on the covariates \( X \) since the fusion level should vary if the optimal ITRs for the primary and secondary outcomes differ substantially for specific patients. Another interesting direction is to explore a minimax bound for the convergence rate of the agreement rate. Such a bound might be tighter than the current results presented in Section 3. Nevertheless, the upper bounds for SepL and FITR are currently derived under the same conditions, allowing for a meaningful comparison between them.
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Fusing Individualized Treatment Rules Using Secondary Outcomes: Supplementary Materials

In the supplementary material, we provide additional implementation details and experiment results in the simulation study and real data analysis in Section A. In addition, we provide additional theoretical results and their proof in Section B.

A  ADDITIONAL DETAILS AND EXPERIMENTS FOR SECTIONS 4 AND 5

In this section, we provide some details about implementation and experiments in the simulation study of Section 4 and the real data analysis of Section 5.

A.1 Implementation Details

To find the optimal solutions for FITR-IntL and FITR-Ramp, we use the scipy package in Python. Our experiments show that the Powell algorithm generally produces better optimization results than DCA for FITR-Ramp, so we use the function `minimize(method='Powell')` to minimize the loss function. For FITR-IntL, we use the function `minimize(method='BFGS')` with closed-form gradients specified for optimization.

The tuning parameter $\lambda_{1n}$ is first chosen with cross-validation when estimating the ITR using SepL for each reward $R_1, \ldots, R_K$. Subsequently, the parameter $\mu_{1n}$ in FITR-IntL or the parameters $\mu_{1n}$ and $\kappa_{1n}$ in FITR-Ramp are tuned simultaneously with cross-validation while $\lambda_{1n}$ is kept fixed. The parameter $\sigma_{1n}$ in the Gaussian kernel is chosen as the median of the distances between all covariate pairs, which is a common heuristic when the sample size is not too large (Garreau et al., 2017).

A.2 Details for Data Generation and Value Function Estimation in Section 4

The first two covariates are important variables that affect the outcomes and are generated as $X_{ij} \overset{i.i.d.}{\sim} \text{Unif}(-1, 1)$ for all $i = 1, \ldots, n$ and $j = 1, 2$. Let $X_{i3} = 0.8X_{i3}' + X_{i1}$, where $X_{i3}' \overset{i.i.d.}{\sim} \text{Unif}(-1, 1)$ so that $X_{i3}$ is correlated with $X_{i1}$. The remaining covariates are independently generated as $X_{ij} \overset{i.i.d.}{\sim} \text{Unif}(-1, 1)$ for all $j = 4, \ldots, d$. Each patient’s noise variable $(\epsilon_1, \ldots, \epsilon_K)$ follows a mean-zero multivariate normal distribution, where the covariance matrix has 0.2 on its diagonal and 0.1 on its off-diagonal entries.

The value functions are numerically calculated from an independent test set of size 100,000. The disagreement rate between two decision functions $f_{1n}$ and $f_{k*}$ is estimated by averaging $1\{f_{1n}f_{k*} < 0\}$ on this test set. The optimal value $V_{k*}$ is obtained by averaging the rewards of all patients in the test set when the treatment is taken as $\arg\max_A T_k(X, A)$ for the $k$th outcome. The value function of each estimated ITR is obtained by following the corresponding treatment rule. The misclassification rate of $\widehat{f}_{1n}$ is estimated by averaging $1\{f_{1n}f_1^* < 0\}$ on the test set.
A.3 Additional Experiments for Estimating FITR in Section 4

For the scenarios considered in Section 4, we present their true optimal values in Table A.1.

Table A.1: True optimal values in S1-S4 when $K = 2$.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V^*_1$</td>
<td>1.89</td>
<td>1.89</td>
<td>2.12</td>
<td>2.12</td>
</tr>
<tr>
<td>$V^*_2$</td>
<td>2.47</td>
<td>2.33</td>
<td>2.82</td>
<td>2.83</td>
</tr>
</tbody>
</table>

In addition to the results in Section 4 when $n = 200$, we also present the case when $n = 100$ in Figures A.1 and A.2. The general conclusions are similar as before, but as the sample size decreases, the disagreement rate, RMSE and misclassification rate increases. Besides, FITR-Ramp has smaller RMSE compared to FITR-IntL in S3 and S4, which is different from the case when $n = 200$. This may be due to the reason that FITR-IntL is unstable when the sample size is small and the variance is large.

We also explore the case where we have $K = 3$ outcomes. Consider the following four scenarios. In all scenarios, the main effects are

$$m_1(X) = 1 + 2X_1 + X_2^2 + X_1X_2,$$
$$m_2(X) = 1 + 2X_1^2 + 1.5X_2 + 0.5X_1X_2,$$
$$m_3(X) = 1 + X_1 + X_2.$$

The noise terms are the same as that in Section A.2. The interaction terms are defined as follows:

- In linear scenarios S5 and S6,
  $$T_1(X, A) = 0.5A(0.2 - X_1 - 2X_2),$$
  $$T_2(X, A) = 0.8A(0.2 - X_1 - \gamma_1X_2),$$
  $$T_3(X, A) = 0.6A(0.2 - X_1 - 2.2X_2),$$
  where $\gamma_1 = 1.8$ in S5 and $\gamma_1 = 1.4$ in S6.

- In nonlinear scenarios S7 and S8,
  $$T_1(X, A) = 1.0A(-2.2 - e^{X_1} - e^{X_2}),$$
  $$T_2(X, A) = 1.5A(-\gamma_2 - e^{X_1} - e^{X_2}),$$
  $$T_3(X, A) = 1.5A(-2.1 - e^{X_1} - e^{X_2}),$$
  where $\gamma_2 = 2.3$ in S7 and $\gamma_2 = 2.4$ in S8.

The first two outcomes are the same as in Section 4 when $K = 2$. The true optimal values of each scenario is summarized in Table A.2.

Table A.2: True optimal values of S3 and S4 when $K = 3$.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V^*_1$</td>
<td>1.89</td>
<td>1.89</td>
<td>2.12</td>
<td>2.12</td>
</tr>
<tr>
<td>$V^*_2$</td>
<td>2.47</td>
<td>2.33</td>
<td>2.82</td>
<td>2.83</td>
</tr>
<tr>
<td>$V^*_3$</td>
<td>1.72</td>
<td>1.72</td>
<td>2.18</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Figures A.3 and A.4 contain the simulation results when $K = 3$ and $n = 200$, and Figures A.5 and A.6 contains the simulation results when $K = 3$ and $n = 100$. When the number of outcomes $K$ increases, the disagreement rate, the RMSE and misclassification rate all decreases. Although the discrepancy between $R_1$ and $R_2$ is larger in S6 than in S5, the RMSE and misclassification rate of $R_1$ are almost the same as in S5. Remember that RMSE and misclassification rate are larger in S2 than in S1, although $R_1$ and $R_2$ are exactly the same as in S5 and S6 correspondingly. This reflects the advantage of using the third outcome, in spite of the fact that $R_2$ and $R_3$ differ from $R_1$ in opposite directions.
Figure A.1: The mean and standard deviation of disagreement rate between FITR $\hat{f}_{1n}$ learned using SepL, FITR-Ramp or FITR-IntL, and the true secondary outcome ITR $f^*_{2}$ when $K = 2$ and $n = 100$. The dashed line represents the true disagreement rate $P(f^*_{1} f^*_{2} < 0)$.

Figure A.2: (a) The RMSE of value functions and (b) the mean and standard deviation of accuracy when FITR is learned using SepL, FITR-Ramp or FITR-IntL when $K = 2$ and $n = 100$. 
Figure A.3: The mean and standard deviation of disagreement rate between FITR $f_{1n}$ learned using SepL, FITR-Ramp or FITR-IntL, and the true secondary outcome ITRs $f_{2}^\ast, f_{3}^\ast$ when $K = 3$ and $n = 200$. The subtitle of each subfigure refers to the secondary outcome for which we are estimating the disagreement rate. For example, “Outcome3” refers to the disagreement rate $P(f_{1n} < 0)$. The dashed line represents the true disagreement rate $P(f_{1}^\ast f_{2}^\ast < 0)$ or $P(f_{1}^\ast f_{3}^\ast < 0)$.

Figure A.4: (a) The RMSE of value functions and (b) the mean and standard deviation of accuracy when FITR is learned using SepL, FITR-Ramp or FITR-IntL when $K = 3$ and $n = 200$. 
Figure A.5: The mean and standard deviation of disagreement rate between FITR $\hat{f}_{1n}$ learned using SepL, FITR-Ramp or FITR-IntL, and the true secondary outcome ITRs $f^*_2, f^*_3$ when $K = 3$ and $n = 100$. The subtitle of each subfigure refers to the secondary outcome for which we are estimating the disagreement rate. For example, “Outcome3” refers to the disagreement rate $P(f^*_1 f^*_3 < 0)$. The dashed line represents the true disagreement rate $P(f^*_1 f^*_2 < 0)$ or $P(f^*_1 f^*_3 < 0)$.

Figure A.6: (a) The RMSE of value functions and (b) the mean and standard deviation of accuracy when FITR is learned using SepL, FITR-Ramp or FITR-IntL when $K = 3$ and $n = 100$. 

This section contains the details of the sensitivity analysis in Section 4. In Table A.3, we show different values of $\rho$ and their corresponding agreement rates between $f_1^*$ and $f_2^*$ when $n = 200$ and $N_2 = 4n$.

Table A.3: The change of RMSE and accuracy when the similarity between outcomes is changed.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\mathbb{P}(f_1^* f_2^* &gt; 0)$</th>
<th>Model</th>
<th>$\mathbb{P}(f_1 f_2 &gt; 0)$</th>
<th>RMSE</th>
<th>RMSE</th>
<th>$\text{Misclassification Rate}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100%</td>
<td>SepL</td>
<td>0.905 (0.026)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.925 (0.024)</td>
<td>0.023</td>
<td>0.682</td>
<td>0.075 (0.024)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.936 (0.022)</td>
<td>0.019</td>
<td>0.569</td>
<td>0.064 (0.022)</td>
</tr>
<tr>
<td>0.9</td>
<td>98.57%</td>
<td>SepL</td>
<td>0.904 (0.025)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.922 (0.022)</td>
<td>0.023</td>
<td>0.679</td>
<td>0.076 (0.024)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.935 (0.022)</td>
<td>0.019</td>
<td>0.557</td>
<td>0.064 (0.022)</td>
</tr>
<tr>
<td>0.8</td>
<td>96.81%</td>
<td>SepL</td>
<td>0.900 (0.025)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.916 (0.023)</td>
<td>0.024</td>
<td>0.727</td>
<td>0.078 (0.025)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.926 (0.023)</td>
<td>0.021</td>
<td>0.616</td>
<td>0.070 (0.023)</td>
</tr>
<tr>
<td>0.7</td>
<td>94.48%</td>
<td>SepL</td>
<td>0.891 (0.025)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.909 (0.024)</td>
<td>0.026</td>
<td>0.770</td>
<td>0.081 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.920 (0.026)</td>
<td>0.024</td>
<td>0.698</td>
<td>0.076 (0.023)</td>
</tr>
<tr>
<td>0.6</td>
<td>91.42%</td>
<td>SepL</td>
<td>0.874 (0.027)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.895 (0.027)</td>
<td>0.028</td>
<td>0.834</td>
<td>0.086 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.908 (0.030)</td>
<td>0.027</td>
<td>0.811</td>
<td>0.085 (0.023)</td>
</tr>
<tr>
<td>0.5</td>
<td>87.56%</td>
<td>SepL</td>
<td>0.847 (0.029)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.873 (0.032)</td>
<td>0.033</td>
<td>0.970</td>
<td>0.094 (0.028)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.888 (0.038)</td>
<td>0.033</td>
<td>0.976</td>
<td>0.096 (0.025)</td>
</tr>
<tr>
<td>0.4</td>
<td>83.16%</td>
<td>SepL</td>
<td>0.810 (0.031)</td>
<td>0.034</td>
<td>1.000</td>
<td>0.095 (0.026)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-IntL</td>
<td>0.843 (0.040)</td>
<td>0.037</td>
<td>1.086</td>
<td>0.101 (0.028)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FITR-Ramp</td>
<td>0.856 (0.046)</td>
<td>0.039</td>
<td>1.169</td>
<td>0.106 (0.029)</td>
</tr>
</tbody>
</table>

A.5 Additional Results for Real Data Analysis in Section 5

Two covariates were shown to be informative for tailoring treatments in a prior study (Chen et al., 2021). The first is the NEO-Five Factor Inventory score, where the NEO Personality Inventory is a 240-item measurement designed to assess personality in the domains of neuroticism, extraversion, openness, and so on; we focus on the neuroticism domain. The second informative measure is the Flanker Interference Accuracy score, where a higher value indicates reduced cognitive control. Five additional baseline variables are used, including sex, age, education years, Edinburgh Handedness Inventory (EHI) score, and the QIDS score at the beginning of the study.

We list the coefficients of the ITR $\tilde{f}_{\text{QIDS}}$ of the primary outcome estimated using SepL, FITR-IntL and FITR-Ramp in Table A.4 along with the secondary outcome ITRs $\tilde{f}_{\text{CGI}}$ and $\tilde{f}_{\text{SAS}}$ estimated using SepL. They are learned with the complete dataset and the linear kernel. We can conclude that the coefficients fitted by different methods are generally close, which suggests that the fusion penalty will not dramatically change an ITR compared to SepL. The coefficients are more similar for QIDS-change and CGI, which is expected since SAS measures the impacts of depression on social functioning. The Flanker variable has a different sign in the ITR of SAS than in the other two outcomes.

B ADDITIONAL ASSUMPTIONS, RESULTS AND PROOFS FOR SECTION 3

In this section, we provide additional assumptions, theoretical results and proofs. The proofs are extended from outcome weighted learning with a hinge loss to our problem with logistic loss and nonconvex ramp loss. Besides, we also used a new change of measure technique in Section B.5 and derived a new result in Corollary B.2 under a relatively weak Assumption B.5.
Table A.4: Coefficients of the estimated ITRs of the three outcomes when linear kernel is used.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Model</th>
<th>intercept</th>
<th>sex</th>
<th>age</th>
<th>education</th>
<th>EHI</th>
<th>QIDS</th>
<th>NEO</th>
<th>Flanker</th>
</tr>
</thead>
<tbody>
<tr>
<td>QIDS-change</td>
<td>SepL</td>
<td>0.130</td>
<td>0.105</td>
<td>0.231</td>
<td>-0.126</td>
<td>0.066</td>
<td>0.031</td>
<td>0.251</td>
<td>-0.345</td>
</tr>
<tr>
<td></td>
<td>FITR-IntL</td>
<td>0.137</td>
<td>0.098</td>
<td>0.126</td>
<td>-0.020</td>
<td>0.032</td>
<td>0.065</td>
<td>0.087</td>
<td>-0.174</td>
</tr>
<tr>
<td></td>
<td>FITR-Ramp</td>
<td>0.063</td>
<td>0.038</td>
<td>0.078</td>
<td>-0.036</td>
<td>0.025</td>
<td>0.027</td>
<td>0.071</td>
<td>-0.108</td>
</tr>
<tr>
<td>CGI</td>
<td>SepL</td>
<td>0.358</td>
<td>0.019</td>
<td>0.275</td>
<td>-0.043</td>
<td>0.086</td>
<td>0.014</td>
<td>0.155</td>
<td>-0.281</td>
</tr>
<tr>
<td>SAS</td>
<td>SepL</td>
<td>0.207</td>
<td>0.014</td>
<td>0.147</td>
<td>-0.102</td>
<td>-0.051</td>
<td>0.202</td>
<td>0.157</td>
<td>0.029</td>
</tr>
</tbody>
</table>

### B.1 Additional Assumptions and Theoretical Results

We present the details about the ignorability, consistency, and positivity assumptions, which are common in causal inference to identify the treatment effect.

**Assumption B.1** (Ignorability). The treatment $A$ is independent of the potential outcomes $R_i^*(a)$ given covariates $X$.

**Assumption B.2** (Consistency). The observed outcome $R_1$ under a treatment $A = a$ equals the potential outcome $R_1^*(a)$ for all $a \in A$.

**Assumption B.3** (Positivity). There exists a constant $p_0 > 0$ such that $\pi(a; x) \equiv P(A = a | X = x) > p_0$ for all $a \in A$ and all $x \in \mathcal{X}$.

To bound the risk with 0-1 loss using the risk with convex surrogate loss, we need another common assumption in classification literature, the Tsybakov’s noise assumption, which assumes the noise conditions around the decision boundary (Bartlett et al., 2006).

**Assumption B.4.** Assume that the distribution of $X$ satisfies the following Tsybakov’s noise assumption: there exists a constant $C > 0$ such that for all sufficiently small $t > 0$ we have

$$\Pr(\{X \in \mathcal{X} : |2\eta(X) - 1| \leq t\}) \leq Ct^\beta$$

for some $\beta > 0$. Let $\alpha = \beta/(1 + \beta)$ so that $\alpha \in (0, 1]$.

For Assumption B.4 it has been shown that the boundary assumption of $\eta(x)$ regarding $\beta$ is equivalent to the misclassification assumption of $f_1$ regarding $\alpha$ (Bartlett et al., 2006).

Assumption B.5 is necessary when bounding the decision accuracy. It is a weak assumption that only requires one of the treatments to yield a positive mean reward, which is easily achievable by shifting the original rewards with a positive constant.

**Assumption B.5.** Suppose the conditional expectation of rewards satisfies $\sum_{a \in A} r_i^{(a)}(x) \geq c_r$ for some constant $c_r > 0$ for all $x \in \mathcal{X}$.

Now we can present the convergence rates of the value function $V_1(f_{1n})$ and the misclassification rate $\Pr(\hat{f}_{1n} f_1^* < 0)$ when $K = 2$.

**Theorem B.1.** Under Assumptions B.1, B.4 and B.5, when $K = 2$, the value function of the estimated FITR satisfies

$$V_1(f_1^*) - V_1(\hat{f}_{1n}) \leq (\delta_{1n}(\tau) + \mu_{1n})^{1/\alpha}, \quad (B.1)$$

with probability at least $1 - 2e^\tau$.

**Corollary B.2.** Under Assumptions B.1, B.3 and B.5, the misclassification rate satisfies

$$\Pr(\hat{f}_{1n} f_{1n} < 0) \leq (\delta_{1n}(\tau) + \mu_{1n})^{\alpha/\tau}, \quad (B.2)$$

with probability at least $1 - 2e^\tau$.

Notice that the convergence rate $\tilde{\delta}_{2N_2}(\tau)$ of $\tilde{f}_2$ does not appear in (B.1), since the term containing $\tilde{\delta}_{2N_2}(\tau)$ is not dominant in the proof due to the assumption that $\tilde{\delta}_{2N_2}(\tau) = o(1)$. By comparing $\delta_{1n}(\tau) + \mu_{1n}$ and $\delta_{1n}^{(0)}(\tau)$, it can...
be concluded that FITR has a slower convergence rate for the value function than SepL. This is due to the fact that the fusion penalty introduces bias for maximizing the primary outcome.

The results in Theorem [B.1] and Corollary [B.2] can also be generalized to \( K \geq 2 \).

**Corollary B.3.** Under Assumptions \([B.1] - [B.4] \) and \([1-3] \) when \( K \geq 2 \), the value function of the estimated FITR \( \hat{f}_{1n} \) satisfies

\[
\mathcal{V}_1(f^*_1) - \mathcal{V}_1(\hat{f}_{1n}) \leq (\delta_{1n}(\tau) + \mu_{1n}) \frac{1}{n},
\]

with probability at least \( 1 - Ke^\tau \).

Under Assumptions \([B.1] - [B.5] \) and \([1-3] \), the misclassification rate satisfies

\[
\mathbb{P}(\hat{f}_{1n}f^*_1 < 0) \leq (\delta_{1n}(\tau) + \mu_{1n}) \frac{1}{n},
\]

with probability at least \( 1 - Ke^\tau \).

**Remark.** If \( \tilde{f}_k \) is the sign of the decision function learned by SepL with sample size \( N_k \), we can directly use Corollary [B.2] with \( \mu_{kn} = 0 \) to find that \( \delta_{kn}(\tau) \) in Assumption [3] can be expressed as \( \delta_{kn}(\tau) = (\delta_{kn}^{(0)})^{\frac{1}{2n}} \), where

\[
\delta_{kn}^{(0)}(\tau) := \lambda_{kn}^{-\frac{1}{2}} N_k^{-\frac{1}{2}} \left[ \sqrt{\tau} + \sigma_{kn}^{(1-\nu/2)(1+\delta)d} \right] + \lambda_{kn} \sigma_{kn}^d + (2d)^{d/2} \sigma_{kn}^{-qd}.
\]

**Remark.** With a stronger assumption \( |r_1(\tau) - r_{1-1}(\tau)| > 0 \) for all \( \tau \), which assumes that the treatment effect is nonzero for all patients, \( \mathbb{P}(\hat{f}_{1n}f^*_1 < 0) \) can be directly bounded by a multiple of \( \mathcal{V}_1(f^*_1) - \mathcal{V}_1(\hat{f}_{1n}) \) in Theorem [B.1]. Corollary [B.2] does not rely on the assumption and only assumes that \( r^{(a)}(\tau) \) cannot be zero at the same time for all \( a \in A \). Under the weaker assumption, the convergence rate of \( \mathbb{P}(\hat{f}_{1n}f^*_1 < 0) \) is slower with a scaling constant \( \alpha \in (0, 1] \).

### B.2 Analysis Details for Section 3

The parameters \( \lambda_{1n}, \mu_{1n}, \kappa_{1n} \) should balance the estimation error and approximation error to achieve the minimal upper bound \( \delta_{1n}(\tau) \). The minimal approximation error is \( \gamma_{1n} \frac{q}{\sqrt{n}} \lambda_{1n}^{1/2} \) when \( \sigma_{1n} = \gamma_{1n} \frac{1}{2(1+\nu/2)(1+\delta)d} \). When the best \( \lambda_{1n} \) that balances the estimation error and the approximation error is \( \lambda_{1n} = \gamma_{1n} \frac{1}{2(1+\nu/2)(1+\delta)d} \). When \( \mu_{1n} = 0 \), the convergence rate of the risk is

\[
\delta_{1n}^{(0)}(\tau) := \lambda_{1n}^{-\frac{1}{2}} n^{-\frac{1}{2}} \left[ \sqrt{\tau} + \sigma_{1n}^{(1-\nu/2)(1-\delta)d} \right] + \lambda_{1n} \sigma_{1n}^d + (2d)^{d/2} \sigma_{1n}^{-qd}.
\]

The minimum approximation error \( \lambda_{1n}^{1/2} \) is obtained when \( \sigma_{1n} = \lambda_{1n}^{-1/4n} \). Then the best \( \lambda_{1n} \) is \( n^{-\frac{1}{4n}} \). To bound the agreement rate without the fusion penalty, first note that

\[
\mathbb{P}(\hat{f}_{1n}f^*_2 < 0) = \mathbb{P}(\hat{f}_{1n}f^*_1 < 0, f^*_2 > 0) + \mathbb{P}(\hat{f}_{1n}f^*_1 > 0, f^*_2 < 0) \leq \mathbb{P}(\hat{f}_{1n}f^*_1 < 0) + \mathbb{P}(f^*_1f^*_2 < 0),
\]

which allows us to obtain the bound with the help of the misclassification rate. For SepL with \( \mu_{1n} = 0 \), we have

\[
\mathbb{P}(\hat{f}_{1n}f^*_2 < 0) \leq n^{-\frac{1}{2n}} \frac{\sqrt{\mu_{1n}}}{\sqrt{\kappa_{1n}}} \text{ with probability at least } 1 - 2e^\tau \text{ according to [7] and Corollary [B.2].}
\]

Therefore, we can conclude that for SepL

\[
\mathbb{P}(f^*_1f^*_2 > 0) - \mathbb{P}(f^*_1f^*_2 > 0) \leq \mathbb{P}(\hat{f}_{1n}f^*_1 < 0) \leq n^{-\frac{1}{2n}} \frac{\sqrt{\mu_{1n}}}{\sqrt{\kappa_{1n}}}.
\]

To compare the agreement rate with or without the fusion penalty, we break down equation (11) as follows. When \( \mu_{1n} \geq \kappa_{1n} \), we have \( \gamma_{1n} \simeq \mu_{1n}/\kappa_{1n} \). If \( \alpha = 1/2, \nu = 3/2, \Delta = 1/2 \), the first condition in (11) is satisfied with \( \kappa_{1n} \simeq n^{-2\nu/(9\nu+6)}, \mu_{1n} \simeq \kappa_{1n} \), and \( N_2 \geq n^{3\kappa_{1n}^{(9\nu+6)/q}} \geq n \). On the other hand, when \( \mu_{1n} \leq \kappa_{1n} \), we have \( \gamma_{1n} \simeq 1 \). For the same \( \alpha, \nu, \Delta \), the second condition in (11) is satisfied with \( \mu_{1n} \simeq n^{-2\nu/(9\nu+6)}, \kappa_{1n} \simeq \mu_{1n} \), and \( N_2 \geq n^{3\mu_{1n}^{(9\nu+6)/q}} \geq n \).
Therefore, Assumption 2 for 

To bound (B.7), we will use Talagrand’s inequality quoted as follows (Steinwart and Scovel, 2007, Theorem 5.3).

\[ \| \eta \|_{\mathcal{H}^2} \leq \| \eta \|_{\mathcal{H}}. \]

Besides, let \( \hat{X}_{-1} := \{ x \in \hat{X} : \eta(x) < \frac{1}{2} \} \) and \( \hat{X}_1 := \{ x \in \hat{X} : \eta(x) > \frac{1}{2} \} \). Fix a measurable \( f_1 : \hat{X} \mapsto [-1, 1] \) that satisfies \( \hat{f}_1 = 1 \) on \( \hat{X}_1, \hat{f}_1 = -1 \) on \( \hat{X}_{-1} \) and \( \hat{f}_1 = 0 \) otherwise. The linear operator \( V_{\sigma_1} : L^2(\mathbb{R}^d) \mapsto \mathcal{H}_{\sigma_1}(\mathbb{R}^d) \) defined by

\[ V_{\sigma_1}g(x) = \frac{2\sigma_{1n}^d}{\pi^{d/4}} \int_{\mathbb{R}^d} e^{-2\pi^2} \| x - y \|_2^2 g(y) dy, \quad g \in L^2(\mathbb{R}^d), x \in \mathbb{R}^d, \]

is an isometric isomorphism (Steinwart et al., 2006). Consequently, we have

\[ \inf_{f_1 \in \mathcal{H}} \left[ \mathcal{R}(f_1) + \lambda_{\mathcal{H}} \| f_1 \|_{\mathcal{H}}^2 \right] - \mathcal{R}(f_1^*) \leq \mathbb{E} \left[ \mathcal{R}(f_1^*) \right] + \mathbb{E} \left[ \mathcal{R}(f_1) + \lambda_{\mathcal{H}} \| f_1 \|_{\mathcal{H}}^2 \right] - \mathcal{R}(f_1^*) \]

Now take a specific \( g := (\sigma_{1n}^2)^{d/4} \hat{f}_1 \), and we obtain

\[ \mathbb{E} \left[ V_{\sigma_{1n}}g(x) - f_1^*(x) \right] \leq 8e^{-\sigma_{1n}^2 \omega_2^2 / 2d}. \]

Therefore, Assumption 2 for \( t = 2d/\sigma_{1n}^2 \) yield

\[ \mathbb{E} \left[ \ell_1 \circ V_{\sigma_{1n}}g - \ell_1 \circ f_1^* \right] \leq \mathbb{E} \left[ V_{\sigma_{1n}}g - f_1^* \right] \leq \mathbb{E} e^{-\sigma_{1n}^2 \omega_2^2 / 2d} \leq (2d)^{d^2/2} \sigma_{1n}^{-d}. \]

Since \( \ell_2 \) is Lipschitz continuous with respect to \( f_1 \) with Lipschitz constant \( \kappa_1 \) constant \( \frac{\| f_2 \|_{\infty}}{\kappa_1} \)

\[ \mathbb{E} \left( \ell_2 \circ V_{\sigma_{1n}}g - \ell_2 \circ f_1^* \right) \leq \frac{\mu_{1n}}{\kappa_1} \mathbb{E} \left[ V_{\sigma_{1n}}g - f_1^* \right] \leq \frac{\mu_{1n}}{\kappa_1} \mathbb{E} \left[ 2d \right] \phi_{1n}^{-d} \sigma_{1n}^{-d} \]

when \( \| f_2 \|_{\infty} = 1 \). Combining (B.9), (B.10) and (B.11), we can bound the approximation error (B.8) as

\[ \inf_{f_1 \in \mathcal{H}} \left[ \mathcal{R}(f_1) + \lambda_{\mathcal{H}} \| f_1 \|_{\mathcal{H}}^2 \right] - \mathcal{R}(f_1^*) \leq \lambda_{\mathcal{H}} \sigma_{1n}^2 + \gamma_{1n} \mathbb{E} \left( 2d \right) \phi_{1n}^{-d} \sigma_{1n}^{-d}, \]

where \( \gamma_{1n} := 1 + \mu_{1n}/\kappa_1 \).

To bound (B.7), we will use Talagrand’s inequality quoted as follows (Steinwart and Scovel, 2007, Theorem 5.3).
Theorem B.4. Let $\mathcal{H}$ be a set of bounded measurable functions from $\mathcal{Z}$ to $\mathbb{R}$, which is separable with respect to $\|\cdot\|_\infty$ and satisfies $\mathbb{E}h = 0$ for all $h \in \mathcal{H}$. Furthermore, let $B > 0$ and $b \geq 0$ be constants with $\|h\|_\infty \leq B$ and $\mathbb{E}h^2 \leq b$ for all $h \in \mathcal{H}$. Then for all $\tau \geq 1$ and all $n \geq 1$ we have

$$
\mathbb{P}\left( \sup_{h \in \mathcal{H}} \mathbb{P}_n h > 3 \mathbb{E} \sup_{h \in \mathcal{H}} \mathbb{P}_n h + \sqrt{\frac{2\tau b}{n} + \frac{B\tau}{n}} \right) \leq e^{-\tau}.
$$

We first obtain a bound for $\|\hat{f}_1\|^2_{\mathcal{H}}$. Since $\mathbb{P}_n(\ell_1 \circ \hat{f}_1 + \ell_2 \circ \hat{f}_1) + \lambda_1n\|\hat{f}_1\|^2_{\mathcal{H}} \leq \mathbb{P}_n(\ell_1 \circ f_1 + \ell_2 \circ f_1) + \lambda_1n\|f_1\|^2_{\mathcal{H}}$ for any $f_1 \in \mathcal{H}$, when taking $f_1 = 0$ we have

$$
\lambda_1n\|\hat{f}_1\|^2_{\mathcal{H}} \leq \mathbb{P}_n(\ell_1 \circ f_1 + \ell_2 \circ f_1) \leq \frac{r}{p_0} + \mu_1n\Omega_12.
$$

Since $r/p_0 + \mu_1n\Omega_12 \simeq M$ with $M := r/p_0$, $\|\hat{f}_1\|_{\mathcal{H}}$ is bounded by $\sqrt{M/\lambda_1}$. To this end, it suffices to consider the ball of radius $\sqrt{M/\lambda_1}$. Therefore, the function class that we consider here is

$$
\mathcal{G} := \left\{ \ell_1 \circ f_1 + \ell_2 \circ f_1 + \lambda_1n\|f_1\|^2_{\mathcal{H}} : f \in B_{\mathcal{H}}(\sqrt{M/\lambda_1}) \right\},
$$

where $B_{\mathcal{H}}(r)$ is the ball in $\mathcal{H}$ of radius $r$. Since $\ell_1$ is Lipschitz continuous with respect to $f_1$ and $\|f\|_{\infty} \leq \|f\|_{\mathcal{H}}$ for any $f \in \mathcal{G}$,

$$
|g| \leq |\ell_1 \circ f_1 - \ell_1 \circ f_1^1| + |\ell_2 \circ f_1 - \ell_2 \circ f_1^1| + \lambda_1n\left(\|f_1\|^2_{\mathcal{H}} - \|f_1^1\|^2_{\mathcal{H}}\right) \\
\leq 2M\|f_1 - f_1^1\| + \mu_1n\Omega_12 + M \\
\leq 2M\sqrt{M/\lambda_1} + \mu_1n\Omega_12 + M.
$$

Hence, with $B := 2M\sqrt{M/\lambda_1} + \mu_1n\Omega_12 + M \simeq \lambda_1^{-1/2}$, we have $\|g\|_{\infty} \leq B$.

Define the modulus of continuity of $\mathcal{G}$ by

$$
\omega_n(\mathcal{G}, \epsilon) := \mathbb{E}\left( \sup_{g \in \mathcal{G}, \|g\|_{\infty} \leq \epsilon} \|\mathbb{E}g - \mathbb{P}_n g\| \right), \quad \epsilon > 0,
$$

where the supremum is measurable by the separability assumption on $\mathcal{G}$. Define the function class

$$
\mathcal{E} := \{ \mathbb{E}g : g \in \mathcal{G} \},
$$

and then we have $\omega_n(\mathcal{G}, 4B^2) \geq \mathbb{E}\sup_{h \in \mathcal{E}} \mathbb{P}_n h$ since $\|\mathbb{E}g - g\| \leq 2B$. By Theorem B.4 we obtain

$$
\mathbb{P}\left( \sup_{h \in \mathcal{G}} \mathbb{P}_n h > 3\omega_n(\mathcal{G}, 4B^2) + \sqrt{\frac{2\tau(4B^2)^2}{n} + \frac{2B\tau}{n}} \right) \leq e^{-\tau}.
$$

Let $\epsilon = \{\epsilon_i\}_{i=1}^n$ be a sequence of i.i.d. Rademacher variable. Then the local Rademacher average of $\mathcal{G}$ is defined by

$$
\text{Rad}(\mathcal{G}, n, \epsilon) := \mathbb{E}_\epsilon \mathbb{E}_\epsilon \sup_{g \in \mathcal{G}, \|g\|_{\infty} \leq \epsilon} \left| \frac{1}{n} \sum_{i=1}^n \epsilon_i g(z_i) \right|.
$$

It has been shown that

$$
\omega_n(\mathcal{G}, \epsilon) \leq 2 \text{Rad}(\mathcal{G}, n, \epsilon), \quad \epsilon > 0
$$

by symmetrization (van der Vaart and Wellner 1996). Since

$$
\text{Rad}(\mathcal{G}, n, \epsilon) = B \text{Rad}(B^{-1}\mathcal{G}, n, B^{-2}\epsilon)
$$

for any $a > 0$ by equation (37) of Steinwart and Scovel (2007), we only need to obtain a bound for $\text{Rad}(B^{-1}\mathcal{G}, n, B^{-2}\epsilon)$. To this end, we will use Proposition 5.5 of Steinwart and Scovel (2007) to bound the local Rademacher average, quoted as follows.
Theorem B.5. Let $\mathcal{F}$ be a class of measurable functions from $Z$ to $[-1, 1]$ which is separable with respect to $\| \cdot \|_\infty$. Assume there are constants $a > 0$ and $0 < p < 2$ with

$$\sup_{P_n} \log N(\epsilon, \mathcal{F}, L_2(P_n)) \leq a \epsilon^{-p}$$

for all $\epsilon > 0$. Then there exists a constant $c_p > 0$ depending only on $p$ such that for all $n \geq 1$ and all $\epsilon > 0$ we have

$$\text{Rad}(\mathcal{F}, n, \epsilon) \leq c_p \max \left\{ \epsilon \frac{2}{p} \left( \frac{a}{n} \right)^{\frac{p}{2}}, \left( \frac{a}{n} \right)^{\frac{2}{p} + p} \right\}.$$

Now we need to find some constants $a > 0$ and $0 < p < 2$ such that

$$\sup_{P_n} \log N(\epsilon, B^{-1} \mathcal{G}, L_2(P_n)) \leq a \epsilon^{-p}$$

for some $a \geq 1, 0 < p < 2$ and for all $\epsilon > 0$. To this end, note that

$$\log N(\epsilon, B^{-1} \mathcal{G}, L_2(P_n)) = \log N \left( B^{-1} \left\{ \ell_1 \circ f_1 + \ell_2 \circ f_1 + \lambda_{1n} f_1^2 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\} , \epsilon, L_2(P_n) \right)$$

$$\leq \log N \left( B^{-1} \left\{ \ell_1 \circ f_1 + \ell_2 \circ f_1 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\} , \epsilon, L_2(P_n) \right) + \log N \left( B^{-1} \left\{ \lambda_{1n} f_1^2 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\} , \epsilon, L_2(P_n) \right)$$

by the subadditivity of the entropy. For the first term on the right-hand side, for any $f_1, f_1' \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}})$, let $u := B^{-1}(\ell_1 + \ell_2) \circ f_1$ and $u' := B^{-1}(\ell_1 + \ell_2) \circ f_1'$. Since $\ell_1$ and $\ell_2$ are Lipschitz continuous with respect to $f_1$,

$$\|u - u'\|_{L_2(P_n)} \leq B^{-1} \left( M + \frac{\mu_{1n} \Omega_{12}}{\kappa_{1n}} \right) \|f - f'\|_{L_2(P_n)}.$$

With $u, u' \in B^{-1} \left\{ \ell_1 \circ f_1 + \ell_2 \circ f_1 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\}$,

$$\log N \left( B^{-1} \left\{ \ell_1 \circ f_1 + \ell_2 \circ f_1 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\} , \epsilon, L_2(P_n) \right)$$

$$\leq \log N \left( B_\mathcal{H}(\sqrt{M/\lambda_{1n}}), \frac{B \epsilon}{M + \mu_{1n} \Omega_{12} \kappa_{1n}}, L_2(P_n) \right)$$

$$\leq \log N \left( B_\mathcal{H}, \gamma_{1n}^{-1} \epsilon, L_2(P_n) \right),$$

since

$$\frac{B}{\sqrt{M/\lambda_{1n}}(M + \mu_{1n} \Omega_{12} \kappa_{1n})} \leq \frac{1}{1 + \mu_{1n} \kappa_{1n}} = \gamma_{1n}^{-1}.$$

For the second term on the right-hand side, it follows that

$$\log N \left( B^{-1} \left\{ \lambda_{1n} f_1^2 : f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}}) \right\} , \epsilon, L_2(P_n) \right) \leq \log \frac{M}{B \epsilon},$$

since $\lambda_{1n} f_1^2 \leq M$ for all $f \in B_\mathcal{H}(\sqrt{M/\lambda_{1n}})$. Therefore, we can conclude that

$$\log N(\epsilon, B^{-1} \mathcal{G}, L_2(P_n)) \leq \log N \left( B_\mathcal{H}, \gamma_{1n}^{-1} \epsilon, L_2(P_n) \right) + \log \frac{M}{B \epsilon}.$$

Theorem 2.1 of Steinwart and Scovel (2007) then yields that

$$\sup_{P_n} \log N(\epsilon, B^{-1} \mathcal{G}, L_2(P_n)) \leq \sigma_{1n}^{(1-\nu/2)(1+\delta)} d \left( \gamma_{1n}^{-1} \epsilon \right)^{-\nu},$$

where $\sigma_{1n} > 0$ is the parameter of the Gaussian kernel associated with $\mathcal{H}$, and $0 < \nu \leq 2, \delta > 0, \epsilon > 0$. Therefore, we have $a = \sigma_{1n}^{(1-\nu/2)(1+\delta)} d \gamma_{1n}^{-1}$, $p = \nu$ and

$$\text{Rad}(\mathcal{G}, n, \epsilon) \leq c_p \max \left\{ B \epsilon^{\frac{2}{p}} \left( \frac{a}{n} \right)^{\frac{p}{2}}, B \left( \frac{a}{n} \right)^{\frac{2}{p} + p} \right\}.$$
With $\epsilon = 4B^2$, we can bound the modulus of continuity as
\[
\omega_n(\mathcal{G}, \epsilon) \leq 2 \text{Rad}(\mathcal{G}, n, \epsilon) \leq B a_n^{-\frac{1}{2}} n^{-\frac{1}{2}} \simeq \lambda_{1n}^{-\frac{1}{2}} \sigma_{1n}^{-\frac{1}{2}} (1 - \nu/2) (1 + \delta) d_{1n} \gamma_{1n}^{-\frac{1}{2}} n^{-\frac{1}{2}}. \tag{B.15}
\]
The definition of $\hat{f}_{1n}$ yields that
\[
P_n \left\{ \ell_1 \circ \hat{f}_{1n} + \ell_2 \circ \hat{f}_{1n} + \lambda_{1n} \| \hat{f}_{1n} \|_H^2 - \left[ \ell_1 \circ f_1^* + \ell_2 \circ f_1^* + \lambda_{1n} \| f_1^* \|_H^2 \right] \right\} \leq 0.
\]
Therefore,
\[
\begin{align*}
\mathcal{R}(\hat{f}_{1n}) + \lambda_{1n} \| \hat{f}_{1n} \|_H^2 - \mathcal{R}(f_1^*) + \lambda_{1n} \| f_1^* \|_H^2 \\
\leq \mathbb{E} \left\{ \ell_1 \circ \hat{f}_{1n} + \ell_2 \circ \hat{f}_{1n} + \lambda_{1n} \| \hat{f}_{1n} \|_H^2 - \left[ \ell_1 \circ f_1^* + \ell_2 \circ f_1^* + \lambda_{1n} \| f_1^* \|_H^2 \right] \right\} \\
\leq \sup_{h \in \mathcal{E}} \mathbb{P}_n \{ h \},
\end{align*}
\]
where $\mathcal{E}$ is defined in (B.13). Note that $\| h \|_\infty \leq 2B \leq \lambda_{1n}^{-\frac{1}{2}}$ and $\mathbb{E} h^2 \leq 4B^2 \leq \lambda_{1n}^{-1}$ for all $h \in \mathcal{E}$. Plugging (B.15) into (B.14) and we have
\[
\begin{align*}
\mathcal{R}(\hat{f}_{1n}) + \lambda_{1n} \| \hat{f}_{1n} \|_H^2 - \mathcal{R}(f_1^*) + \lambda_{1n} \| f_1^* \|_H^2 \\
\leq \lambda_{1n}^{-\frac{1}{2}} \sigma_{1n}^{-\frac{1}{2}} (1 - \nu/2) (1 + \delta) d_{1n} \gamma_{1n}^{-\frac{1}{2}} n^{-\frac{1}{2}} + \sqrt{\frac{2\tau \lambda_{1n}^{-1}}{n}} + \frac{\tau \lambda_{1n}^{-1}}{n},
\end{align*}
\tag{B.16}
\]
with probability at least $1 - e^{-\tau}$ for any $\tau \geq 1$.

Finally, plug the upper bounds (B.16) and (B.12) into (B.7) and (B.8) and we get the results.  

\section*{B.4 Proof of Theorem 3.2}

\textbf{Proof.} For $\ell_2$ with the ramp loss, note that $\psi_{\kappa_n}(f_1^* f_2^*) = 1 \{ f_1^* f_2^* < 0 \}$ since $f_1^* f_2^*$ takes values only in $\{-1, 1\}$ when $\kappa_n \leq 1$. Besides, $\psi_{\kappa_n}(f_1 f_2) \geq 1 \{ f_1 f_2 < 0 \}$ for any $f_1$ by the definition of the ramp loss $\psi$. Hence, we obtain the relationship between the excess risks under the ramp loss and the 0-1 loss as
\[
\mathbb{E} \psi_{\kappa_n}(f_1 f_2) - \mathbb{E} \psi_{\kappa_n}(f_1^* f_2^*) \geq \mathbb{E} \{ f_1 f_2 < 0 \} - \mathbb{E} \{ f_1 f_2 < 0 \}. \tag{B.17}
\]

Since $\tilde{f}_2$ and $f_2^*$ are binary decision functions,
\[
| \psi_{\kappa_n}(f_1 \tilde{f}_2) - \psi_{\kappa_n}(f_1 f_2^*) | = 1 \{ \tilde{f}_2 f_2^* < 0 \} | \psi_{\kappa_n}(f_1 \tilde{f}_2) - \psi_{\kappa_n}(f_1 f_2^*) | \leq 1 \{ f_1 f_2^* < 0 \} \leq \tilde{\delta}_{2N_2}(\tau) \tag{B.18}
\]
with probability at least $1 - e^\nu$ for any $f_1$ by Assumption 3. The first inequality comes from the fact that one of $\psi_{\kappa_n}(f_1 \tilde{f}_2)$ and $\psi_{\kappa_n}(f_1 f_2^*)$ must be zero and the other is bounded by one. Therefore, we have
\[
\mathbb{E} \ell_2 \circ f_1 - \mathbb{E} \ell_2 \circ f_1^* = \mu_{1n} \Omega_{12} \left[ \mathbb{E} \psi_{\kappa_n}(f_1 \tilde{f}_2) - \mathbb{E} \psi_{\kappa_n}(f_1^* \tilde{f}_2) \right] \\
\geq \mu_{1n} \Omega_{12} \left[ \mathbb{E} \psi_{\kappa_n}(f_1 f_2^*) - \mathbb{E} \psi_{\kappa_n}(f_1^* f_2^*) - \tilde{\delta}_{2N_2}(\tau) \right] \geq \mu_{1n} \Omega_{12} \left[ \mathbb{E} \{ f_1 f_2^* < 0 \} - \mathbb{E} \{ f_1 f_2^* < 0 \} - \tilde{\delta}_{2N_2}(\tau) \right],
\tag{B.19}
\]
where the first inequality comes from (B.18) and the second inequality comes from (B.17).

Since $\mathbb{E} \ell_1 \circ \tilde{f}_1 - \mathbb{E} \ell_1 \circ f_1^* + \mathbb{E} \ell_2 \circ \tilde{f}_1 - \mathbb{E} \ell_2 \circ f_1^* \leq \delta_{1n}(\tau)$, we have
\[
\mu_{1n} \mathbb{E} \{ \tilde{f}_1 f_2^* < 0 \} - \mathbb{E} \{ f_1^* f_2^* < 0 \} - \tilde{\delta}_{2N_2}(\tau) \leq \mathbb{E} \ell_2 \circ \tilde{f}_1 - \mathbb{E} \ell_2 \circ f_1^* \leq \delta_{1n}(\tau)
\]
with probability at least $1 - 2e^\nu$, and the results in Theorem 3.2 follows.  

\qed
B.5 Proof of Theorem B.1

Proof. Define \( \hat{U}_{1n} := \mathbb{E}\{ \hat{f}_{1n} f_1^* < 0 \} \) and \( \Delta V_{i}(f_1) := V_{i}(f_1^*) - V_{i}(f_1) \) for simplicity.

To utilize existing results in general classification problems, we can rewrite our loss functions with a change of measure. Let \( h(\cdot) \) be the probability distribution function of the covariates \( X \). Then the expectation of \( \ell_1 \) can be written as

\[
\mathbb{E}_1 \circ f_1 = \mathbb{E} \left[ \int_{X_+} \sum_{a \in A} \phi(a f_1(x)) \frac{r(a) (x)}{h(x)} \pi(a; x) h(x) dx \right],
\]

where \( X_+ := r(1)(x) + r(-1)(x) > 0 \). Now define \( g(x) := \sum_{a \in A} r(a)(x), C_R := \int g(x) h(x) dx \). Let \( h'(x) := g(x) h(x)/C_R \), so that \( h' \) is a new probability distribution function. Let

\[
\pi'(a; x) := \begin{cases} \frac{r(a)(x)}{g(x)}, & \text{if } g(x) > 0 \\ \frac{1}{2}, & \text{otherwise,} \end{cases}
\]

so that \( \pi' \in [0, 1] \) by Assumption II can be regarded as a new policy for sampling the treatments. Then we obtain

\[
\mathbb{E}_1 \circ f_1 = C_R \int_{X_+} \sum_{a \in A} \phi(a f_1(x)) \frac{r(a)(x) g(x) h(x)}{C_R} \pi'(a; x) h'(x) dx.
\]

Denote \( \mathbb{E}' \) as the expectation corresponding to the distributions \( h' \) and \( \pi' \), so we get

\[
\mathbb{E}_1 \circ f_1 = C_R \mathbb{E}' \phi(A f_1).
\]

Conversely, for the 0-1 loss, the difference between value functions can be written as

\[
\Delta V_{i}(f_1) = V_{i}(f_1^*) - V_{i}(f_1)
\]

\[
= \mathbb{E} \left[ \frac{R_1}{\pi(A; X)} \mathbb{I}\{ A f_1(X) < 0 \} \right] - \mathbb{E} \left[ \frac{R_1}{\pi(A; X)} \mathbb{I}\{ A f_1^*(X) < 0 \} \right]
\]

\[
= C_R \left[ \mathbb{E}' \mathbb{I}\{ A f_1 < 0 \} - \mathbb{E}' \mathbb{I}\{ A f_1^* < 0 \} \right].
\]

By Theorem 3 of Bartlett et al. (2006) and Assumption B.4,

\[
\mathbb{E}_1 \circ f_1 - \mathbb{E}_1 \circ f_1^* = C_R \mathbb{E}' \phi(A f_1) - C_R \mathbb{E}' \phi(A f_1^*)
\]

\[
\geq C_R c [\mathbb{E}' \mathbb{I}\{ A f_1 < 0 \} - \mathbb{E}' \mathbb{I}\{ A f_1^* < 0 \}]^\alpha \rho \left( \frac{[\mathbb{E}' \mathbb{I}\{ A f_1 < 0 \} - \mathbb{E}' \mathbb{I}\{ A f_1^* < 0 \}]^\alpha}{2c} \right)
\]

\[
= C_R c \left[ \frac{1}{C_R} \Delta V_{i}(f_1) \right]^\alpha \rho \left( \frac{1}{2c} \left( \frac{1}{C_R} \Delta V_{i}(f_1) \right)^{1-\alpha} \right)
\]

\[
\simeq \left[ \Delta V_{i}(f_1) \right]^\alpha \rho \left( \left( \Delta V_{i}(f_1) \right)^{1-\alpha} \right)
\]

for any \( f_1 \), where \( c > 0 \) is a constant and \( \rho(t) = \frac{1}{2} [ (1 + t) \log(1 + t) + (1 - t) \log(1 - t) ] \) for the logistic loss \( \phi \).

Finally, combine Lemma B.1 with B.19, (B.20) and we get that

\[
\left[ \Delta V_{i}(f_1) \right]^\alpha \rho \left[ \left( \Delta V_{i}(f_1) \right)^{1-\alpha} \right] + \mu_{1n} [\mathbb{E} \mathbb{I}\{ \hat{f}_{1n} f_2^* < 0 \} - \mathbb{E} \mathbb{I}\{ f_1^* f_2^* < 0 \} - \tilde{\delta}_{2n_2}(\tau)]
\]

\[
\leq \mathbb{E}_1 \circ \hat{f}_{1n} - \mathbb{E}_1 \circ f_1 + \mathbb{E}_2 \circ \hat{f}_{1n} - \mathbb{E}_2 \circ f_1 \leq \delta_{1n}(\tau)
\]

with probability at least \( 1 - 2e^\tau \), that is,

\[
\left[ \Delta V_{i}(f_1) \right]^\alpha \rho \left[ \left( \Delta V_{i}(f_1) \right)^{1-\alpha} \right] + \mu_{1n} [\mathbb{E} \mathbb{I}\{ \hat{f}_{1n} f_2^* < 0 \} - \mathbb{E} \mathbb{I}\{ f_1^* f_2^* < 0 \} \leq \delta_{1n}(\tau) + \mu_{1n} \tilde{\delta}_{2n_2}(\tau). \quad (B.21)
\]
By Taylor’s expansion, it is easy to see that \( \rho(t) \approx t^2 \). Since \( \mathbb{E} \{ f_1^* f_2^* < 0 \} \leq 1 \), we can conclude that

\[
[\Delta V_1(f_1)]^{2-\alpha} \lesssim \delta_{1n}(\tau) + \mu_{1n} \delta_{2N_2}(\tau) + \mu_{1n} \tag{B.22}
\]

and thus

\[
\Delta V_1(f_1) \lesssim (\delta_{1n}(\tau) + \mu_{1n})^{\frac{1}{\alpha}}
\]

with probability at least \( 1 - 2e^\tau \).

**B.6 Proof of Corollary B.2**

*Proof.* According to Lemma 5 and (9) of Bartlett et al. (2006),

\[
\mathbb{E} \{ f_1 f_1^* < 0 \} \leq c \mathbb{E} [\{ f_1 f_1^* < 0 \} | 2\eta(X) - 1]^{\alpha} \]

where \( c \) is some constant. By Assumption B.5, we have

\[
2\eta(X) - 1 := \frac{r_1^{(1)}(X) - r_1^{(-1)}(X)}{r_1^{(1)}(X) + r_1^{(-1)}(X)} \leq \frac{1}{c \tau} \left| r_1^{(1)}(X) - r_1^{(-1)}(X) \right|.
\]

Since

\[
\Delta V_1(f_1) = \mathbb{E} \left[ \frac{R_1}{\pi(A; X)} 1 \{ Af_1(X) < 0 \} \right] - \mathbb{E} \left[ \frac{R_1}{\pi(A; X)} 1 \{ Af_1^*(X) < 0 \} \right]
\]

\[
= \mathbb{E} \left\{ 1 \{ f_1 f_1^* < 0 \} \left| r_1^{(1)}(X) - r_1^{(-1)}(X) \right| \right\},
\]

we can bound the disagreement rate by the value difference such that

\[
\mathbb{E} \{ f_1 f_1^* < 0 \} \leq c \left[ \frac{1}{c \tau} \mathbb{E} \{ 1 \{ f_1 f_1^* < 0 \} \left| r_1^{(1)}(X) - r_1^{(-1)}(X) \right| \} \right]^{\alpha} \lesssim [\Delta V_1(f_1)]^{\alpha}, \tag{B.23}
\]

that is, \( \hat{U}_{1n} \lesssim \left[ \Delta V_1(\hat{f}_{1n}) \right]^{\alpha} \). Then following (B.22) we have

\[
\hat{U}_{1n}^{2-\alpha} \lesssim \delta_{1n}(\tau) + \mu_{1n} \delta_{2N_2}(\tau) + \mu_{1n}
\]

with probability at least \( 1 - 2e^\tau \) if we take \( t(t) \approx t^2 \).

**B.7 Proof of Theorems 3.3 and B.3**

*Proof.* The proof is similar to that for \( K = 2 \). We only highlight the main differences here.

To extend the results of Lemma 3.1 to \( K \geq 3 \), we can write the surrogate loss for the fusion penalty as

\[
\ell_2 \circ f_1(Z) := \mu_{1n} \sum_{k=2}^{K} \Omega_{1k} \psi_{k1n} [f_1(X) \hat{f}_k(X)].
\]

Then \( \ell_2 \) is Lipschitz continuous with respect to \( f_2 \) with Lipschitz constant \( \frac{\mu_{1n} \sum_{k=2}^{K} \Omega_{1k}}{\kappa_{1n}} \). Hence, we have

\[
B := 2M \sqrt{M/\lambda_{1n}} + \mu_{1n} \sum_{k=2}^{K} \Omega_{1k} + M \simeq \lambda_{1n}^{-1/2}
\]

and

\[
\gamma_{1n}^{-1} := \frac{B}{\sqrt{M/\lambda_{1n}}(M + \mu_{1n} \sum_{k=2}^{K} \Omega_{1k} \kappa_{1n}^{-1})} \simeq \frac{1}{1 + \mu_{1n} \kappa_{1n}^{-1}},
\]

which shows that the conclusion in Lemma 3.1 still holds.

Now inequality (B.19) should be written as

\[
\mathbb{E} \ell_2 \circ f_1 - \mathbb{E} \ell_2 \circ f_1^* = \mu_{1n} \sum_{k=2}^{K} \Omega_{1k} \left[ \mathbb{E} \psi_{k1n}(f_1 \hat{f}_k) - \mathbb{E} \psi_{k1n}(f_1^* \hat{f}_k) \right] \geq \mu_{1n} \sum_{k=2}^{K} \Omega_{1k} \left[ \mathbb{E} \{ f_1 f_1^* < 0 \} - \mathbb{E} \{ f_1^* f_k^* < 0 \} - 2 \delta_{kN_k}(\tau) \right], \tag{B.24}
\]
with probability at least $1 - (K - 1)e^\tau$ for any $f_1$ by Assumption 3. Therefore, inequality \textbf{(B.21)} is changed to

$$
\left[ \Delta V_1(\hat{f}_{1n}) \right]^\alpha \rho \left[ (\Delta V_1(\hat{f}_{1n}))^{1-\alpha} \right] + \mu_1 n \sum_{k=2}^{K} [E \{ \hat{f}_{1n} f_k^* < 0 \} - E \{ f_1 f_k^* < 0 \}] \\
\leq \delta_{1n}(\tau) + \mu_1 n \sum_{k=2}^{K} \tilde{\delta}_{kN_k}(\tau)
$$

(B.25)

with probability at least $1 - Ke^\tau$, and thus

$$
[\Delta V_1(f_1)]^{2-\alpha} \leq \delta_{1n}(\tau) + \mu_1 n \sum_{k=2}^{K} \tilde{\delta}_{kN_k}(\tau) + \mu_1 n.
$$

(B.26)

The inequality \textbf{(B.3)} follows from the assumption that $\sum_{k=2}^{K} \tilde{\delta}_{kN_k}(\tau) = o(1)$.

Similarly, from \textbf{(B.25)} we can conclude that

$$
\mu_1 n [E \{ \hat{f}_{1n} f_k^* < 0 \} - E \{ f_1 f_k^* < 0 \}] \leq \delta_{1n}(\tau) + \mu_1 n \sum_{k=2}^{K} \tilde{\delta}_{kN_k}(\tau)
$$

for any $k = 2, \ldots, K$ with probability at least $1 - Ke^\tau$.

Combining results in \textbf{(B.23)} and \textbf{(B.26)}, we obtain the bound

$$
\hat{U}_{1n}^{2-\alpha} \leq \delta_{1n}(\tau) + \mu_1 n \sum_{k=2}^{K} \tilde{\delta}_{kN_k}(\tau) + \mu_1 n
$$

for the misclassification rate with probability at least $1 - Ke^\tau$. 
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