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#### Abstract

We investigate the training and generalization errors of overparameterized neural networks (NNs) with a wide class of leaky rectified linear unit (ReLU) functions. More specifically, we carefully upper bound both the convergence rate of the training error and the generalization error of such NNs and investigate the dependence of these bounds on the Leaky ReLU parameter, $\alpha$. We show that $\alpha=-1$, which corresponds to the absolute value activation function, is optimal for the training error bound. Furthermore, in special settings, it is also optimal for the generalization error bound. Numerical experiments empirically support the practical choices guided by the theory.


## 1 INTRODUCTION

Deep neural networks (DNNs) have demonstrated remarkable success in diverse fields, including image classification and text recognition. Despite their achievements, a comprehensive understanding of these networks remains elusive. Theoretical justifications for their performance have primarily centered around the overparameterized setting and mainly considered a rectified linear unit (ReLU). This paper aims to extend and generalize insights gained from recent theoretical works to any Leaky ReLU and provide practical guidance on selecting the most suitable Leaky ReLU for overparameterized networks. By doing so, we offer valuable insights for practitioners seeking optimal performance in real-world scenarios.

To address our aim, we begin by reviewing two recent theoretical trends. The first centers around a fundamental convergence theory for the training error of overparameterized neural networks (NNs). Its pioneering work by
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Jacot et al. (2018) studied the training dynamics using the neural tangent kernel and showed that the training error goes to zero in the asymptotic regime where the width of the layers goes to infinity. A more reasonable regime assumes a sufficiently large lower bound on the width. In such overparameterized regime, (Goodfellow et al. 2015) empirically noticed that the corresponding NNs can avoid local minima and converge to their global optimal solutions. (Du et al. 2019) proved the convergence of gradient descent (GD) for NNs with smooth and Lipschitz continuous activation functions whose width exponentially depends on the depth of the networks and polynomially depends on the number of samples. For 2-layer NNs with a ReLU, Li and Liang (2018) proved the convergence of the training error, Oymak and Soltanolkotabi (2020) reduced the width requirement for training convergence, and Song et al. (2021) established convergence whenever the width sub-quadratically depends on the number of samples and the activation functions are sufficiently smooth.

For DNNs, it has become common to consider the polynomial regime of overparameterization, where the NN widths polynomially depend both on the numbers of samples and the depths. Allen-Zhu et al. (2019b) established the first convergence result for the training error in this polynomial regime, while assuming ReLU activation functions. They separately analyzed training by gradient descent and stochastic gradient descent (SGD). Zou and $\mathrm{Gu}(2019)$ improved the estimates of Allen-Zhu et al. (2019b) by enhancing the lower bound of the gradient. Chen et al. (2019) further improved the polynomial dependence of the width on the number of samples that was established in Zou and Gu (2019), but on the other hand, their polynomial dependence on the depth is worse. Banerjee et al. (2023) showed that for smooth activation functions a linear dependence of the width on the number of samples is sufficient to guarantee convergence.

Another recent progress involves bounding the generalization error of overparameterized NNs. Chizat and Bach (2020) established a generalization bound of infinitely wide two-layer NNs with homogeneous activation functions
for classification and showed that the probability of the misclassification bound goes to 0 as the size of the training samples increases. Arora et al. (2019) bounded the generalization error of 2-layer overparameterized NNs for classification. They also analyzed the class of functions that are learnable by two-layer NNs. Allen-Zhu et al. (2019a) studied the generalization error of two-layer and three-layer NN with a non-negative, convex, and 1-Lipschitz smooth loss function using stochastic gradient descent. They showed that overparameterization improves generalization. Cao and Gu (2020) further established the generalization error of deep NNs for classification using gradient descent. Zhu et al. (2022) extended the latter work for classification by using some other activation functions, including leaky ReLU with $\alpha \in(0,1)$.

However, these foundational and important works have not yet provided much practical guidance for designing NNs. Practitioners often use variants of ReLU for activation and this work aims to provide guidance on their choices. Leaky ReLU is widely used in DNNs for supervised learning tasks (Redmon et al., 2016, Ridnik et al. 2021) and for generative tasks (Radford et al. 2015 Chen et al. 2016, Karras et al. 2019; Wang et al., 2021). It is represented by the function $\sigma_{\alpha}(x)$, where $\sigma_{\alpha}(x)=x$ for $x>0$ and $\sigma_{\alpha}(x)=\alpha x$ for $x \leq 0$, with $\alpha$ being a parameter. $\operatorname{ReLU}$ is a special case of Leaky ReLU when $\alpha=0$. The Leaky ReLU function aims to prevent zero gradients for negative inputs, thus avoiding neurons from not activating. Empirical studies have demonstrated the advantage of using Leaky ReLU with small $\alpha>0$ over ReLU (Xu et al. 2015). However, theoretical studies have primarily focused on ReLU and have not directly established the convergence theory and generalization for regression when using Leaky ReLU with any $\alpha<1$. Moreover, the optimal choice of the Leaky ReLU parameter $\alpha$ to expedite the training process and enhance generalization remains unclear. Therefore, a theoretical study is needed to analyze the efficacy of leaky ReLU during training and to provide guidance on selecting the parameter $\alpha$ in practice.

This paper studies overparameterized DNNs with a wide class of leaky ReLU activation functions and develops theories for the convergence of the training error and the upper bound of the generalization error. It builds on the proof framework and techniques introduced in previous studies, in particular, the ones of Allen-Zhu et al. 2019b), Zou and $\mathrm{Gu}(2019)$ and Cao and Gu (2020), but establishes the dependence of the convergence rate and the generalization error on the leaky ReLU parameter $\alpha$. It reveals that the optimal convergence rate bound is achieved at $\alpha=-1$ and the optimal bound of the generalization error is achieved at $\alpha=-1$ using small training epochs as long as the NN is sufficiently deep and the dataset is sufficiently large. This means that activation by the absolute value function may outperform activation by ReLU and the commonly used
leaky ReLU (with small $\alpha>0$ ) in terms of faster training convergence and smaller generalization error. We are not aware of any prior use of the absolute value function for activating DNNs. We are only aware of using it for activating the scattering network (Mallat, 2012) due to its help with "energy preservation" (Bruna and Mallat, 2013).

The main contributions of the current work are as follows:

1. We establish the convergence of the training errors in overparameterized NNs with any leaky ReLU using both GD and SGD. Our estimates clarify the effect of the Leaky ReLU parameter $\alpha$ on the convergence rate bound. In particular, $\alpha=-1$, yields the optimal bound.
2. We upper bound the generalization error for overparameterized NNs for regression with leaky ReLUs. For sufficiently large datasets, deep NNs and small training epochs, the bound is optimal at $\alpha=-1$.
3. We improve previous results for $\operatorname{ReLU}$ (see $\$ 4.2$ ). In particular, we show that deep NNs achieve a similar convergence rate as a shallow NN.
4. Our predictions receive substantial support from a comprehensive set of numerical experiments

The rest of the paper unfolds as follows: $\%$ details the assumed setup of the NNs and the training algorithms; $\$ 3$ presents the main theorems; 4 describes our technical contributions and sketches the proof of the main theorems; $\$ 5$ provides extensive numerical tests supporting our predictions from the theory on synthetic and real datasets; and $\$ 6$ concludes this work and discusses its limitations.

## 2 PROBLEM SETUP

We follow the model of Allen-Zhu et al. (2019b), while allowing a wide class of Leaky ReLU activation functions. We consider a dataset $\left\{\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right\}_{i=1}^{n}$, where $\boldsymbol{x}_{i} \in \mathbb{R}^{p},\left\|\boldsymbol{x}_{i}\right\|=1$, $\boldsymbol{y}_{i} \in \mathbb{R}^{d},\left\|\boldsymbol{y}_{i}\right\| \leq O(1)$ and $d<O(1)$. We focus on a NN $\mathcal{N}$ : $\mathbb{R}^{p} \rightarrow \mathbb{R}^{d}$ with $L$ hidden layers having $m$ neurons each and linear input and output layers. Its input layer produces $\boldsymbol{h}_{0}=\boldsymbol{A} \boldsymbol{x}$, where , $\boldsymbol{A} \in \mathbb{R}^{m \times p}$. For $l \in[L]:=\{1,2, \ldots L\}$, the output of the $l$ th hidden layer, $\boldsymbol{h}_{l}$, is inductively defined by

$$
\begin{equation*}
\boldsymbol{h}_{l}=\mathcal{H}_{l}\left(\boldsymbol{h}_{l-1}\right)=\sigma_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{l-1}\right), \tag{1}
\end{equation*}
$$

where $\boldsymbol{W}_{l} \in \mathbb{R}^{m \times m}$ and $\sigma_{\alpha}$ is the leaky ReLU activation function with $\alpha<1$ :

$$
\sigma_{\alpha}(x)=\left\{\begin{array}{cc}
x, & \text { if } x \geq 0 \\
\alpha x, & \text { if } x<0
\end{array}\right.
$$

The output layer produces $\hat{\boldsymbol{y}}=\boldsymbol{B} \boldsymbol{h}_{L}$, where $\boldsymbol{B} \in \mathbb{R}^{d \times m}$. Let $\boldsymbol{W}:=\left(\boldsymbol{W}_{1}, \boldsymbol{W}_{2}, \ldots \boldsymbol{W}_{L}\right)$ store all the trainable parameters and we thus compactly denote $\hat{\boldsymbol{y}}=\mathcal{N}(\boldsymbol{x} ; \boldsymbol{W})$. For simplicity, we initialize $\boldsymbol{A}$ and $\boldsymbol{B}$ (see below), so they are fixed, and only train $\boldsymbol{W}_{l}, l \in[L]$.

We train the NN using the mean squared error (MSE): $\mathcal{L}(\boldsymbol{W})=\sum_{i=1}^{n}\left\|\boldsymbol{y}_{i}-\mathcal{N}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}\right)\right\|^{2}$. We denote its gradient
by $\nabla_{W} \mathcal{L}(\boldsymbol{W}):=\left(\nabla_{\boldsymbol{W}_{1}} \mathcal{L}(\boldsymbol{W}), \ldots \nabla_{\boldsymbol{W}_{L}} \mathcal{L}(\boldsymbol{W})\right)$. Appendix B. 12 extends our theory to many other useful loss functions. We assume a specified upper bound $\epsilon>0$ on the training error and express our estimates in terms of $\epsilon$.

When discussing generalization, we assume that the set $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{n}$ is i.i.d. drawn from an arbitrary distribution $\mathcal{D}_{\boldsymbol{X}}$ and that for $1 \leq i \leq n, \boldsymbol{y}_{i}=F\left(\boldsymbol{x}_{i}\right)$ for an arbitrary measurable function $F$. The generalization error is thus $R(\boldsymbol{W}):=\mathbb{E}_{\boldsymbol{x} \sim \mathcal{D}_{\boldsymbol{X}}}\|F(\boldsymbol{x})-\mathcal{N}(\boldsymbol{x} ; \boldsymbol{W})\|^{2}$.

We assume the following data separation property:
Assumption 2.1. There exists $0<\delta<c_{0}$, where $c_{0}<1$, so that $\min _{i, j \in[n]}\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\| \geq \delta>0$.
This assumption, suggested by Allen-Zhu et al. (2019b), is reasonable. Indeed, if, on the other hand, there exists $i \neq$ $j \in[n]$ such that $\boldsymbol{x}_{i}=\boldsymbol{x}_{j}$, then we can assume $\boldsymbol{y}_{i} \neq \boldsymbol{y}_{i}$ (otherwise we can combine these multiple instances into one single data point). It is then impossible to obtain a zero training error, which is needed for our convergence study.

```
Algorithm 1 Rescaled initialization
    Input: Input dimension \(p\), width of hidden layer \(m\),
    output dimension \(d\), and leaky ReLU parameter \(\alpha\).
    Initialize:
\[
\begin{aligned}
& \boldsymbol{A} \sim N\left(0, \frac{1}{m}\right), \boldsymbol{B} \sim N\left(0, \frac{1}{d}\right), \\
& \boldsymbol{W}_{l}^{(0)} \sim N\left(0, \frac{2}{m}\right), l \in[L]
\end{aligned}
\]
```


## Activation function:

$$
\tilde{\sigma}_{\alpha}(x)= \begin{cases}\frac{1}{\sqrt{1+\alpha^{2}}} x, & \text { if } x \geq 0  \tag{2}\\ \frac{\alpha}{\sqrt{1+\alpha^{2}}} x, & \text { if } x<0\end{cases}
$$

Following He et al. (2015), we initialize the network parameters as follows: $\boldsymbol{A} \sim N(0,1 / m), \boldsymbol{B} \sim N(0,1 / d)$ and $\boldsymbol{W}_{l}^{(0)} \sim N\left(0,2 /\left(m\left(1+\alpha^{2}\right)\right)\right)$ for $l \in[L]$. Note that the factor $1 /\left(1+\alpha^{2}\right)$ ensures a constant variance for any choice of $\alpha$. We can move the factor $1 /\left(1+\alpha^{2}\right)$ from the weight initialization to the activation function, and equivalently initialize with Algorithm 1. The theoretical study of the latter formulation with its rescaled Leaky ReLU function, $\tilde{\sigma}_{\alpha}(x)$ (see $\sqrt[2]{2}$ ), turns out to be more tractable.
Algorithms 2 and 3 formulate the training procedures with simple GD and SGD, respectively.

## 3 MAIN RESULTS

The two theorems below establish the convergence of the training error for overparameterized NNs using a Leaky ReLU function with $\alpha<1$. The first theorem pertains to training with gradient descent (GD) (Algorithm 2), while the second applies to training with stochastic gradient descent (SGD) (Algorithm 3). Both theorems

```
Algorithm 2 Training (gradient descent)
    Input: Learning rate \(\eta\).
    Initialize: Apply Algorithm 1 to obtain \(\boldsymbol{A}, \boldsymbol{B}\) and \(\boldsymbol{W}^{(0)}\)
    for \(t=0\) to \(T\) do
\[
\boldsymbol{W}^{(t+1)}=\boldsymbol{W}^{(t)}-\eta \nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)
\]
    end for
```

```
Algorithm 3 Training (stochastic gradient descent)
    Input Learning rate \(\eta\).
    Initialize: Apply Algorithm 1 to obtain \(\boldsymbol{A}, \boldsymbol{B}\) and \(\boldsymbol{W}^{(0)}\)
    for \(t=0\) to \(T\) do
        Randomly select batch \(B \subset[n]\) with \(|B|=b\).
                    \(\boldsymbol{W}^{(t+1)}=\boldsymbol{W}^{(t)}-\eta \nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\),
        where \(\mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right):=\sum_{i \in B}\left\|\boldsymbol{y}_{i}-\mathcal{N}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)\right\|^{2}\).
    end for
```

are formulated within the context outlined in 82 This setup includes Assumption 2.1 with a parameter $\delta$, Algorithm 1 for the initialization of the parameters of the NN, $n$ training points, $\left\{\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right\}_{i=1}^{n}$, where $\left\|\boldsymbol{x}_{i}\right\|=1$, and $\left\|\boldsymbol{y}_{i}\right\| \leq O(1)$, output dimension $d\left(\boldsymbol{y}_{i} \in \mathbb{R}^{d}\right)$, NN depth $L$, NN width $m$, Leaky ReLU parameter $\alpha$, learning rate $\eta$, batch size $b$ (for Algorithm 3) and a desired upper bound $\epsilon>0$ on the training error.

Theorem 3.1. Assume the setup of \$2, where both $m / \ln ^{4} m>\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \Omega\left(\frac{n^{5} L^{15} d}{\delta^{4}}\right)$ and $m>\Omega\left(\ln \ln \epsilon^{-1}\right)$, and the training is according to Algorithm 2 with learning rate $\eta \leq O\left(\frac{d}{n L^{2} m}\right)$. Then, with probability at least $1-e^{-\Omega(\ln m)}$,

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{W}^{(T)}\right)<\epsilon \text { and } \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \leq \gamma^{t} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right), \forall t \leq T \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta \delta m}{n d}\right), T=\frac{\ln \left(\epsilon / \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right)}{\ln \gamma} \tag{4}
\end{equation*}
$$

Theorem 3.2. Assume the setup of \$2, where both $\frac{m}{\ln ^{4} m}>\frac{\left(1+\alpha^{2}\right)^{4}}{(1-\alpha)^{8}} \Omega\left(\frac{n^{8} L^{15} d}{b \delta^{5}}\right)$ and $m \ln m>\Omega\left(\ln \ln \epsilon^{-1}\right)$ and the NN is trained according to Algorithm 3 with $\eta \leq O\left(\frac{d \delta}{m n^{3} L^{3} \ln ^{2} m}\right)$ and $t>\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \Omega\left(\frac{n^{5} L^{2}}{b \delta^{2}} \ln ^{2} m\right)$. There exists a constant $C_{0}>1$ such that

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}^{(T)}\right)<\epsilon \text { and } \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \leq C_{0} \gamma^{t} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right) \\
& \quad \text { for all } t \leq T \text { with probability } 1-e^{-\Omega(\ln m)}, \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta b \delta m}{n^{2} d}\right), T=\frac{\ln \left(\epsilon / C_{0} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right)}{\ln \gamma} \tag{6}
\end{equation*}
$$

These theorems show that for any $\alpha<1$ the training error linearly converges to zero when the NN width is sufficiently large and the learning rate $\eta$ is sufficiently small.

Moreover, these theorems reveal the dependence of the convergence rate bound on $\alpha$ and this information can guide one in selecting $\alpha$ for optimal training speed. We note that the typical choice of the leaky ReLU parameter $\alpha$ (e.g., 0.01 or 0.05 ) does not yield a better bound for the convergence speed than $\operatorname{ReLU}$ (i.e., $\alpha=0$ ); furthermore, the negative values of $\alpha$ yield better results than ReLU and the optimal choice of $\alpha$ is -1 . In $\$ 4.1$ we interpret this optimality in terms of obtaining the largest derivative gap of the rescaled leaky ReLU at 0 . We mathematically formulate the above observation as follows:

Corollary 3.3. Assume the setup of \$2 with either Algorithms 2 or 3 and that all parameters are chosen so that when $\alpha=0, \gamma<1$. Then $\alpha=-1$ minimizes the above convergence rate $\gamma$ among all $\alpha<1$. Moreover, $\gamma$ is decreasing in $\alpha$ on $(-\infty,-1)$ and increasing on $(-1,1)$.

For $\alpha=0$, our result improves the previous analysis of both Allen-Zhu et al. (2019b) and Zou and Gu (2019). We compare our bounds with the ones of Zou and Gu (2019), since they improved the bounds of Allen-Zhu et al. (2019b). For this purpose, we examine the difference in the setups. First, Zou and Gu (2019) divides the loss function $\mathcal{L}(\boldsymbol{W})$ by $n$ and thus we need to convert their estimate by a factor of a power of $n$ accordingly. Second, our proof assumes that the hidden signals are separated by $\delta<O(1)$, whereas Zou and $\mathrm{Gu}(2019)$ assumes that $\delta<O(1 / L)$. We establish this upper bound independently of $L$ with careful mathematical estimates; therefore, our setup eliminates implicit dependence on $L$ in the other formulas. At last, Zou and Gu (2019) enforces the initial scaled loss to be bounded by $O(1)$ (this amounts to a bound $O(n)$ on our loss) and their conclusion holds with probability at least $1-\Omega(1 / n)$. On the other hand, we relax the initial unscaled loss to be bounded by $O(\sqrt{\ln m})$ and our conclusion holds with probability at least $1-e^{-\Omega(l n m)}$, which we find more natural for the overparameterized regime.

After converting to our setup, the convergence rate in Zou and Gu (2019) is $1-\Omega(\eta \delta m /(d n L))$ when using gradient descent, and our convergence rate improves to $1-\Omega(\eta \delta m /(d n))$; also, when using SGD the convergence rate in Zou and Gu (2019) is $1-\Omega\left(\eta \delta m b /\left(d n^{2} L\right)\right)$ and we improve it to $1-\Omega\left(\eta \delta m b /\left(d n^{2}\right)\right)$. The important finding is that in the overparameterized regime, a deeper NN does not lead to slower convergence, but rather achieves a similar convergence rate as a shallow NN. One can further note that we improved the bound of $Z o u$ and $\mathrm{Gu}(2019)$ on $m$ by the factor $n^{-3} L^{-1}$ for GD and $n^{-8} L^{-2}(n / b)^{-3} \delta^{3}$ for SGD. Furthermore, our lower bound on the number of epochs $t$ in Theorem 3.2 improves the one of Allen-Zhu et al. (2019b) by a factor of order $n^{-2} L^{-2}$, where there
is no explicit bound in Zou and Gu (2019).
Appendix B.12 extends the above bounds to convex loss functions, which include the cross-entropy for classification and a special loss function proposed in Kumar et al. (2023). The convergence rate for these functions is different, but $\alpha=-1$ is still optimal for their bounds.

Next, we establish an upper bound of the generalization error of a NN trained using GD, where an analogous bound when using SGD is specified in Theorem B. 12 in Appendix B.10. We first follow the previous analysis of generalization in overparameterized NNs by Cao and Gu (2020) and establish the corresponding bound for our setting with Leaky ReLU activation function.

Theorem 3.4. Assume the setup of \$2 with GD, where $m=\Theta\left(\frac{n^{10+2 \tau} L^{15+2 \tau} d^{1+2 \tau}}{\delta^{4-2 \tau}}\right)$ for $\tau>0$ and $\eta=\Theta\left(\frac{d}{n L^{2} m}\right)$. Assume further that $m$ is larger than its lower bound and $\eta$ is smaller than its upper bound in Theorem 3.1 (by an appropriate choice of the hidden constants in $\Theta$ and compared to the constants hidden in the lower bound of $m$ and in the upper bound of $\eta$ in Theorem (3.1). Then at a given training epoch $t \leq T$ (see (4) for $T$ ), with probability at least $1-e^{-\Omega(\ln m)}$, the generalization error is bounded as follows

$$
\begin{align*}
& R\left(\boldsymbol{W}^{(t)}\right) \leq \gamma^{t} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)+\min \left\{O\left(\frac{d^{3 / 2+\tau} \delta^{\tau} n^{1 / 2+\tau}}{L^{1 / 2-\tau} \ln m}\right),\right. \\
& \left.O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{d^{1 / 3} t^{4 / 3}}{m^{1 / 6} n^{2 / 3} L^{2 / 3}}\right)\right\}+\min \left\{O\left(\frac{\sqrt{d \ln m} t}{n L}\right),\right. \\
& \left.O\left(\frac{n^{1 / 2+\tau} L^{2+\tau} d^{1 / 2+\tau}}{\delta^{1 / 2-\tau} \ln m}\right)\right\}+O\left(d \sqrt{\frac{\ln m}{n}}\right) . \tag{7}
\end{align*}
$$

In Appendix A. we clarify the above estimates for different regimes for the number of training epochs, $t$. In particular, we indicate a tradeoff between the first training term and the other NN-complexity terms (excluding the last term of data complexity) and show that we cannot make both of these kinds of terms sufficiently small. Stopping at a sufficiently small number of epochs results in a bound of the generalization error of order $O(\ln (m))$, which is also of order $O(\ln (n))$. This bound is composed of several terms. The term which contributes $O(\ln (m))$ is due to the training error and one cannot expect a better bound for it when having a small number of epochs. The rest of the terms do converge when $n$ and $L$ are sufficiently large and in this latter regime the overall bound is minimized when $\alpha=-1$. On the other hand, for larger numbers of epochs overfitting is observed, which results in divergent generalization error. Exploring the dependence of the generalization bound on $t$ is advantageous to an epochindependent bound, like the one pursued by Cao and Gu (2020) for classification instead of regression. Indeed, the bound of Cao and Gu (2020) is $\Theta\left(\operatorname{poly}(n) \cdot n^{-1 / 2}\right)$, which is significantly larger than $O(\log (n))$.

For very special datasets (e.g., single-layer ReLU NN separability) Cao and Gu (2020) reduced the term poly $(n)$ so their overall bound is sufficiently small. A natural, but more complicated, extension of this to regression is to consider datasets well-approximated by $L$-layer leaky ReLU NNs. In Appendix B.11, we improve the convergence rate, the lower bound of $m$ (so its dependence on $n$ is linear) and the generalization error bound for such datasets. However, for a large number of epochs we still notice overfitting with divergent generalization error (with a smaller rate of increase to infinity than for general datasets).

At last, Kumar et al. (2023) claimed that when using the loss function discussed in (137) of Appendix B.12 minimizing a particular generalization error bound is equivalent to minimizing the latter loss function for training. Therefore, if $\alpha=-1$ is optimal for the training error, then it is also optimal for the generalization error bound. Since we verified the optimality of $\alpha=-1$ for our upper bound of the convergence rate in Appendix B. 12 and experimentally demonstrated instances where this bound is comparable to the actual convergence rate in Figure 2, we get some numerical evidence that for the latter instances $\alpha=-1$ is optimal for bounding the generalization error.

## 4 IDEAS OF PROOFS

Our proofs follow ideas of Allen-Zhu et al. (2019b), Zou and Gu (2019) and Cao and Gu (2020) and adapt them to the general case of Leaky ReLU with $\alpha<1$. It also adapts Cao and Gu (2020) to regression. We first sketch in 4.1 the basic ideas of our proofs, while we supplement all details in the appendix. We then highlight some of the innovative ideas in 4.2

### 4.1 Sketch of Proofs

We describe here a quick roadmap to verifying the theory. The proofs of Theorems 3.1 and 3.2 follow the initial framework of Allen-Zhu et al. (2019b), which was later followed by Zou and $\mathrm{Gu}(2019)$, but consider the effect of using any leaky RELU with $\alpha<1$.

These proofs use the following two lemmas, which are proved in B.5 and B.4 Let us first clarify their notation. We denote by $\|\boldsymbol{X}\|_{2}$ and $\|\boldsymbol{X}\|$ the spectral and Frobenius norms of a matrix $\boldsymbol{X}$. For $\boldsymbol{W}=\left(\boldsymbol{W}_{1} \ldots \boldsymbol{W}_{L}\right)$ and $\boldsymbol{V}=\left(\boldsymbol{V}_{1} \ldots \boldsymbol{V}_{L}\right)$, we define $\left\|\left(\boldsymbol{W}_{1} \ldots \boldsymbol{W}_{L}\right)\right\|_{F}^{2}:=\sum_{l \in[L]}\left\|\boldsymbol{W}_{l}\right\|_{F}^{2}$, $\left\|\left(\boldsymbol{W}_{1} \ldots \boldsymbol{W}_{L}\right)\right\|_{2}:=\max _{l \in[L]}\left\|\boldsymbol{W}_{l}\right\|_{2}$ and $\langle\boldsymbol{W}, \boldsymbol{V}\rangle:=$ $\sum_{l \in[L]}\left\langle\boldsymbol{W}_{l}, \boldsymbol{V}_{l}\right\rangle$. We denote by $\boldsymbol{W}^{\prime}$ a perturbation of $\boldsymbol{W}$.

Lemma 4.1 (Semi-smoothness). Assume the setup of $\$ 2$ If $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|_{2}<\omega<O\left(\frac{1}{L^{9 / 2} \ln ^{3 / 2} m}\right)$ and $\left\|\boldsymbol{W}^{\prime}\right\|_{2}<\omega$,
then with a probability at least $1-e^{-\Omega(m)}$

$$
\begin{align*}
& \mathcal{L}\left(\boldsymbol{W}+\boldsymbol{W}^{\prime}\right) \leq \mathcal{L}(\boldsymbol{W})+\left\langle\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W}), \boldsymbol{W}^{\prime}\right\rangle \\
& +\frac{n L^{2} m}{d} O\left(\left\|\boldsymbol{W}^{\prime}\right\|_{2}^{2}\right) \\
& +\frac{(1-\alpha) \omega^{1 / 3} L^{2} \sqrt{m n \mathcal{L}(\boldsymbol{W}) \ln m}}{\sqrt{d\left(1+\alpha^{2}\right)}} O\left(\left\|\boldsymbol{W}^{\prime}\right\|_{2}\right) . \tag{8}
\end{align*}
$$

Lemma 4.2 (Gradient bounds). Assume the setup of \$2. If $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|_{2}<\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$, then with a probability at least $1-e^{-\Omega\left(m \delta^{2} / L^{3}\right)}$

$$
\begin{align*}
& \left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} \leq \mathcal{L}(\boldsymbol{W}) O\left(\frac{m n}{d}\right), \quad \text { for } \quad l \in[L]  \tag{9}\\
& \left\|\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} \geq \mathcal{L}(\boldsymbol{W}) \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta m}{n d}\right) \tag{10}
\end{align*}
$$

We note that the factor $(1-\alpha) / \sqrt{1+\alpha^{2}}$ appears in both (8) and 10 , where it is squared in 10 . This factor is the derivative gap in Leaky $\operatorname{ReLU}$, i.e., $\tilde{\sigma}_{\alpha}^{\prime}(0+)-\tilde{\sigma}_{\alpha}^{\prime}(0-)$, which can be viewed as a measure of nonlinearity. Its value is larger for Leaky ReLU with $\alpha<0$ than for ReLU (with $\alpha=0$ ) and maximized at $\alpha=-1$. Our analysis below, which combines the bounds in (8) and $\sqrt{10}$, shows that Leaky ReLU with $\alpha<0$ leads to better control of the decay of the loss function than ReLU and that the best control is at $\alpha=-1$.
Theorem 3.1 can be proved as follows. Let $\boldsymbol{W}:=\boldsymbol{W}^{(t)}$ and $\boldsymbol{W}^{\prime}:=-\eta \nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)$ and note that by gradient descent, $\boldsymbol{W}+\boldsymbol{W}^{\prime}=\boldsymbol{W}^{(t+1)}$. Denoting $\mathcal{L}^{(t)}:=\mathcal{L}\left(\boldsymbol{W}^{(t)}\right)$ and applying (8) of Lemma 4.1 we can conclude that with a probability of at least $1-e^{-\Omega(m)}$, the following inequality holds

$$
\begin{align*}
& \mathcal{L}^{(t+1)} \leq \mathcal{L}^{(t)}-\eta\left\langle\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}, \nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\rangle  \tag{11}\\
& +\frac{\eta(1-\alpha) \omega^{\frac{1}{3}} L^{2} \sqrt{m n \mathcal{L}^{(t)} \ln m}}{\sqrt{d\left(1+\alpha^{2}\right)}} O\left(\left\|\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\|_{2}\right)  \tag{12}\\
& +\frac{\eta^{2} n L^{2} m}{d} O\left(\left\|\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\|_{2}^{2}\right) \tag{13}
\end{align*}
$$

Using 10 we bound $\sqrt{\mathcal{L}^{(t)}}$ as follows with probability at least $1-e^{-\Omega\left(m \delta^{2} / L^{3}\right)}$ :

$$
\begin{equation*}
\sqrt{\mathcal{L}^{(t)}} \leq \frac{\sqrt{1+\alpha^{2}}}{1-\alpha} O\left(\sqrt{\frac{n d}{\delta m}}\right)\left\|\nabla_{W} \mathcal{L}^{(t)}\right\|_{F} \tag{14}
\end{equation*}
$$

Applying (14), we control the term in (12), with probability at least $1-e^{-\Omega\left(m \delta^{2} / L^{3}\right)}$, by

$$
\begin{equation*}
\eta \omega^{1 / 3} n L^{2}(\sqrt{\ln m} / \sqrt{\delta}) O\left(\left\|\nabla_{W} \mathcal{L}^{(t)}\right\|_{F}^{2}\right) \tag{15}
\end{equation*}
$$

Using $\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln 3^{3 / 2} m}\right)$, which is required by Lemma 4.2. we reduce 15 to $\eta\left\|\nabla_{W} \mathcal{L}^{(t)}\right\|_{F}^{2} / 3$. Using
$\eta<O\left(d /\left(n L^{2} m\right)\right)$, which is required in Theorem 3.1, we reduce the bound in 13 to $\eta\left\|\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\|_{F}^{2} / 3$.
Next, we apply these bounds to the respective terms in 11. and use the identity $\langle\boldsymbol{X}, \boldsymbol{X}\rangle=\|\boldsymbol{X}\|_{F}^{2}$ for a vector of matrices $\boldsymbol{X}=\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{L}\right)$ to reduce (11) to

$$
\begin{equation*}
\mathcal{L}^{(t+1)} \leq \mathcal{L}^{(t)}-1 / 3 \eta\left\|\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\|_{F}^{2} \tag{16}
\end{equation*}
$$

Further application of the lower bound in 10 to the above equation results in $\mathcal{L}^{(t+1)} \leq \gamma \mathcal{L}^{(t)}$ with $\gamma$ specified in (4) and we consequently conclude (3) of Theorem 3.1
The above argument holds for one training step with probability at least $1-e^{-\Omega(m)}$. This argument extends to $T$ steps with probability at least $1-T e^{-\Omega(m)}$. We note that the number of epochs $T$ can be bounded using the bound $\epsilon$ on the training error, the convergence rate in (4) and the estimate $\mathcal{L}\left(\boldsymbol{W}^{(0)}\right) \leq O(n \sqrt{\ln m})$, which is shown in Appendix B. 6 as follows:

$$
\begin{aligned}
T & =\ln \left(\epsilon / \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right) / \ln \gamma \leq \Theta(\ln (\epsilon / n \sqrt{\ln m}) / \ln \gamma) \\
& \leq O\left(\frac{n d}{\eta \delta m}\left(\ln \epsilon^{-1}+\ln (n \sqrt{\ln m})\right)\right)
\end{aligned}
$$

Thus the total probability to ensure $T$-steps training with training error lower than $\epsilon$ is at least $1-O\left(\frac{n d}{\eta \delta m}\left(\ln \epsilon^{-1}+\right.\right.$ $\ln (n \sqrt{\ln m}))) e^{-\Omega(m)}$. Given that $m>\Omega\left(\operatorname{poly}\left(n, L, d, \delta^{-1}\right)\right)$ and $m>\Omega\left(\ln \ln \epsilon^{-1}\right)$, this probability is of order $1-e^{-\Omega(m)}$.

In Appendix B.6, we demonstrate that the inequality $\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|_{2}<\omega<O\left(\delta^{3 / 2} /\left(n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m\right)\right)$ holds with probability at least $1-e^{-\Omega(\ln m)}$. Note that the latter bound implies the conditions for both Lemmas 4.1 and 4.2 and thus concludes the proof of Theorem 3.1
The proof of Theorem 3.2 is detailed in 8.7 . We briefly describe the proof idea as follows. First, we use a similar argument as in the proof of Theorem 3.1 to bound the expectations of the loss functions at each step. Second, we use (9) to find an absolute upper bound of the loss functions. By combining these two bounds and using Azuma's inequality, we derive the decay of the loss function in (5) with the convergence rate in (6) in Theorem 3.2. Finally, we verify that the conditions for Lemma 4.1 and Lemma 4.2 are satisfied when the NN width satisfies $m / \ln ^{4} m>\left(1+\alpha^{2}\right)^{4} /(1-$ $\alpha)^{8} \Omega\left(n^{8} L^{15} d /\left(b \delta^{5}\right)\right)$ and thus conclude the theorem.

The proof of Theorem 3.4 which appears in $\$ \overline{B .9}$, relies on the following lemma that bounds the generalization error for a class of NNs whose parameters are close to $\boldsymbol{W}^{(0)}$.
Lemma 4.3 (Generalization error with perturbation). Assume the setup of \$2, where $\alpha$ is the leaky ReLU parameter. If $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$, then with probability at least $1-e^{-\Omega(\ln m)}$

$$
\begin{gathered}
R(\boldsymbol{W}) \leq \frac{1}{n} \mathcal{L}(\boldsymbol{W})+\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(d(\ln m) \sqrt{m} L^{2} \omega^{4 / 3}\right)+ \\
O(d \sqrt{m(\ln m) / n} L \omega)+O(d \sqrt{\ln m / n})
\end{gathered}
$$

The proof of Lemma 4.3 which appears in Appendix B. 8 follows similar ideas as those of Cao and Gu 2020) but adapted to the different task of regression. Theorem 3.4 is a consequence of this lemma and two different estimates of the size of $\omega$ during training. The first estimate controls $\omega$ during the entire training with GD, regardless of how large the training epoch is, and is expressed in Lemma B. 9 The second estimate uses direct bounds of the learning steps and provides a better upper bound of $\omega$ when the training epoch is small.

### 4.2 Discussion of Innovation

While we followed, extended and improved an existing proof framework, we would like to emphasize some innovation in our proof techniques. To begin with, it is difficult to directly extend the previous methods to any leaky ReLU with $\alpha<1$. Our idea of rescaling the leaky ReLU activation function, along with the observation that, with rescaled initialization, it is equivalent to using the unscaled leaky ReLU, helped tremendously simplify our initial technical and complex effort. This allowed us to elegantly use the previous ideas and further improve them. Additional technical steps that are required to address the case $\alpha \neq 0$ can be noticed in the proofs of Lemmas B. 1 B. 2 B. 4 and B. 7
We have also made notable improvements to previous estimates. In particular, we improved the lower bound for the gradient established by Zou and $\mathrm{Gu}(2019)$ by a factor of $L$. We also eliminated the previous dependence of the convergence rate on a negative power of $L$, which was undesirable as it implied that deeper networks might experience slower convergence. This demonstrates that the convergence rate of deep neural networks is at least comparable to that of shallow neural networks. Specifically, the later estimates can be found in the proof of Lemma 4.2 in Appendix B.4 They are motivated by a suggestion from Allen-Zhu et al. (2019b) to incorporate gradients from all layers' parameters, departing from previous estimates that solely relied on the gradients of parameters from the last layer. More specifically, improved lower bounds for the gradients from all layers' parameters can be found in Lemma B. 7 in Appendix B. 4 We also obtained a tighter bound for the spectral norm of $\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}$ when using SGD. This improved the lower bound on the width $m$ for training convergence by a factor of order $n^{-8} L^{-2}(n / b)^{-3} \delta^{3}$.

Additionally, a more careful and fresh look helped improve the interpretation of the results. In particular, noting the effect on the number of epochs $t$ on the generalization error, while developing tighter bounds when $t$ was sufficiently small, helped with a meaningful bound on the generalization error. Another example includes making all the probabilities dependent on $m$, a choice we deemed more suitable for the overparameterized regime. Furthermore, to avoid the hidden dependence of $\delta$ on $L$ in the previous works, we had to develop some careful mathematical estimates (see 29 in the appendix),


Figure 1: Log-scale training and testing errors using different datasets and different $\alpha$ 's. From left to right: synthetic dataset, F-MNIST and CIFAR-10. Top row: training errors. Bottom row: testing errors.
so we could explicitly identify the dependence on $L$ and relax the previous assumption $\delta<O(1 / L)$ to $\delta<O(1)$.

## 5 NUMERICAL EXPERIMENTS

As our theory deals only with upper bounds, we conduct numerical experiments to examine the dependence of the actual training convergence rate and generalization error, particularly at an early epoch, on the parameter $\alpha$. Our main goal is to determine whether $\alpha=-1$ is the optimal choice for convergence and generalization in overparameterized NNs with LeakyReLU activation functions. Appendix Cprovides additional experiments.

### 5.1 Setup

We summarize our implementation for the following datasets. We provide additional details in ©. 1

Synthetic dataset: We simulate a dataset which contains 1,000 data points in $\mathbb{R}^{5}$ i.i.d. sampled from a normalized Gaussian distribution, $N\left(0, \boldsymbol{I}_{5}\right)$. We verified that Assumption 2.1 holds for the generated dataset with $\delta=0.21$. We generate real-valued labels, $y$, by the following noisy nonlinear function of $\boldsymbol{x}$ :

$$
\begin{aligned}
y & =\sin \left(10 x_{1}+20 x_{2}^{3}\right)+\cos \left(3 x_{3}+5 x_{4}^{2}\right) \\
& +2 /\left(1+\operatorname{ReLU}\left(0.05+x_{5}\right)\right)^{1 / 2}+2 x_{1} x_{5}+\varepsilon
\end{aligned}
$$

where $\varepsilon \sim N(0,0.01)$. We construct NNs with five hidden layers, $m=5,000$ and leaky ReLUs with $\alpha \in\{-2,-1,0,0.01,0.05\}$. We initialize the NNs by Algorithm 1 and train them with GD using the MSE loss.

F-MNIST: This standard grayscale image classification benchmark consists of ten classes (Xiao et al. 2017). We build NNs with two hidden layers and width $m=2,000$. We use leaky ReLUs with $\alpha \in\{-2,-1,0,0.01,0.05\}$. We initialize the NNs by Algorithm 1 and train them using SGD with batch size 64 and the cross entropy loss.
CIFAR-10: This is another standard dataset for image classification (Krizhevsky et al. 2009). It consists of ten classes of RGB natural images. We modify the architecture of VGG19 (Simonyan and Zisserman, 2014) with four convolutional layers (width 512) and two linear layers (width 512) using Leaky ReLUs with $\alpha \in\{-2,-1,0,0.05\}$. We use Algorithm 1 to initialize the NNs and train them using SGD with batch size 64 and cross entropy loss.

To ensure that $m$ is sufficiently large with respect to $n$, we randomly sample subsets of F-MNIST and CIFAR-10 (see more details in Appendix C.1).

### 5.2 Results

Figure 1 demonstrates both training errors (top) and testing errors (bottom) for the synthetic dataset, F-MNIST and CIFAR-10 (from left to right) for different $\alpha \mathrm{s}$. We

Table 1: Training and testing errors for the three main datasets. The first three rows report the training error at the last epoch. The next ones report the testing error at an early epoch $(t=30$ for synthetic, $t=20$ for F-MNIST and $t=200$ for CIFAR-10).

| METRIC | DATASET | $\alpha=-2$ | $\alpha=-1$ | $\alpha=0$ | $\alpha=0.05$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| FINAL TRAINING | SYNTHETIC | $0.039 \pm 0.002$ | $\mathbf{0 . 0 2 2} \pm 0.002$ | $0.197 \pm 0.013$ | $0.245 \pm 0.022$ |
|  | F-MNIST | $0.096 \pm 0.009$ | $\mathbf{0 . 0 7 6} \pm 0.008$ | $0.211 \pm 0.018$ | $0.229 \pm 0.032$ |
|  | CIFAR-10 | $0.019 \pm 0.001$ | $\mathbf{0 . 0 1 8} \pm 0.001$ | $0.024 \pm 0.001$ | $0.027 \pm 0.001$ |
| EARLY Epoch | SYNTHETIC | $1.914 \pm 0.067$ | $\mathbf{1 . 7 7 5} \pm 0.065$ | $2.086 \pm 0.173$ | $2.313 \pm 0.218$ |
|  | F-MNIST | $2.371 \pm 0.103$ | $\mathbf{2 . 3 6 2} \pm 0.053$ | $2.442 \pm 0.067$ | $2.470 \pm 0.092$ |
|  | CIFAR-10 | $0.146 \pm 0.004$ | $\mathbf{0 . 1 4 3} \pm 0.005$ | $0.169 \pm 0.012$ | $0.173 \pm 0.007$ |

remark that we use the testing error as an approximation of the generalization error. Observing the training errors in the top row we note that the convergence is fastest for the NN with $\alpha=-1$ and the ranking of $\alpha$ from fastest to slowest convergence corresponds to the one predicted by our theory; that is, if $\alpha$ obtains a lower estimate for $\gamma$ in (4) than $\alpha^{\prime}$, then it results in faster convergence in our experiments. Observing the testing errors, we note that around a small training epoch (e.g., 30 for the synthetic dataset, 20 for F-MNIST, and 200 for CIFAR-10), the testing error is smallest when $\alpha=-1$. However, at larger training epochs the gaps of the testing errors are small for most of the $\alpha$ s.

To get a better quantitative idea, Table 1 summarizes for the different data sets the training error at the last epoch and the testing error at an early epoch. We ran the experiments 10 times and reported the mean and standard deviations (std's). We note that the std's are small and for better visualization we did not include them in Figure 1 We observe that choosing $\alpha=-1$ gives the least final training error in all datasets. Compared to ordinary ReLU, our choice of $\alpha=-1$ reduces the final training error by at least $22 \%$ (CIFAR-10) and at most $91 \%$ (synthetic). At early training epoch, compared to ordinary ReLU, the choice of $\alpha=-1$ reduces the testing error by at least $4 \%$ (F-MNIST) and at most $15 \%$ (CIFAR-10). This correlates with the predictions we made by our theory that the optimal bounds of the convergence rate and generalization error (at a sufficiently small epoch) are achieved with $\alpha=-1$.

Lastly, we compare the theoretically predicted upper bounds of the convergence rate and the empirical convergence rates with different $\alpha$ s. For this purpose, we ran experiments using the synthetic dataset and California housing (see its detailed description in Appendix C.1 with choices of $\alpha$ from $[-10,0.5]$. We approximate the convergence rate for each $\alpha$ using the training errors from the experiments at time steps 100 (i.e., $\mathcal{L}^{(100)}$ ) and 1,000 (i.e., $\left.\mathcal{L}^{(1000)}\right)$. The empirical convergence rate is calculated as

$$
\hat{\gamma}(\alpha):=\left(\mathcal{L}^{(1000)} / \mathcal{L}^{(100)}\right)^{1 / 900}
$$

To simplify our upper bound, we denote the constant $\Omega\left(\frac{\eta \delta m}{n d}\right)$ in 4 by $C_{\gamma}$ and estimate its value based on
the calculated convergence rate at $\alpha=0$ as

$$
\begin{equation*}
C_{\gamma}:=C_{0}(1-\hat{\gamma}(0)), \tag{17}
\end{equation*}
$$

where we choose $C_{0}=1$ for the synthetic dataset and $C_{0}=0.5$ for California housing. Consequently, we obtain our theoretical upper bounds of the convergence rates

$$
\begin{aligned}
& \gamma(\alpha)=1-0.00143 \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \text { for the synthetic dataset, } \\
& \gamma(\alpha)=1-0.000537 \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \text { for California housing. }
\end{aligned}
$$

Figure 2 compares the theoretical upper bound of the convergence rate, $\gamma(\alpha)$, with the experimental convergence rate $\hat{\gamma}(\alpha)$ for the tested values of $\alpha \mathrm{s}$. It is interesting to note that the predicted upper bound dependence on $\alpha$ correlates very well with both numerical experiments.

Appendix C. 2 includes additional details and numerical results. In particular, it performs experiments similar to the ones reported in Figure 1, while incorporating the datasets MNIST, California housing and IMDb movie reviews; the architectures of recurrent NNs and transformer NNs; and another loss function for regression. It also demonstrates how the training and testing errors depend on the NN hyperparameters (e.g., depth and width).

All codes are available at https://github.com/sli743/ leakyReLU

## 6 DISCUSSION

We established a mathematical theory that clarifies the impact of the Leaky ReLU parameter on bounds of both the training error convergence rate and the generalization error for overparameterized NNs. We showed that the absolute value function yields the optimal convergence rate bound for the training error and also the optimal generalization error bound when the training epoch is sufficiently small, with a sufficiently large dataset and a deep NN. Our extensive empirical tests support using the absolute value function for effective training of overparameterized NNs and for effective generalization with sufficiently small epochs and sufficiently large datasets and deep overparameterized NNs.


Figure 2: Comparison of the "shape" of the theoretical upper bound of the training convergence rate (orange line) with the calculated convergence rate (blue dots). We used the synthetic dataset (left) and California housing dataset (right) with different values of $\alpha$ 's.

There are different possible extensions of our theory. For example, it is useful to extend it to other structured NNs, such as convolutional NNs (CNNs), while allowing any Leaky ReLU. Allen-Zhu et al. (2019b) established convergence for overparameterized CNNs with ReLU and one can directly extend their analysis to any Leaky ReLU. Nevertheless, it still remains open to extend the generalization theory to other structured NNs. Furthermore, it is useful to study the training convergence and generalization for larger classes of activation functions, such as the Gaussian error linear unit (Hendrycks and Gimpel 2016).

Our work has three major limitations. First, our generalization error bound is not sufficiently small. Nevertheless, we believe it still indicates some interesting and relevant phenomena, in particular, the behavior when stopping at an early epoch. We further improved our estimates for a special class of datasets, although we observed that it was not sufficiently small in general. This is likely due to the fact that the regression setting poses greater challenges than classification. We also highlighted the possible implications of Kumar et al. (2023) to a generalization estimate given tight training error bounds.

Second, the lower bound that we require on the width, $m$, is generally unrealistically large and we thus find it important to extend our theory to lower values of $m$. Developing such a theory seems to require a careful analysis of nonlinear dynamical systems, given that current methods aim to linearize the underlying dynamical system. Nevertheless, for the special class of datasets discussed in Appendix B.11 we were able to provide a
satisfying linear dependence of the lower bound of $m$ on $n$.
Lastly, to theoretically guarantee the use of $\alpha=-1$, we need to develop respective lower bounds. We are not aware of useful and generic lower bounds and we find it rather difficult to develop them. Nevertheless, we still believe that making predictions based on the carefully developed upper bound and empirically testing them is valuable for practitioners. Indeed, our numerical results indicate the optimality of $\alpha=-1$ in many scenarios of overparameterized networks. On the other hand, we are unaware of much practical guidance that stems from the many other important and fundamental estimates in the study of overparameterized NNs. Additionally, Figure 2 shows cases where our upper bound for the convergence rate aligns with the observed convergence rate.
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(a) Citations of the creator If your work uses existing assets. [Yes/No/Not Applicable] Yes.
(b) The license information of the assets, if applicable. [Yes/No/Not Applicable] Yes.
(c) New assets either in the supplemental material or as a URL, if applicable. [Yes/No/Not Applicable] Not Applicable: We do not produce new assets.
(d) Information about consent from data providers/curators. [Yes/No/Not Applicable] Not Applicable.
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(e) Discussion of sensible content if applicable, e.g., personally identifiable information or offensive content. [Yes/No/Not Applicable] Not Applicable.
5 . If you used crowdsourcing or conducted research with human subjects, check if you include:
(a) The full text of instructions given to participants and screenshots. [Yes/No/Not Applicable] Not Applicable.
(b) Descriptions of potential participant risks, with links to Institutional Review Board (IRB) approvals if applicable. [Yes/No/Not Applicable] Not Applicable.
(c) The estimated hourly wage paid to participants and the total amount spent on participant compensation. [Yes/No/Not Applicable] Not Applicable.

## Appendix

Section A discusses the generalization error bound, established in Theorem 3.4, under different regimes for the number of training epochs. Section B completes the proofs of the theorems stated in the main text and establishes four additional theorems: Theorem B.12, which bounds the generalization error when applying SGD; Theorem B. 16 , which bounds the convergence rate when using another loss function for regression; and Theorems B. 14 and B.15 which bound the convergence rate and generalization error, respectively, for a special class of datasets. Section describes additional numerical experiments and the full details of implementation for both the previous and the new experiments.

## A Discussion of the Generalization Error Bound

In this section, we clarify the estimates for generalization error in 7 for different regimes of the number of training epochs, $t$.

We first note that the last term in (7) can be sufficiently small for a sufficiently large sample size $n$, so we may ignore it. The first bounding term in (7) reflects the training error and the middle two bounding terms represent the NN complexity. There is a tradeoff between the training and NN-complexity terms, as we explain below; in particular, we cannot make both of them sufficiently small. We remark that the closest bound on the generalization error for overparameterized deep NNs was established in the context of classification using GD in Cao and Gu (2020). Their generalization bound is independent of the training epoch. Instead, their bound is of order $\Theta\left(\operatorname{poly}(n) \cdot n^{-1 / 2}\right)$ and is typically not small even for arbitrarily large $n$. For very special cases (e.g., linear separability) they reduced the term $\operatorname{poly}(n)$ so their overall bound is sufficiently small. In this work, we investigate the dependence of the generalization bound on $t$ for regression without making assumptions about the data distribution. Nevertheless, one may consider similar special assumptions as in Cao and Gu (2020) and apply them to our theory in order to better control our generalization bound.
To better understand the bound in (7), we apply the bound on $\gamma$ from Theorem 3.1 and our choice of $m$. We first quickly show that $T$ is at order of $\Theta\left((n L)^{2}\right)$, from $\$ 4$ we know that

$$
T=\ln \left(\epsilon / \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right) / \ln \gamma \leq \Theta(\ln (\epsilon / n \sqrt{\ln m}) / \ln \gamma)
$$

by using (3) and $\eta=\Theta\left(d /\left(n m L^{2}\right)\right)$, this upper bound is $\Theta\left((n L)^{2}\right)$, and when $n$ is large, a lower bound with the same order can be achieved. We observe two different regions of $t \leq \Theta\left((n L)^{2}\right)$ (in we show that $\Theta\left((n L)^{2}\right)$ approximates $T)$. When $t=\Theta\left((n L)^{1-\kappa}\right)$, where $0<\kappa<1$, the first 3 terms of $R\left(\boldsymbol{W}^{(t)}\right)$ are bounded by

$$
\exp \left(-\Omega\left(\frac{(1-\alpha)^{2} \delta}{\left(1+\alpha^{2}\right)(n L)^{1+\kappa}}\right)\right) O(\ln m)+\frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}} O\left(\frac{d^{1 / 6} \delta^{2 / 3}}{n L^{11 / 6}(n L)^{4 \kappa / 3}}\right)+O\left(\frac{\sqrt{d \ln m}}{(n L)^{\kappa}}\right)
$$

The last two terms above are sufficiently small for sufficiently large $n$ or $L$ and the first training term is of the order $O(\ln m)$ and is thus the dominant one. In practice, it can be reduced through careful initialization. We note that this dominant term is minimized at $\alpha=-1$. When $n$ and $L$ are not sufficiently large and the second bounding term is comparable to the first term, then the bound is minimized at a certain $\alpha$ between -1 and 1 . If, on the other hand, $t=\Omega\left((n L)^{(1+\kappa)}\right)$, where $0<\kappa \leq 1$, then the order of the NN-complexity terms of 7$]$ is $O\left(n^{\min \{\kappa, 1 / 2+\tau\}} L^{\min \{\kappa, 2+\tau\}}\right)$, which becomes extremely large when $n$ and $L$ grow. This illustrates the overfitting phenomenon in neural network training, where the generalization error bound increases significantly as the training error approaches zero. Overall, we note that a smaller bound is obtained when $t=\Theta\left((n L)^{1-\kappa}\right)$ and moreover overfitting occurs when $t=\Theta\left((n L)^{1+\kappa}\right)$. These observations support the benefit of early stopping. We remark that when $t=T$, which is roughly at $\Theta\left((n L)^{2}\right)$, we can express the upper bound in (7), excluding its last term, in terms of $\epsilon$ as follows:

$$
\begin{aligned}
& \epsilon+\min \left\{\left(\frac{(1-\alpha)^{11 / 3}}{\left(1+\alpha^{2}\right)^{11 / 6}}\right) O\left(\frac{d^{1 / 3} \delta^{4 / 3}}{m^{1 / 6} n^{10 / 3} L^{10 / 3}} \ln ^{4 / 3}(n \sqrt{\ln m} / \epsilon)\right), O\left(\frac{d^{3 / 2+\tau} \delta^{\tau} n^{1 / 2+\tau}}{L^{1 / 2-\tau} \ln m}\right)\right\} \\
& \quad+\min \left\{\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}}\right) O\left(\frac{d^{1 / 2} \delta \sqrt{\ln m}}{n^{3} L^{3}}\right) \ln (n \sqrt{\ln m} / \epsilon), O\left(\frac{n^{1 / 2+\tau} L^{2+\tau} d^{1 / 2+\tau}}{\delta^{1 / 2-\tau} \ln m}\right)\right\} .
\end{aligned}
$$

The examination of our above theoretical results on generalization error bounds reveals two weaknesses when compared to the convergence theorems, that is, Theorems 3.1 and 3.2 . Firstly, unlike the convergence rate that guarantees the training error's convergence, the generalization error bound doesn't assure a convergence to zero. Consequently, this bound may not offer a precise guideline about the optimal choice of $\alpha$, especially when the number of epochs is large.

Secondly, $\alpha=-1$ is the optimal choice for the generalization error bound when training terminates early and both $n$ and $L$ are sufficiently large. In contrast, the convergence theorem asserts that $\alpha=-1$ consistently ensures the fastest convergence. Numerical results align with these observations.

## B Proofs

We detail the proofs of Lemmas 4.1, 4.2 and 4.3 and the conclusion of Theorems 3.1 , 3.2 and 3.4 from these lemmas. Moreover, we formulate and prove some the following additional theorems: a theorem that bounds the generalization error when using SGD, which is the analog of Theorem 3.4 for SGD instead of GD; theorems that improve our estimates for for a special class of datasets; and a theorem for the convergence theory when using a different loss function. Section B.1 introduces notation needed for the proof, $\S B .2$ quantifies the bounds for the initial weights, $\S B .3$ extends the latter bounds to weights within a small perturbation around the initialization, $\S$ B.4 proves the lower and upper bounds for the gradient at initial weight and within a small perturbation (Lemma 4.2, §B.5 shows the proof of semi-smoothness (Lemma 4.1), §B.6 and $\S$ B. 7 conclude the main theorem for gradient descent and stochastic gradient descent (Theorem 3.1 and 3.2), $\S$ B.8 proves the upper bound of the generalization error for a class of NN functions (Lemma 4.3), $\$ \overline{\mathrm{~B} .9}$ concludes the generalization error bound for GD (Theorem 3.4 , $\$$ B.10 formulates and clarifies an upper bound of the generalization error for SGD, B.11introduces a special dataset and establishes theorems on the convergence rate bound and generalization error bound using this dataset, and $\$ \sqrt{B} .12$ extends Theorem 3.1 and provides bounds of the convergence rate for a special loss function.

For the study of training convergence, we follow the notation and proof framework of Allen-Zhu et al. (2019b), while incorporating the improvements suggested by Zou and Gu (2019) and some additional ones. For the study of the generalization error, we follow the proof framework of Cao and Gu (2020) while extending the latter work to the task of regression. Whenever previous ideas require adaptation to Leaky ReLUs or to some of our technical contributions (summarized in $\$ 4.2$, we prefer to repeat and even add more details so the reader can fully follow the current text and will not need to switch between references. However, when we feel that the ideas of previous works directly extend to our setting we formulate the analogous lemmas without proving them.

## B. 1 Notation

Throughout this appendix, we denote the entries of a vector $\boldsymbol{x} \in \mathbb{R}^{m}$ by $x_{j}$ or $(\boldsymbol{x})_{j}, j \in[m]$. We denote the entries of a matrix $\boldsymbol{A} \in \mathbb{R}^{m \times m}$ by $A_{i j}$ or $(\boldsymbol{A})_{i j}, i, j \in[m]$. For $i \in[m]$, the $i$ th row vector of a matrix $\boldsymbol{A}$ is denoted by $\boldsymbol{A}_{i,}$. and its $i$ th column vector is denoted by $\boldsymbol{A}_{\cdot, i}$. The default norm $\|\cdot\|$ is the $\ell_{2}$ norm. We denote by $1_{E}$ the indicator function of the event $E$, which equals 1 when $E$ occurs and 0 otherwise. We denote by $\mathcal{B}_{1}^{m}$ the unit ball in $\mathbb{R}^{m}$.
We use the rescaled leaky ReLU introduced in (2) as the activation function of the neural networks under consideration. When acting on each coordinate of a vector $\boldsymbol{x} \in \mathbb{R}^{p}$ we express its action using the following diagonal matrix $\boldsymbol{D}_{\boldsymbol{x}}$ :

$$
\begin{equation*}
\tilde{\sigma}_{\alpha}(\boldsymbol{x})=\boldsymbol{D}_{\boldsymbol{x}} \boldsymbol{x}, \text { where }\left(\boldsymbol{D}_{\boldsymbol{x}}\right)_{j j}=\frac{1_{x_{j} \geq 0}}{\sqrt{1+\alpha^{2}}}+\frac{\alpha 1_{x_{j}<0}}{\sqrt{1+\alpha^{2}}} \quad \text { and for } k \neq j\left(D_{\boldsymbol{x}}\right)_{k j}=0 \tag{18}
\end{equation*}
$$

For $i \in[n]$ and a data point $\boldsymbol{x}_{i} \in \mathbb{R}^{p}$, We inductively define

$$
\begin{equation*}
\boldsymbol{g}_{i, l}:=\boldsymbol{W}_{l} \boldsymbol{h}_{i, l-1}, \boldsymbol{h}_{i, l}:=\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{i, l-1}\right) \equiv \tilde{\sigma}_{\alpha}\left(\boldsymbol{g}_{i, l}\right), \boldsymbol{h}_{i, 0}=\boldsymbol{A} \boldsymbol{x}_{i} \tag{19}
\end{equation*}
$$

and use the notation $h_{i, l, k}:=\left(\boldsymbol{h}_{i, l}\right)_{k}$ and $g_{i, l, k}:=\left(\boldsymbol{g}_{i, l}\right)_{k}$. We denote

$$
\boldsymbol{D}_{i, l}:=\boldsymbol{D}_{\boldsymbol{g}_{i, l}} \quad \text { and } D_{i, l, j j}:=\left(\boldsymbol{D}_{i, l}\right)_{j j} \equiv \frac{1_{g_{i, l, j} \geq 0}}{\sqrt{1+\alpha^{2}}}+\frac{\alpha 1_{g_{i, l, j}<0}}{\sqrt{1+\alpha^{2}}}
$$

We further denote $\boldsymbol{D}_{0}:=\boldsymbol{I}$ and use the new notation to express the outputs of all hidden layers via matrix products (where according to the notation of $82 \boldsymbol{W}_{0} \equiv \boldsymbol{A}$ and $\boldsymbol{W}_{L+1} \equiv \boldsymbol{B}$ :

$$
\begin{aligned}
& \boldsymbol{g}_{i, 0}=\boldsymbol{h}_{i, 0}=\boldsymbol{A} \boldsymbol{x}_{i}, \\
& \boldsymbol{g}_{i, l}=\boldsymbol{W}_{l} \boldsymbol{D}_{i, l-1} \boldsymbol{W}_{l-1} \ldots \boldsymbol{W}_{2} \boldsymbol{D}_{i, 1} \boldsymbol{W}_{1} \boldsymbol{A} \boldsymbol{x}_{i}, \\
& \boldsymbol{h}_{i, l}=\boldsymbol{D}_{i, l} \boldsymbol{W}_{l} \boldsymbol{D}_{i, l-1} \boldsymbol{W}_{l-1} \ldots \boldsymbol{W}_{2} \boldsymbol{D}_{i, 1} \boldsymbol{W}_{1} \boldsymbol{A} \boldsymbol{x}_{i}, \\
& \boldsymbol{g}_{i, L+1}:=\boldsymbol{B} \boldsymbol{h}_{i, L} \equiv \boldsymbol{B} \boldsymbol{D}_{i, L} \boldsymbol{W}_{L} \boldsymbol{D}_{i, L-1} \boldsymbol{W}_{L-1} \ldots \boldsymbol{W}_{2} \boldsymbol{D}_{i, 1} \boldsymbol{W}_{1} \boldsymbol{A} \boldsymbol{x}_{i} .
\end{aligned}
$$

We denote the residual and its elements by

$$
\boldsymbol{e}_{i}:=\boldsymbol{g}_{i, L+1}-\boldsymbol{y}_{i}, e_{i, j}=\left(\boldsymbol{e}_{i}\right)_{j}
$$

and the loss function by

$$
\mathcal{L}(\boldsymbol{W}):=\sum_{i=1}^{n} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right):=\sum_{i=1}^{n} \frac{1}{2}\left\|\boldsymbol{y}_{i}-\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}\right)\right\|^{2} \equiv \frac{1}{2} \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} .
$$

Section 5 in Higham and Higham (2019) presents a comprehensive derivation for the gradient of the loss function in a neural network. In our case, the activation function derivative can be written as

$$
\frac{\partial h_{i, l, j}}{\partial g_{i, l, k}}=\delta_{j k} \cdot\left(\frac{1_{g_{i, l, k} \geq 0}}{\sqrt{1+\alpha^{2}}}+\frac{\alpha 1_{g_{i, l, k}<0}}{\sqrt{1+\alpha^{2}}}\right) \equiv D_{i, l, j k}, \text { for } l \in[L] .
$$

Denoting $\mathbf{B a c k}_{i, L+1}:=\boldsymbol{B}$ and $\mathbf{B a c k}_{i, l}:=\boldsymbol{B} \boldsymbol{D}_{i, L} \boldsymbol{W}_{L} \ldots \boldsymbol{W}_{l}$ (this is the backpropagation operator) we can express the derivative of the loss with respect to the $r t$ entry of $\boldsymbol{W}_{l}$, where $r, t \in[m]$, as

$$
\nabla_{\left(\boldsymbol{W}_{l}\right)_{r t}} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)=\left(\mathbf{B a c k}_{i, l+1}^{T} \boldsymbol{e}_{i}\right)_{r} D_{i, l, r r} \boldsymbol{h}_{i, l-1, t} .
$$

Similarly, the gradient of the loss according to the matrix $\boldsymbol{W}_{l}$ and according to its $k$ th row vector, $\left(\boldsymbol{W}_{l}\right)_{k, .}$, can be expressed as

$$
\begin{aligned}
\nabla_{\boldsymbol{W}_{l}} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right) & =\boldsymbol{D}_{i, l} \mathbf{B a c k}_{i, l+1}^{T} \boldsymbol{e}_{i} \boldsymbol{h}_{l-1}^{T}\left(\boldsymbol{x}_{i}\right), \\
\nabla_{\left(\boldsymbol{W}_{l}\right)_{k,},} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right) & =D_{i, l, k k}\left\langle\left(\mathbf{B a c k}_{i, l+1}\right)_{\cdot, k}, \boldsymbol{e}_{i}\right\rangle \boldsymbol{h}_{l-1}\left(\boldsymbol{x}_{i}\right) .
\end{aligned}
$$

For a vector $\boldsymbol{v} \in \mathbb{R}^{p}$, we denote its $\ell_{2}$ norm by $\|\boldsymbol{v}\|_{2}$ (where $\|\boldsymbol{v}\|_{2}^{2}=\sum_{j \in[p]} v_{j}^{2}$ ), $\ell_{\infty}$ norm by $\|\boldsymbol{v}\|_{\infty}=\max _{j \in[p]}\left|v_{j}\right|$, and $\ell_{0}$ "size" by $\|\boldsymbol{v}\|_{0}=\left|\left\{j \in[p]: v_{j} \neq 0\right\}\right|$. For a matrix $\boldsymbol{X} \in \mathbb{R}^{m \times m}$, we denote its spectral norm by $\|\boldsymbol{X}\|_{2}=\max _{j \in[m]}\left|\lambda_{j}(\boldsymbol{X})\right|$, Frobenius norm by $\|\boldsymbol{W}\|_{F}=\sqrt{\sum_{i, j \in[m]} W_{i j}^{2}}$, and $\ell_{0}$ "size" by $\|\boldsymbol{D}\|_{0}=\left|\left\{(i, j) \in[m]^{2}: D_{i j} \neq 0\right\}\right|$. For a vector of matrices $\boldsymbol{W}=\left(\boldsymbol{W}_{1}, \ldots, \boldsymbol{W}_{l}\right)$, where $\boldsymbol{W}_{1}, \ldots, \boldsymbol{W}_{l} \in \mathbb{R}^{m \times m}$, we define its $\ell_{2}$ norm by $\|\boldsymbol{W}\|_{2}:=\max _{l \in[L]}\left\|\boldsymbol{W}_{l}\right\|_{2}$ and Frobenius norm by $\|\boldsymbol{W}\|_{F}:=\sqrt{\sum_{l=1}^{L}\left\|\boldsymbol{W}_{l}\right\|_{F}^{2}}$. For simplicity of notation we use $\|\cdot\|$ instead of $\|\cdot\|_{2}$ for vectors, matrices and vectors of matrices.

Throughout this appendix, we apply Algorithm 1 to initialize the weights $\boldsymbol{W}, \boldsymbol{A}, \boldsymbol{B}$ for the neural network.
We use the big $O, \Omega$ and $\Theta$ notation. That is, $f=O(N)$ or $f=\Omega(N)$ if there exists $C>0$ and $N_{0} \in \mathbb{N}$ such that $f \leq C N$ or $f \geq C N$, respectively, for all $N>N_{0}$. Also, $f=\Theta(N)$ if and only if $f=O(N)$ and $f=\Omega(N)$.
Throughout this appendix, we may neglect the subscript $i$ or superscripts $(t)$ or ( 0 ) when there is no confusion.

## B. 2 Initialization

In this section, we focus on properties of the weights initialized by Algorithm 1 without training. We thus denote $\boldsymbol{W}:=\boldsymbol{W}^{(0)}$ and for any input vector $\boldsymbol{x} \in \mathbb{R}^{p}$ and $l \in[L]$

$$
\begin{aligned}
\boldsymbol{g}_{0} & =\boldsymbol{h}_{0}:=\boldsymbol{A} \boldsymbol{x} \\
\boldsymbol{g}_{l} & :=\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{\boldsymbol{g}_{l-1}} \ldots \boldsymbol{W}_{2}^{(0)} \boldsymbol{D}_{\boldsymbol{g}_{1}} \boldsymbol{W}_{1}^{(0)} \boldsymbol{A} \boldsymbol{x} \\
\boldsymbol{h}_{l} & :=\boldsymbol{D}_{\boldsymbol{g}_{l}} \boldsymbol{g}_{l}
\end{aligned}
$$

For simplicity, we denote $\boldsymbol{D}_{l}:=\boldsymbol{D}_{\boldsymbol{g}_{l}}$.
We first establish Lemma B. 1 which controls the norms of the outputs of the hidden layers with high probability. We then establish Lemma B. 2 that upper bounds $\max _{i \neq j \in[n]}\left\langle\boldsymbol{h}_{i, l} /\left\|\boldsymbol{h}_{i, l}\right\|, \boldsymbol{h}_{j, l} /\left\|\boldsymbol{h}_{j, l}\right\|\right\rangle$ for all $l \in[L]$. Lastly, Lemma B. 3 summarizes useful bounds of the norms of some relevant matrices.
We remark that the proof of Lemma B.1 adapts ideas of Allen-Zhu et al. (2019b) to the setting of Leaky ReLUs. The proof of Lemma B. 2 follows ideas of Zou and Gu (2019), while assuming that $\delta<O(1)$ instead of $\delta<O(1 / L)$ and applying minor adaptation to Leaky ReLUs. At last, Lemma B. 3 directly follows the same proof argument in Allen-Zhu et al. 2019b) (while using the conclusion of Lemma B.1) and we thus omit its proof.
Lemma B.1. Assume the setup of $\left\{2\right.$ and the above notation. If $\boldsymbol{x} \in \mathbb{R}^{p},\|\boldsymbol{x}\|=1$ and $\epsilon$ is a fixed number in $\left(\Omega\left(\frac{L}{m}\right), 1\right)$, then

$$
\left\|\boldsymbol{h}_{l}\right\| \in[1-\epsilon, 1+\epsilon] \text { for all } l \in\{0\} \cup[L] \text { with probability at least } 1-e^{-\Omega\left(m \epsilon^{2} / L\right)} .
$$

Proof. We first prove the lemma for $l=0$. Due to the initialization of the input layer by Algorithm 1 , $\boldsymbol{h}_{0}=\boldsymbol{A} \boldsymbol{x} \sim N\left(0,\|\boldsymbol{x}\|^{2} / m\right)=N(0,1 / m)$. Therefore, $m\left\|\boldsymbol{h}_{0}\right\|^{2} \sim \chi^{2}(m)$, where $\chi^{2}(m)$ denotes the chi-square distribution with $m$ degrees of freedom. Using the tail bound for this sub-Gaussian distribution

$$
\begin{equation*}
\mathbb{P}\left(\left|\left\|\boldsymbol{h}_{0}\right\|^{2}-1\right|>\frac{\epsilon}{2}\right) \leq 2 e^{-m \epsilon^{2} / 32} \leq e^{-\Omega\left(m \epsilon^{2}\right)} \tag{20}
\end{equation*}
$$

We next prove the lemma for $l \geq 1$. For each layer $l$, we analyze the distribution of each entry of $\boldsymbol{h}_{l}$, and denote by $h_{l, j}:=\left(\boldsymbol{h}_{l}\right)_{j}, j \in[m]$, conditioned on the output from the former layer $\boldsymbol{h}_{l-1}$. We note that the randomness of $\boldsymbol{h}_{l}$ comes from $\boldsymbol{W}_{l}$ given the fixed $\boldsymbol{h}_{l-1}$.
We note the following expression for $h_{l, j}$, which follows from $\sqrt{18}$ and $\sqrt{19}$ :

$$
\begin{equation*}
h_{l, j}=\tilde{\sigma}_{\alpha}\left(g_{l, j}\right)=1_{g_{l, j}>0} \frac{g_{l, j}}{\sqrt{1+\alpha^{2}}}+1_{g_{l, j} \leq 0} \frac{\alpha g_{l, j}}{\sqrt{1+\alpha^{2}}} \tag{21}
\end{equation*}
$$

We remark that unlike previous analyses (Allen-Zhu et al. 2019b, Zou and Gu, 2019), we need to deal with two different terms in the sum in order to address Leaky ReLU and note just ReLU. We observe that due to the initialization of $\boldsymbol{W}_{l}$ and $\sqrt{19}, g_{l, j} \sim N\left(0,2 \sum h_{l-1, k}^{2} / m\right)=N\left(0,2\left\|\boldsymbol{h}_{l-1}\right\|^{2} / m\right)$. By the symmetry of the normal distribution, $g_{l, j}$ is positive with probability 0.5 . Thefore, the random variable

$$
B_{j}:=1_{g_{l, j}>0}
$$

is Bernoulli with probability 0.5 , that is, $B_{j} \sim \mathrm{~B}(0.5)$. We further note that $B_{j} g_{l, j}=B_{j} g_{l, j} \mid g_{l, j}>0$. We thus rewrite 21) as

$$
\begin{equation*}
h_{l, j}=\frac{1}{\sqrt{1+\alpha^{2}}} B_{j} g_{l, j}\left|\left\{g_{l, j}>0\right\}-\frac{\alpha}{\sqrt{1+\alpha^{2}}}\left(1-B_{j}\right)\left(-g_{l, j}\right)\right|\left\{g_{l, j} \leq 0\right\} \tag{22}
\end{equation*}
$$

Conditioning on the event $g_{l, j}>0, g_{l, j} \stackrel{d}{=}|X|$, where $X \sim N\left(0,2\left\|\boldsymbol{h}_{l-1}\right\|^{2} / m\right)$. Therefore,

$$
g_{l, j}\left|\left(g_{l, j}>0\right) \sim\right| N\left(0,2\left\|\boldsymbol{h}_{l-1}\right\|^{2} / m\right) \mid
$$

Similarly,

$$
-g_{l, j}\left|\left(g_{l, j} \leq 0\right) \sim\right| N\left(0,2\left\|\boldsymbol{h}_{l-1}\right\|^{2} / m\right) \mid
$$

Therefore, 22 and the above two equations imply the following distribution law for $h_{i j}$ :

$$
h_{l, j} \stackrel{d}{=} \frac{1}{\sqrt{1+\alpha^{2}}} B_{j} V_{j, 1}-\frac{\alpha}{\sqrt{1+\alpha^{2}}}\left(1-B_{j}\right) V_{j, 2}
$$

where $V_{j, 1}, V_{j, 2} \sim\left|N\left(0,2\left\|\boldsymbol{h}_{l-1}\right\|^{2} / m\right)\right|, B_{j} \sim B\left(0, \frac{1}{2}\right)$ and $V_{j, 1}, V_{j, 2}$ and $B_{j}$ are independent. We further claim that if the former layer $\boldsymbol{h}_{l-1}$ is given, then $V_{j, 1}$ and $V_{j, 2}$ are independent for $j \in[m]$. Indeed, We first observe that conditioned on $\boldsymbol{h}_{l-1}$ the entries $h_{l, j}, j \in[m]$, are independent. Indeed, they depend on different rows in $\boldsymbol{W}_{l}$ and due to Algorithm 1 for the initialization of the $l$ th layer these rows are independent. We also note that $V_{j, 1}$ and $V_{j, 2}$ only rely on $h_{l, j}$, and thus conditioned on $\boldsymbol{h}_{l-1}$ they are independent for $j \in[m]$.
We next derive an expression that clarifies the distribution of $\left\|\boldsymbol{h}_{l}\right\|^{2}$ conditioned on $\boldsymbol{h}_{l-1}$. We denote

$$
\begin{aligned}
P_{l}:=\left\{j \in[m]: g_{l, j}>0\right\}, & K_{l}:=\left|P_{l}\right|, \\
H_{l, 1}: \left.=\frac{m}{2\left\|\boldsymbol{h}_{l-1}\right\|^{2}} \sum_{j \in P_{l}} V_{j, 1}^{2} \right\rvert\, \boldsymbol{h}_{l-1}, & H_{l, 2}: \left.=\frac{m}{2\left\|\boldsymbol{h}_{l-1}\right\|^{2}} \sum_{j \in[m], j \notin P_{j}} V_{j, 2}^{2} \right\rvert\, \boldsymbol{h}_{l-1}
\end{aligned}
$$

We note that $K_{l}$ is Bernoulli with $m$ trials and probability 0.5, i.e.,

$$
K_{l} \sim B(m, 0.5)
$$

The above observations imply that conditioning on $\boldsymbol{h}_{l-1}$ and $P_{l}, H_{l, 1} \sim \chi^{2}\left(K_{l}\right)$ and $H_{l, 2} \sim \chi^{2}\left(m-K_{l}\right)$. Therefore, $\left\|\boldsymbol{h}_{l}\right\|^{2}$ conditioned on $\boldsymbol{h}_{l-1}$ is given by

$$
\begin{equation*}
\left\|\boldsymbol{h}_{l}\right\|^{2} \left\lvert\, \boldsymbol{h}_{l-1} \stackrel{d}{\stackrel{d}{ } \frac{2\left\|\boldsymbol{h}_{l-1}\right\|^{2}}{\left(1+\alpha^{2}\right) m} H_{l, 1}+\frac{2 \alpha^{2}\left\|\boldsymbol{h}_{l-1}\right\|^{2}}{\left(1+\alpha^{2}\right) m} H_{l, 2} . . . . . . . .}\right. \tag{23}
\end{equation*}
$$

Note that the indices used by $H_{l, 1}$ and indices used by $H_{l, 2}$ do not overlap and thus form a partition of [ $m$ ]. This partition is determined by $P_{l}$ and $H_{l, 1}$ and $H_{l, 2}$ are conditionally independent given $P_{l}$.
We denote $\Delta_{l}:=\frac{\left\|\boldsymbol{h}_{l}\right\|^{2}}{\left\|\boldsymbol{h}_{l-1}\right\|^{2}}$ and rewrite $\left\|\boldsymbol{h}_{b}\right\|^{2}$ (fixing $l=b$ ) as follows

$$
\begin{equation*}
\ln \left\|\boldsymbol{h}_{b}\right\|^{2}=\ln \left\|\boldsymbol{h}_{0}\right\|^{2}+\sum_{l=1}^{b} \ln \Delta_{l} \tag{24}
\end{equation*}
$$

Using the distribution of $\left\|\boldsymbol{h}_{l}\right\|^{2}$ conditioning on $\boldsymbol{h}_{l-1}$, where $1 \leq l \leq b$, we first derive upper and lower bounds of the expectation $\mathbb{E}\left(\ln \Delta_{l} \mid \boldsymbol{h}_{l-1}\right)$. We then show that given $\boldsymbol{h}_{l-1}$ and other information, $\ln \Delta_{l}$ is an $O\left(m^{-1}\right)$ sub-Gaussian random variable. With these two properties we conclude the lemma by applying a variant of Azuma's inequality for sub-Gaussian random variables on $\sum_{l=1}^{b} \ln \Delta_{l}$.
Bounds on the expectation of $\ln \boldsymbol{\Delta}_{l} \mid \boldsymbol{h}_{l-1}$ : We note that $\mathbb{E}\left(H_{l, 1} \mid P_{l}\right)=K_{l}, \mathbb{E}\left(H_{l, 1} \mid P_{l}\right)=m-K_{l}$ and thus $\mathbb{E}\left(H_{l, 1}\right)=\mathbb{E}\left(\mathbb{E}\left(H_{l, 1} \mid P_{l}\right)\right)=\mathbb{E}\left(K_{l}\right)=0.5 m$. Similarly, $\mathbb{E}\left(H_{l, 2}\right)=0.5 m$ and therefore $\mathbb{E}\left(H_{l, 1}\right)=\mathbb{E}\left(H_{l, 2}\right)$. Using the latter observation and 23) we obtain

$$
\begin{equation*}
\mathbb{E}\left(\Delta_{l} \mid \boldsymbol{h}_{l-1}\right)=\frac{2}{m\left(1+\alpha^{2}\right)}\left(\mathbb{E}\left(H_{l, 1}\right)+\alpha^{2} \mathbb{E}\left(H_{l, 1}\right)\right)=1 \tag{25}
\end{equation*}
$$

Applying the concavity of the log function, Jensen's inequality and then 23 and (25) yields

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{1+\alpha^{2}} \ln \frac{2}{m} H_{l, 1}+\frac{\alpha^{2}}{1+\alpha^{2}} \ln \frac{2}{m} H_{l, 2}\right) \leq \mathbb{E} \ln \left(\Delta_{l} \mid \boldsymbol{h}_{l-1}\right) \leq \ln \mathbb{E}\left(\Delta_{l} \mid \boldsymbol{h}_{l-1}\right)=0 . \tag{26}
\end{equation*}
$$

Using the Chernoff bound for the binomial distribution, we note that

$$
\begin{equation*}
K_{l} \in[0.4 m, 0.6 m], \text { or equivalently } m-K_{l} \in[0.4 m, 0.6 m], \text { with probability } 1-e^{-\Omega(m)} \tag{27}
\end{equation*}
$$

We next use the property that if $H \sim \chi^{2}(K)$ and $K \in[0.4 m, 0.6 m]$, then $\mathbb{E} \ln \frac{2}{m} H \geq-\frac{4}{m}$ (see page 13 in the proof of Lemma 7.1 in Allen-Zhu et al. (2019b). This property and 26) imply

$$
\begin{equation*}
\mathbb{E}\left(\ln \left(\Delta_{l}\right) \mid \boldsymbol{h}_{l-1}\right) \in\left[-\frac{4}{m}, 0\right] \tag{28}
\end{equation*}
$$

Conditional sub-Gaussianity of $\ln \boldsymbol{\Delta}_{l}$ : We derive a tail bound for $\ln \Delta_{l} \mid \boldsymbol{h}_{l-1}$ and consequently conclude its sub-Gaussianity. We denote

$$
E_{l}:=\left\{\left|P_{l}\right| \in[0.4 m, 0.6 m]\right\}
$$

The combination of 23 , basic probabilistic manipulations and the conditional independence of $H_{l, 1}$ and $H_{l, 2}$ yields

$$
\begin{aligned}
& \mathbb{P}\left(\left.\left|\frac{m}{2} \Delta_{l}-\frac{m}{2}\right|<t \right\rvert\, \boldsymbol{h}_{l-1}, E_{l}, P_{l}\right) \\
& =\mathbb{P}\left(\left.\left|\frac{1}{1+\alpha^{2}} H_{l, 1}+\frac{\alpha^{2}}{1+\alpha^{2}} H_{l, 2}-\frac{m}{2}\right|<t \right\rvert\, E_{l}, P_{l}\right) \\
& \geq \mathbb{P}\left(\left|\frac{1}{1+\alpha^{2}} H_{l, 1}-\frac{1}{1+\alpha^{2}} \frac{m}{2}\right|<t / 2 \text { and } \left.\left|\frac{\alpha^{2}}{1+\alpha^{2}} H_{l, 2}-\frac{\alpha^{2}}{1+\alpha^{2}} \frac{m}{2}\right|<t / 2 \right\rvert\, E_{l}, P_{l}\right) \\
& \geq \mathbb{P}\left(\left.\left|\frac{1}{1+\alpha^{2}} H_{l, 1}-\frac{1}{1+\alpha^{2}} \frac{m}{2}\right|<t / 2 \right\rvert\, E_{l}, P_{l}\right) \mathbb{P}\left(\left.\left|\frac{\alpha^{2}}{1+\alpha^{2}} H_{l, 2}-\frac{\alpha^{2}}{1+\alpha^{2}} \frac{m}{2}\right|<t / 2 \right\rvert\, E_{l}, P_{l}\right) \\
& \geq \mathbb{P}\left(\left.\left|H_{l, 1}-\frac{m}{2}\right|<t / 2 \right\rvert\, E_{l}, P_{l}\right) \mathbb{P}\left(\left.\left|H_{l, 2}-\frac{m}{2}\right|<t / 2 \right\rvert\, E_{l}, P_{l}\right) .
\end{aligned}
$$

Recall that given $P_{l}, H_{l, 1}$ and $H_{l, 2}$ are $\chi^{2}\left(\left|P_{l}\right|\right)$ and $\chi^{2}\left(m-\left|P_{l}\right|\right)$, respectively. We thus apply the corresponding tail bounds of $H_{l, 1}$ and $H_{l, 2}$ and 27 to the bound above and obtain that

$$
\mathbb{P}\left(\left.\left|\frac{m}{2} \Delta_{l}-\frac{m}{2}\right|<t \right\rvert\, \boldsymbol{h}_{l-1}\right) \geq\left(1-e^{-\Omega\left(t^{2} / m\right)}\right)^{2} \geq 1-\Omega\left(e^{-\Omega\left(t^{2} / m\right)}\right)
$$

Consequently,

$$
\mathbb{P}\left(\left.\ln \left|\Delta_{l}\right|<\frac{t}{m} \right\rvert\, \boldsymbol{h}_{l-1}\right) \geq 1-e^{-\Omega\left(\left(\frac{t}{m}\right)^{2} m\right)} \quad \text { for } \quad t \in(0, m / 4]
$$

Therefore, $\ln \Delta_{l}$ conditioned on $\boldsymbol{h}_{l-1}$ and $K_{l} \in[0.4 m, 0.6 m]$ is $O\left(m^{-1}\right)$-sub-Gaussian.
Conclusion of the proof of the lemma: We define a new variable $\tilde{\Delta}_{l}$, where $\tilde{\Delta}_{l}=\Delta_{l}$ if $K_{l} \in[0.4 m, 0.6 m]$ and $\tilde{\Delta}_{l}=1$, otherwise. From the tail probability of $\ln \Delta_{l}$ and the definition, it is clear that $\ln \tilde{\Delta}_{l} \mid \boldsymbol{h}_{l-1}$ is $O\left(m^{-1}\right)$-sub-Gaussian. It follows from 27 ) that with overwhelming probability $\Delta=\tilde{\Delta}$. We consider the sequence of the following random variables $\left\{\left(\ln \tilde{\Delta}_{l}-\mathbb{E} \ln {\left.\overline{\Delta_{l}}\right)}^{\boldsymbol{h}} \boldsymbol{h}_{l-1}\right\}_{l=1}^{b}\right.$. By Azuma's inequality for sub-Gaussian variables (see Theorem 2 with $c=m$ in Shamir (2011))

$$
\mathbb{P}\left(\left|\sum_{l=1}^{b} \ln \Delta_{l}-\mathbb{E}\left(\ln \Delta_{l} \mid \boldsymbol{h}_{l-1}\right)\right|>b \epsilon\right)<e^{-\Omega\left(b \epsilon^{2} m\right)}
$$

Applying (28) to the above inequality yields

$$
\mathbb{P}\left(\left|\sum_{l=1}^{b} \ln \Delta_{l}\right|>\epsilon+O\left(\frac{b}{m}\right)\right)<e^{-\Omega\left(\epsilon^{2} m / b\right)}
$$

We can choose $\epsilon>\Omega\left(\frac{L}{m}\right)$ such that

$$
\mathbb{P}\left(\left|\sum_{l=1}^{b} \ln \Delta_{l}\right|>\epsilon / 2\right)<e^{-\Omega\left(\epsilon^{2} m / b\right)}
$$

Combining 20,24 and the above equation we obtain that

$$
\mathbb{P}\left(\left|\left\|\boldsymbol{h}_{b}\right\|^{2}-1\right|>\epsilon_{0}\right)<e^{-\Omega\left(m \epsilon^{2} / L\right)}, \text { for } b \in[L]
$$

Lemma B.2. Assume the setup of 2 and the notation introduced in this section. If $\delta<O(1)$ and $m>\Omega\left(\ln n L^{4}\right)$, then

$$
\begin{equation*}
\max _{i \neq j \in[n]}\left\langle\frac{\boldsymbol{h}_{i, l}}{\left\|\boldsymbol{h}_{i, l}\right\|}, \frac{\boldsymbol{h}_{j, l}}{\left\|\boldsymbol{h}_{j, l}\right\|}\right\rangle^{2} \leq 1-\Omega\left(\frac{\delta^{2}}{L^{2}}\right) \text { with probability at least } 1-e^{-\Omega\left(\delta^{4} m / L^{4}\right)} \text {. } \tag{29}
\end{equation*}
$$

Proof. We separate the proof of this lemma into three parts. The first one establishes a useful upper bound of the expectation of the multiplication of two leaky ReLUs of certain inner products (see (30) below). Given this upper bound, the second part shows that with high probability,

$$
\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\| \geq \Omega(\delta / L), \text { for any } l \in[L] .
$$

The third part uses the result to conclude this Lemma.
Part 1. We verify the following probabilistic estimate:

$$
\begin{align*}
& \mathbb{E} \tilde{\sigma}_{\alpha}\left(\boldsymbol{u}^{T} \boldsymbol{h}_{i}\right) \tilde{\sigma}_{\alpha}\left(\boldsymbol{u}^{T} \boldsymbol{h}_{j}\right) \leq \frac{1}{2}\left(1-\frac{1}{2} \theta^{2}\right)+\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} O\left(\theta^{3}\right)  \tag{30}\\
& \text { where } \boldsymbol{h}_{i}, \boldsymbol{h}_{j} \in \mathbb{R}^{p}, \text { for } \theta>0,\left\langle\boldsymbol{h}_{i}, \boldsymbol{h}_{j}\right\rangle \leq 1-\frac{1}{2} \theta^{2}, \text { and } \boldsymbol{u} \sim N(0, \boldsymbol{I}) \in \mathbb{R}^{p} .
\end{align*}
$$

Since $\boldsymbol{u} \sim N(0, \boldsymbol{I}), \mathbb{E} u_{k} u_{k^{\prime}}=0$ whenever $k \neq k^{\prime}$. We denote $\boldsymbol{u}:=\left(u_{1}, u_{2} \cdots u_{p}\right)^{T}, \boldsymbol{h}_{i}:=\left(h_{i, 1}, h_{i, 2}, \cdots h_{i, p}\right)^{T}$ and $\boldsymbol{h}_{j}:=\left(h_{j, 1}, h_{j, 2}, \cdots h_{j, p}\right)^{T}$. We first note that

$$
\mathbb{E}\left(\boldsymbol{u}^{T} \boldsymbol{h}_{i}\right)\left(\boldsymbol{u}^{T} \boldsymbol{h}_{j}\right)=\mathbb{E}\left(\sum_{k=1}^{p} u_{k} h_{i, k}\right)\left(\sum_{k^{\prime}=1}^{p} u_{k^{\prime}} h_{j, k^{\prime}}\right)=\mathbb{E} \sum_{k=1}^{p} u_{k}^{2} h_{i, k} h_{j, k}=\boldsymbol{h}_{i}^{T} \boldsymbol{h}_{j} \mathbb{E} \boldsymbol{u}^{T} \boldsymbol{u} \leq 1-\frac{1}{2} \theta^{2} .
$$

For simplicity, we denote $Z_{i}:=\boldsymbol{u}^{T} \boldsymbol{h}_{i}$ and $Z_{j}:=\boldsymbol{u}^{T} \boldsymbol{h}_{j}$ and thus express the above equation as

$$
\begin{equation*}
\mathbb{E}\left(Z_{i} Z_{j}\right) \leq 1-\frac{1}{2} \theta^{2} \tag{31}
\end{equation*}
$$

Using the symmetry of normal distribution, we obtain that

$$
\mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j} \geq 0\right)=\mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j}<0\right)
$$

and

$$
\mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}<0, Z_{j} \geq 0\right)=\mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i} \geq 0, Z_{j}<0\right)
$$

Consequently, the expectation of $\tilde{\sigma}_{\alpha}\left(Z_{i}\right) \tilde{\sigma}_{\alpha}\left(Z_{j}\right)$ can be rewritten as

$$
\begin{align*}
\mathbb{E} \tilde{\sigma}_{\alpha}\left(Z_{i}\right) \tilde{\sigma}_{\alpha}\left(Z_{j}\right)= & \frac{1}{1+\alpha^{2}}\left(\mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j} \geq 0\right)+\alpha \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i} \geq 0, Z_{j}<0\right)\right. \\
& \left.+\alpha \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}<0, Z_{j} \geq 0\right)+\alpha^{2} \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j}<0\right)\right) \\
= & \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j} \geq 0\right)+\frac{2 \alpha}{1+\alpha^{2}} \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i} \geq 0, Z_{j}<0\right) \tag{32}
\end{align*}
$$

Similarly, we express $\mathbb{E} Z_{i} Z_{j}$ as follows: 32

$$
\begin{aligned}
\mathbb{E} Z_{i} Z_{j} & =2 \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i}, Z_{j} \geq 0\right)+2 \mathbb{E}\left(Z_{i} Z_{j} \mid Z_{i} \geq 0, Z_{j} \leq 0\right) \\
& =2 \mathbb{E} \tilde{\sigma}_{\alpha}\left(Z_{1}\right) \tilde{\sigma}_{\alpha}\left(Z_{2}\right)+\left(2-\frac{4 \alpha}{1+\alpha^{2}}\right) \mathbb{E}\left(Z_{1} Z_{2} \mid Z_{1} \geq 0, Z_{2} \leq 0\right)
\end{aligned}
$$

Rearranging the above equation yields

$$
\begin{equation*}
\mathbb{E} \tilde{\sigma}_{\alpha}\left(Z_{1}\right) \tilde{\sigma}_{\alpha}\left(Z_{2}\right)=\frac{1}{2} \mathbb{E} Z_{1} Z_{2}-\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \mathbb{E}\left(Z_{1} Z_{2} \mid Z_{1} \geq 0, Z_{2}<0\right) \tag{33}
\end{equation*}
$$

Noting that $\mathbb{E} Z_{1} Z_{2} \leq 1-\frac{1}{2} \theta^{2}$ and using the proof of Lemma A. 3 of Zou et al. 2020) result in

$$
\left|\mathbb{E}\left(Z_{1} Z_{2} \mid Z_{1} \geq 0, Z_{2}<0\right)\right| \leq O\left(\theta^{3}\right)
$$

The application of both (31) and the above estimate to 33 results in 30 and thus concludes this part.
Part 2. For $l=0, \ldots, L$ and $\delta_{l}:=\frac{\delta}{2(l+1)}$ we prove by induction:

$$
\begin{equation*}
\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\| \geq \delta_{l} \text { with probability at least } 1-e^{-\Omega\left(\delta^{4} m / L^{4}\right)} \tag{34}
\end{equation*}
$$

We first prove $(34)$ when $l=0$. Recall that $\boldsymbol{h}_{i, 0}=\boldsymbol{A} \boldsymbol{x}_{i}$ and note that for any $i, j \in[n]$,

$$
\begin{align*}
\mathbb{E}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}\right) & =\mathbb{E}\left\langle\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}, \boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\rangle=\mathbb{E}\left\|\boldsymbol{A} \boldsymbol{x}_{i}\right\|^{2}+\mathbb{E}\left\|\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}-2 \mathbb{E}\left\langle\boldsymbol{A} \boldsymbol{x}_{i}, \boldsymbol{A} \boldsymbol{x}_{j}\right\rangle \\
& =2-2 \mathbb{E} \sum_{k=1}^{m} \sum_{s, t} A_{k s} x_{i, s} A_{k t} x_{j, t}=2-2 \mathbb{E} \sum_{k, s=1}^{m} x_{i, s} x_{j, s} A_{k s}^{2} \\
& =2-2 \sum_{s, k} x_{i, s} x_{j, s} \mathbb{E} A_{k s}^{2}=2-2 \sum_{s, k} x_{i, s} x_{j, s} \frac{1}{m} \\
& =2-2 \boldsymbol{x}_{i}^{T} \boldsymbol{x}_{j} \tag{35}
\end{align*}
$$

Recall that Assumption 2.1 implies that $\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\| \geq \delta$ and thus clearly

$$
\boldsymbol{x}_{i}^{T} \boldsymbol{x}_{j} \leq 1-\delta^{2} / 2
$$

Applying this estimate in yields the that

$$
\begin{equation*}
\mathbb{E}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}\right) \geq \delta^{2} \tag{36}
\end{equation*}
$$

Due to the random initialization, $m\|\boldsymbol{A} \boldsymbol{x}\|^{2} \sim \chi^{2}(m)$ and therefore $\|\boldsymbol{A} \boldsymbol{x}\|^{2}$ is $(O(1 / m, 4)$ sub-exponential. Since

$$
\mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}>s\right) \leq \mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}\right\|^{2}>s / 2\right)+\mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}>s / 2\right)
$$

the tail probability of $\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}$ is of the same order as the tail probabilities of $\left\|\boldsymbol{A} \boldsymbol{x}_{i}\right\|^{2}$ and $\left\|\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}$. Therefore, we conclude that $\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}$ is also $(O(1 / m), 4)$ sub-exponential. Using the assumption $\delta<c_{0}$, where $c_{0}$ can be appropriately chosen (here we assume that $\left.\left.c_{0} \delta<3 / 4\right), 36\right)$ and the fact that $\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}$ is $(O(1 / m), 4)$ sub-exponential) we conclude that

$$
\begin{aligned}
\mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}<\frac{\delta^{2}}{4}\right) & \leq \mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}<\delta^{2}(1-\delta)\right) \\
& \leq \mathbb{P}\left(\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}<(1-\delta) \mathbb{E}\left\|\boldsymbol{A} \boldsymbol{x}_{i}-\boldsymbol{A} \boldsymbol{x}_{j}\right\|^{2}\right) \\
& \leq O\left(e^{-\delta^{4} m}\right)
\end{aligned}
$$

Applying a union bound over all distinct $i, j \in[n]$, we conclude that with probability at least $1-n^{2} e^{-\Omega\left(\delta^{4} m\right)}$,

$$
\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, 0}-\boldsymbol{h}_{j, 0}\right\| \geq \frac{\delta}{2} \equiv \delta_{0} .
$$

Next, we fix $l \in[L]$, assume that 34 holds for all $k \in[0, l-1]$ and verify (34) for $l$. Using the fact that $\mathbb{E}\left(\left\|\boldsymbol{h}_{i, l}\right\|^{2} \mid \boldsymbol{h}_{i, l-1}\right)=\left\|\boldsymbol{h}_{i, l-1}\right\|^{2}$ and the definition of $\boldsymbol{h}_{i, l}$ we obtain

$$
\begin{align*}
& \mathbb{E}\left(\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \mid \boldsymbol{h}_{l-1}\right) \\
& =\mathbb{E}\left(\left\|\boldsymbol{h}_{i, l}\right\|^{2} \mid \boldsymbol{h}_{i, l-1}\right)+\mathbb{E}\left(\left\|\boldsymbol{h}_{j, l}\right\|^{2} \mid \boldsymbol{h}_{j, l-1}\right)-2 \mathbb{E}\left(\left\langle\boldsymbol{h}_{i, l}, \boldsymbol{h}_{j, l}\right\rangle \mid \boldsymbol{h}_{l-1}\right) \\
& =\left\|\boldsymbol{h}_{i, l-1}\right\|^{2}+\left\|\boldsymbol{h}_{j, l-1}\right\|^{2}-2 \mathbb{E}\left(\left\langle\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{i, l-1}\right), \tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{j, l-1}\right)\right\rangle \boldsymbol{h}_{l-1}\right) . \tag{37}
\end{align*}
$$

Applying the induction assumption (i.e., 30 with $\left.\theta=\delta_{l-1}\right)$ and the fact that $\left(\boldsymbol{W}_{l}\right)_{k, \cdot} \sim N\left(0, \frac{2}{m} \boldsymbol{I}\right)$ and denoting by $\boldsymbol{u}$ a random variable such that $\boldsymbol{u} \sim N(0, \boldsymbol{I})$ so $\left(\boldsymbol{W}_{l}\right)_{k, \stackrel{T}{T}}=\frac{d}{=} 2 \boldsymbol{u} / m$ result in

$$
\begin{aligned}
\mathbb{E}\left(\left\langle\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{i, l-1}\right), \tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{j, l-1}\right)\right\rangle \mid \boldsymbol{h}_{l-1}\right) & =\sum_{k} \mathbb{E}\left(\tilde{\sigma}_{\alpha}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot}^{T} \boldsymbol{h}_{i, l-1}\right) \tilde{\sigma}_{\alpha}\left(\left(\boldsymbol{W}_{l}\right)_{k, .}^{T} \boldsymbol{h}_{j, l-1}\right) \mid \boldsymbol{h}_{l-1}\right) \\
& =\frac{2 m}{m} \mathbb{E}\left(\tilde{\sigma}_{\alpha}\left(\boldsymbol{u}^{T} \boldsymbol{h}_{i, l-1}\right) \tilde{\sigma}_{\alpha}\left(\boldsymbol{u}^{T} \boldsymbol{h}_{j, l-1}\right) \mid \boldsymbol{h}_{l-1}\right) \\
& \leq 1-\frac{1}{2} \delta_{l-1}^{2}+\frac{(1-\alpha)^{2}}{1+\alpha^{2}} O\left(\delta_{l-1}^{3}\right) .
\end{aligned}
$$

Using Lemma B.1, we note for any $i \in[n],\left\|\boldsymbol{h}_{i, l}\right\|^{2} \in\left(1-O\left(\delta_{l-1}^{3}\right), 1+O\left(\delta_{l-1}^{3}\right)\right)$ with probability at least $1-n e^{-\Omega\left(\delta_{l-1}^{3} m\right)}$. Combining this observation with (37) yields for a constant $C>0$

$$
\mathbb{E}\left(\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \mid \boldsymbol{h}_{l-1}\right) \geq \delta_{l-1}^{2}\left(1-C \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \delta_{l-1}\right)+O\left(\delta_{l-1}^{3}\right)
$$

It follows from (23) and the fact that $H_{l, 1} \sim \chi^{2}\left(K_{l}\right)$ and $H_{l, 2} \sim \chi^{2}\left(m-K_{l}\right)$ that $\left\|\boldsymbol{h}_{i, l}\right\|^{2} \mid \boldsymbol{h}_{l-1}$ is $(O(1 / m), 4)$ sub-exponential and thus $\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \mid \boldsymbol{h}_{l-1}$ is also $(O(1 / m), 4)$ sub-exponential. Thus for $i \neq j \in[n]$

$$
\mathbb{P}\left(\left.\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \leq \delta_{l-1}^{2}\left(1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\right) \delta_{l-1}\right)\left(1-\delta_{l-1}\right) \right\rvert\, \boldsymbol{h}_{l-1}\right) \leq O\left(\exp \left(-\delta_{l-1}^{4} m\right)\right)
$$

Applying a union bound for all $n(n-1) / 2$ pairs yields

$$
\mathbb{P}\left(\left.\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \leq \delta_{l-1}^{2}\left(1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\right) \delta_{l-1}\right)\left(1-\delta_{l-1}\right) \right\rvert\, \boldsymbol{h}_{l-1}\right)
$$

$$
\begin{equation*}
\leq n(n-1) / 2 O\left(\exp \left(-\delta_{l-1}^{4} m\right)\right) \tag{38}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
& 1-n^{2} \Omega\left(\exp \left(-\Omega\left(\delta_{l-1}^{4} m\right)\right)\right) \\
& \leq \mathbb{P}\left(\left.\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \geq \delta_{l-1}^{2}\left(1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\right) \delta_{l-1}\right)\left(1-\delta_{l-1}\right) \right\rvert\, \boldsymbol{h}_{l-1}\right) \\
& =\mathbb{P}\left(\left.\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \geq \delta_{l-1}^{2}\left(1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}+1\right) \delta_{l-1}\right)+C \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \delta_{l-1}^{4} \right\rvert\, \boldsymbol{h}_{l-1}\right) \\
& \leq \mathbb{P}\left(\left.\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \geq \delta_{l-1}^{2}\left(1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}+1\right) \delta_{l-1}\right) \right\rvert\, \boldsymbol{h}_{l-1}\right) \tag{39}
\end{align*}
$$

Next, we verify that $1-\left(C(1-\alpha)^{2} /\left(1+\alpha^{2}\right)+1\right) \delta_{l-1} \geq l^{2} /(l+1)^{2}$ for a sufficiently small $c_{0}$ (recall that $\left.\delta<c_{0}\right)$. We first note that for $l \geq 1$,

$$
\frac{l^{2}}{(l+1)^{2}}=1-\frac{2 l+1}{(l+1)^{2}} \leq 1-\frac{l+1}{(l+1)^{2}}=1-\frac{1}{l+1} \leq 1-\frac{1}{2 l}
$$

Therefore, if $\delta<1 /\left(C(1-\alpha)^{2} /\left(1+\alpha^{2}\right)+1\right)<c_{0}$, then for any $l \in[L]$

$$
1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}+1\right) \delta_{l-1}=1-\left(C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}+1\right) \frac{\delta}{2 l} \geq 1-\frac{1}{2 l} \geq \frac{l^{2}}{(l+1)^{2}}
$$

Thus 39 implies $\min _{i \neq j \in[n]}\left\|\boldsymbol{h}_{i, l}-\boldsymbol{h}_{j, l}\right\|^{2} \geq \delta_{l-1}^{2} \frac{l^{2}}{(l+1)^{2}} \equiv \delta_{l}^{2}$ with probability $1-n^{2} e^{-\Omega\left(\delta^{4} m / L^{4}\right)}$. When $m>\Omega\left(\ln n L^{4}\right)$, the latter probability can be written as $1-e^{-\Omega\left(\delta^{4} m / L^{4}\right)}$, which concludes 34).

Part 3. We conclude the lemma as follows. We recall that Lemma B. 1 implies that with probability at least $1-e^{-\Omega\left(m \delta_{l}^{3} / L\right)}:\left\|\boldsymbol{h}_{i, l}\right\|^{2} \in\left[1-O\left(\delta_{l}^{3}\right), 1+O\left(\delta_{l}^{3}\right)\right]$. Applying this conclusion and 34 we conclude that for any $i \neq j \in[n]$

$$
\begin{aligned}
\left\|\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}-\frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\| & =\left\|\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}-\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{i, l}+\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{i, l}-\frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\| \\
& \geq \frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|}\left\|\boldsymbol{h}_{j, l}-\boldsymbol{h}_{i, l}\right\|-\left|\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|}-\frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|}\right|\left\|\boldsymbol{h}_{i, l}\right\| \\
& \geq \delta_{l}\left(1-\delta_{l}^{1 / 2}\right) \text { with probability at least } 1-2 e^{-\Omega\left(m \delta^{4} / L^{4}\right)} .
\end{aligned}
$$

We note that for $\delta<c_{0}<1 / 2, \delta_{l}<\frac{1}{4}$ and thus $\delta_{l}\left(1-\delta_{l}^{1 / 2}\right) \geq \frac{1}{2} \delta_{l}$. Consequently,

$$
\begin{aligned}
& \left\langle\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}, \frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\rangle \\
& =\frac{1}{2}\left(\frac{\left\|\boldsymbol{h}_{j, l}\right\|^{2}}{\left\|\boldsymbol{h}_{j, l}\right\|^{2}}+\frac{\left\|\boldsymbol{h}_{i, l}\right\|^{2}}{\left\|\boldsymbol{h}_{i, l}\right\|^{2}}-\left\|\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}-\frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\|^{2}\right) \\
& =1-\frac{1}{2}\left\|\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}-\frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\|^{2} \leq 1-\frac{1}{8} \delta_{l}^{2} \quad \text { with probability at least } 1-2 e^{-\Omega\left(m \delta^{4} / L^{4}\right)} .
\end{aligned}
$$

Therefore, if $\delta_{l}^{2}<8$, then

$$
\left\langle\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}, \frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\rangle^{2} \leq\left(1-\frac{1}{8} \delta_{l}^{2}\right)^{2} \leq 1-\frac{1}{8} \delta_{l}^{2} \text { with probability at least } 1-2 e^{-\Omega\left(m \delta^{4} / L^{4}\right)}
$$

Finally, we apply a union bound on all the distinct $i, j$ pairs to obtain

$$
\max _{i, j \in[n]}\left\langle\frac{1}{\left\|\boldsymbol{h}_{j, l}\right\|} \boldsymbol{h}_{j, l}, \frac{1}{\left\|\boldsymbol{h}_{i, l}\right\|} \boldsymbol{h}_{i, l}\right\rangle^{2} \leq 1-\frac{1}{8} \delta_{l}^{2} \text { with probability at least } 1-n^{2} e^{-\Omega\left(m \delta^{4} / L^{4}\right)}
$$

The proof of the lemma is concluded by the above bound and the following two immediate observations: $\delta_{l} \equiv \delta / 2(l+1) \geq \Omega(\delta / L)$ and when $m>\Omega(\ln n) L^{4}$ the above probability can be expressed as $1-e^{-\Omega\left(\delta^{4} m / L^{4}\right)}$.

Lemma B.3. Assume the setup of \$2 and the notation introduced in this section. If $0 \leq a<b \leq L$, then with probability at least $1-e^{-\Omega(m / L)}$ the following statements hold:

1. $\left\|\boldsymbol{W}_{b+1} \boldsymbol{D}_{b} \boldsymbol{W}_{b} \ldots \boldsymbol{D}_{a}\right\| \leq O(\sqrt{L})$.
2. If $d<O\left(\frac{m}{L \ln m}\right)$, then $\left\|\boldsymbol{B a c k}_{a}\right\| \equiv\left\|\boldsymbol{B} \boldsymbol{D}_{L} \boldsymbol{W}_{L} \ldots \boldsymbol{D}_{a} \boldsymbol{W}_{a}\right\| \leq O\left(\sqrt{\frac{m}{d}}\right)$.
3. If $\boldsymbol{v} \in \mathbb{R}^{m}$ and $\|\boldsymbol{v}\|_{0} \leq O\left(\frac{m}{L \ln m}\right)$, then $\left\|\boldsymbol{W}_{b} \boldsymbol{D}_{b-1} \ldots \boldsymbol{D}_{a} \boldsymbol{W}_{a} \boldsymbol{v}\right\| \leq 2\|\boldsymbol{v}\|$.

For $s<O(m / L \ln m)$ and $d<O\left(\frac{m}{L \ln m}\right)$, with probability at least $1-\exp (-\Omega(s \log m))$, the following statement holds:
4. For any vector $\boldsymbol{u} \in \boldsymbol{R}^{d}, \boldsymbol{v} \in \boldsymbol{R}^{m}$ such that $\|\boldsymbol{v}\|_{0} \leq s$, then $\left|\boldsymbol{u}^{T} \boldsymbol{B} \boldsymbol{D}_{L} \boldsymbol{W}_{L} \cdots \boldsymbol{D}_{a} \boldsymbol{W}_{a} \boldsymbol{v}\right| \leq O(\sqrt{s \ln m / d}\|\boldsymbol{v}\|\|\boldsymbol{u}\|)$.

The proof of the lemma follows the same argument of the proof of Lemma 7.3 (a), (b) and Lemma 7.4 (a), (b) in AllenZhu et al. (2019b) and is not directly affected by our use of Leaky ReLU. We remark though that it requires applying Lemma B.1. which was formulated for any Leaky ReLU function instead of Lemma 7.1 of Allen-Zhu et al. (2019b).

## B. 3 Perturbation

We establish Lemma B. 4 which quantifies the effect of a small perturbation of the randomly initialized parameters $\boldsymbol{W}^{(0)}$ on the output of the hidden layers. Lemma B. 5 uses the former lemma to bound the norms of the perturbed matrices and the perturbations themselves. The proof of Lemma B.4 directly follows ideas of Lemma 8.2 of Allen-Zhu et al. (2019b), but adapts them to the setting of Leaky ReLUs. The final conclusion of this lemma is independent of $\alpha$ since the leading terms turn out to be independent of $\alpha$. For completeness, we find it useful to include all these details. Lemma B. 5 directly follows arguments of Allen-Zhu et al. (2019b) and we thus omit its proof.
We denote the perturbation matrix by $\boldsymbol{W}^{\prime}$ and the perturbed matrix of parameters by $\boldsymbol{W}:=\boldsymbol{W}^{(0)}+\boldsymbol{W}^{\prime}$. Given an input vector $\boldsymbol{x}$ such that $\|\boldsymbol{x}\|=1$, we denote as follows the variables at the initialization (in first column), the variables after perturbation (in middle column) and the perturbation themselves (in last column):

$$
\begin{array}{lll}
\boldsymbol{h}_{0}^{(0)}=\boldsymbol{A} \boldsymbol{x} & \boldsymbol{h}_{0}=\boldsymbol{A} \boldsymbol{x} & \boldsymbol{h}_{0}^{\prime}=\mathbf{0} \\
\boldsymbol{g}_{l}^{(0)}=\boldsymbol{W}_{l}^{(0)} \boldsymbol{h}_{l-1}^{(0)}, & \boldsymbol{g}_{l}=\boldsymbol{W}_{l} \boldsymbol{h}_{l-1} & \boldsymbol{g}_{l}^{\prime}=\boldsymbol{g}_{l}-\boldsymbol{g}_{l}^{(0)} \\
\left(\boldsymbol{D}_{l}\right)_{j j}^{(0)}=\frac{1_{\left(\boldsymbol{g}_{l}^{(0)}\right)_{j} \geq 0}+\alpha 1_{\left(\boldsymbol{g}_{l}^{(0)}\right)_{j}<0},}{\sqrt{1+\alpha^{2}}}, & \left(\boldsymbol{D}_{l}\right)_{j j}=\frac{1_{\left(\boldsymbol{g}_{l}\right)_{j} \geq 0}+\alpha 1_{\left(\boldsymbol{g}_{l}\right)_{j}<0}}{\sqrt{1+\alpha^{2}}}, & \boldsymbol{D}_{l}^{\prime}=\boldsymbol{D}_{l}-\boldsymbol{D}_{l}^{(0)} \\
\boldsymbol{h}_{l}^{(0)}=\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l}^{(0)} \boldsymbol{h}_{l-1}^{(0)}\right) \equiv \tilde{\sigma}_{\alpha}\left(\boldsymbol{g}_{l}^{(0)}\right), & \boldsymbol{h}_{l}=\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{l-1}\right) \equiv \tilde{\sigma}_{\alpha}\left(\boldsymbol{g}_{l}\right), & \boldsymbol{h}_{l}^{\prime}=\boldsymbol{h}_{l}-\boldsymbol{h}_{l}^{(0)}
\end{array}
$$

Since we fix $\boldsymbol{A}$ and $\boldsymbol{W}_{L+1} \equiv \boldsymbol{B}$ in the training, $\boldsymbol{B}^{(0)}:=\boldsymbol{B}$ and $\boldsymbol{A}^{(0)}:=\boldsymbol{A}$.
Lemma B.4. If $\left\|\boldsymbol{W}^{\prime}\right\|_{2}=\omega<O\left(\frac{1}{L^{9 / 2} \ln ^{3 / 2} m}\right)$ and $m \geq \Omega\left(L^{2}\right)$, then the following events hold with probability at least $1-e^{-\Omega\left(\frac{m^{1 / 2}}{\ln m}\right)}$

1. $\left\|\boldsymbol{D}_{l}^{\prime}\right\|_{0}<O\left(m \omega^{2 / 3} L\right)$ and $\left\|\boldsymbol{D}_{l}^{\prime} \boldsymbol{g}_{l}\right\|<\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\omega L^{3 / 2}\right)$
2. there exist vectors $\boldsymbol{g}_{l, 1}^{\prime}$ and $\boldsymbol{g}_{l, 2}^{\prime}$ such that $\boldsymbol{g}_{l}^{\prime}=\boldsymbol{g}_{l, 1}^{\prime}+\boldsymbol{g}_{l, 2}^{\prime}$, and $\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|=O\left(\omega L^{3 / 2}\right)$ and $\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}=O\left(\frac{\omega L^{5 / 2} \sqrt{\ln m}}{\sqrt{m}}\right)$,
3. $\left\|\boldsymbol{g}_{l}^{\prime}\right\|,\left\|\boldsymbol{h}_{l}^{\prime}\right\|<O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)$.

Proof. We divide the proof into two steps. First, we show that statements 2 and 3 of the lemma imply statement 1 . We then prove statements 2 and 3 of the lemma using an induction argument for $l \in\{0,1, \ldots L\}$.

Statements 2 and 3 imply statement 1. We fix $l \in\{0,1, \ldots L\}$. In view of Lemma B. 1 and the focus on the $l$ th layer, we assume that $\boldsymbol{h}_{l-1}^{(0)}$ is a fixed vector such that $\left\|\boldsymbol{h}_{l-1}^{(0)}\right\| \in[0.5,1.5]$. More precisely, we can condition on $\boldsymbol{h}_{l-1}^{(0)}$ and we know that with overwhelming probability $\left\|\boldsymbol{h}_{l-1}^{(0)}\right\| \in[0.5,1.5]$. We denote $g_{l, j}^{(0)}:=\left(\boldsymbol{g}_{l}^{(0)}\right)_{j}$ (note the difference between the vector notation $\boldsymbol{g}_{i, l}$ and the scalar notation $\left.g_{l, j}^{(0)}\right)$. We recall that

$$
\boldsymbol{g}_{l}^{(0)}=\boldsymbol{W}_{l}^{(0)} \boldsymbol{h}_{l-1}^{(0)} \sim N\left(0, \frac{2\left\|\boldsymbol{h}_{l-1}^{(0)}\right\|^{2}}{m} \boldsymbol{I}\right) \text { and thus } g_{l, j}^{(0)} \sim N\left(0, \frac{2\left\|\boldsymbol{h}_{l-1}^{(0)}\right\|^{2}}{m}\right) \text { for } j \in[m]
$$

We define the following vector $\boldsymbol{d}$ and express it using the decomposition $\boldsymbol{g}_{l}^{\prime}=\boldsymbol{g}_{l, 1}^{\prime}+\boldsymbol{g}_{l, 2}^{\prime}$ in statement 2 of this lemma:

$$
\boldsymbol{d}:=\boldsymbol{D}_{l}^{\prime}\left(\boldsymbol{W}_{l}^{(0)} \boldsymbol{h}_{l}^{(0)}+\boldsymbol{g}_{l}^{\prime}\right)=\boldsymbol{D}_{l}^{\prime}\left(\boldsymbol{W}_{l}^{(0)} \boldsymbol{h}_{l}^{(0)}+\boldsymbol{g}_{l, 1}^{\prime}+\boldsymbol{g}_{l, 2}^{\prime}\right)
$$

We denote $D_{l, j j}^{\prime}:=\left(\boldsymbol{D}_{l}^{\prime}\right)_{j j}, g_{l, 1, j}^{\prime}:=\left(\boldsymbol{g}_{l, 1}^{\prime}\right)_{j}$ and $g_{l, 2, j}^{\prime}:=\left(\boldsymbol{g}_{l, 2}^{\prime}\right)_{j}$.
To estimate $\|\boldsymbol{d}\|$ and $\|\boldsymbol{d}\|_{0}$ we define the following auxiliary sets that partition $\left\{j \in[m]: d_{j} \neq 0\right\}, S_{1}$ and $S_{2}$. To do this we arbitrarily choose a positive number $\xi>2\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}$ and define

$$
S_{1}:=\left\{j \in[m]:\left|g_{l, j}^{(0)}\right|<\xi, d_{j} \neq 0\right\}
$$

and

$$
S_{2}:=\left\{j: j \in[m] / S_{1}, d_{j} \neq 0\right\}
$$

In the rest of the proof we bound $\left|S_{1}\right|, \sum_{j \in S_{1}} d_{j}^{2},\left|S_{2}\right|$ and $\sum_{j \in S_{2}} d_{j}^{2}$. We then use these estimates to bound $\|\boldsymbol{d}\|$ and $\|\boldsymbol{d}\|_{0}$. In order to bound $\left|S_{1}\right|$, we first note that

$$
\mathbb{P}\left(\left|g_{l, j}^{(0)}\right|<\xi, d_{j} \neq 0\right) \leq \mathbb{P}\left(\left|g_{l, j}^{(0)}\right|<\xi\right) \leq \Theta\left(\xi \sqrt{\frac{m}{\left\|\boldsymbol{h}_{l-1}^{(0)}\right\|^{2}}}\right)=\Theta(\xi \sqrt{m})
$$

Combining a Chernoff bound for the binomial distribution with the above estimate yields

$$
\begin{equation*}
\left|S_{1}\right|<O\left(\xi m^{3 / 2}\right) \text { with probability at least } 1-e^{-\Omega\left(m^{3 / 2} \xi\right)} . \tag{40}
\end{equation*}
$$

For $j \in S_{1}$, we upper bound the coordinate $d_{j}$ of $\boldsymbol{d}$ :

$$
\left|d_{j}\right| \leq\left|\frac{1-\alpha}{\sqrt{1+\alpha^{2}}}\right|\left|g_{l, j}^{(0)}+g_{l, 1, j}^{\prime}+g_{l, 2, j}^{\prime}\right| \leq\left|\frac{1-\alpha}{\sqrt{1+\alpha^{2}}}\right|\left(\xi+\left\|\boldsymbol{g}_{2}^{\prime}\right\|_{\infty}+\left|g_{l, 1, j}^{\prime}\right|\right)
$$

For each index $j \in[m]$ such as $D_{l, j j}^{\prime} \neq 0$ we note from the definition of $\boldsymbol{D}^{\prime}$ that $\left|D_{l, j j}^{\prime}\right|=(1-\alpha) / \sqrt{1+\alpha^{2}}$. By squaring both sides of the above inequality, summing over the indices in $S_{1}$ and applying 40, we conclude that with probability at least $1-e^{-\Omega\left(m^{3 / 2} \xi\right)}$

$$
\begin{align*}
\sum_{j \in S_{1}}\left|d_{j}\right|^{2} & \leq 3 \sum_{j \in S_{1}} \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left(\xi^{2}+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}+\left|g_{l, 1, j}^{\prime}\right|^{2}\right) \\
& \leq \frac{3(1-\alpha)^{2}}{1+\alpha^{2}}\left|S_{1}\right|\left(\xi^{2}+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}\right)+\frac{3(1-\alpha)^{2}}{1+\alpha^{2}}\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2} \\
& \leq \frac{3(1-\alpha)^{2}}{1+\alpha^{2}} O\left(\xi m^{3 / 2}\right)\left(\xi^{2}+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}\right)+\frac{3(1-\alpha)^{2}}{1+\alpha^{2}}\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2} \tag{41}
\end{align*}
$$

We next estimate $\left|S_{2}\right|$. The definitions of the diagonal matrices $\boldsymbol{D}_{l}, \boldsymbol{D}_{l}^{(0)}$ and $\boldsymbol{D}_{l}^{\prime}$ imply that if $D_{j j}^{\prime} \neq 0$, then $g_{l, j}^{(0)}$ and $g_{l, j}$ have opposite signs, or equivalently, $g_{l, j}^{(0)}+g_{l, j}^{\prime}$ and $g_{i, l}^{(0)}$ have opposite signs, which further implies that $\left|g_{l, j}^{\prime}\right| \geq\left|g_{l, j}^{(0)}\right|$. We further note that by the triangle inequality $\left|g_{l, j}^{\prime}\right| \leq\left|g_{l, 1, j}^{\prime}\right|+\left|g_{l, 2, j}^{\prime}\right|$. Combining these two observation and then applying additional basic estimates, we obtain

$$
\left|g_{l, 1, j}^{\prime}\right| \geq\left|g_{l, j}^{(0)}\right|-\left|g_{l, 2, j}^{\prime}\right| \geq \xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty} \text { for } j \in S_{2}
$$

This bound clearly implies

$$
\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2} \geq \sum_{j \in S_{2}}\left|g_{l, 1, j}^{\prime}\right|^{2} \geq\left|S_{2}\right|\left(\xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right)^{2}
$$

and consequently

$$
\begin{equation*}
\left|S_{2}\right| \leq \frac{\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}}{\left(\xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right)^{2}} \tag{42}
\end{equation*}
$$

For $j \in S_{2}$, we note as above that $g_{l, j}^{(0)}$ and $g_{l, j}^{\prime}$ have opposite signs and $\left|g_{l, j}^{\prime}\right|>\left|g_{l, j}^{(0)}\right|$. The combination of both of these observations imply $\left|g_{l, j}^{(0)}+g_{l, j}^{\prime}\right| \leq\left|g_{l, j}^{\prime}\right|$. The later observation and the partition of $\boldsymbol{g}_{l}$ according to the second statement
of the lemma yield the following bound for $j \in S_{2}$ :

$$
\begin{align*}
\left|d_{j}\right| & =\frac{|1-\alpha|}{\sqrt{1+\alpha^{2}}}\left|g_{l, j}^{(0)}+g_{l, j}^{\prime}\right| \leq \frac{|1-\alpha|}{\sqrt{1+\alpha^{2}}}\left|g_{l, j}^{\prime}\right|  \tag{43}\\
& \leq \frac{|1-\alpha|}{\sqrt{1+\alpha^{2}}}\left(\left|g_{l, 1, j}^{\prime}\right|+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right) . \tag{44}
\end{align*}
$$

Squaring both sides of (44), summing over $j \in S_{2}$ and applying 42 yield

$$
\begin{align*}
\sum_{j \in S_{2}}\left|d_{j}\right|^{2} & \leq 2 \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \sum_{j \in S_{2}}\left(\left|g_{l, 1, j}^{\prime}\right|^{2}+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}\right) \leq 2 \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left(\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}+\mid S_{2}\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}\right) \\
& \leq 2 \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left(\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}+\frac{\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}}{\left(\xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right)^{2}}\right) \tag{45}
\end{align*}
$$

Obtaining these four different estimates we conclude with bounds on $\|\boldsymbol{d}\|_{0}$ and $\|\boldsymbol{d}\|$. We first note that 40) and (42) yield

$$
\|\boldsymbol{d}\|_{0} \leq\left|S_{1}\right|+\left|S_{2}\right| \leq \Theta\left(\xi m^{3 / 2}\right)+\frac{\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}}{\left(\xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right)^{2}} \text { with probability at least } 1-e^{-\Omega\left(m^{3 / 2} \xi\right)}
$$

Since $\xi>2\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}$, we can obtain the following bound:

$$
\|\boldsymbol{d}\|_{0} \leq \Theta\left(\xi m^{3 / 2}\right)+\frac{4\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}}{\xi^{2}}
$$

In order to tighten the above bound, we minimize the right hand side term with respect to $\xi$ and note that its minimal value is $m\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2 / 3}$ and is obtained at $\xi_{\text {min }}=\Theta\left(\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2 / 3} / m^{1 / 2}\right)$. We note that the assumed conditions: $\omega<O\left(L^{-9 / 2}(\ln m)^{-3 / 2}\right),\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|=O\left(\omega L^{3 / 2}\right)$ and $\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}<O\left(\omega L^{5 / 2} \sqrt{\ln m} / \sqrt{m}\right)$ imply that $\xi_{\min }>2\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}$ so that the minimum is achieved. Thus, an upper bound of $\|\boldsymbol{d}\|_{0}$ is obtained as

$$
\|\boldsymbol{d}\|_{0} \leq O\left(m\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2 / 3}\right) \leq O\left(m \omega^{2 / 3} L\right)
$$

Combining 41 and 45 yields

$$
\begin{aligned}
\|\boldsymbol{d}\|^{2} & =\sum_{j=1}^{m} d_{j}^{2}=\sum_{j \in S_{1}} d_{j}^{2}+\sum_{j \in S_{2}} d_{j}^{2} \\
& \leq \frac{3(1-\alpha)^{2}}{1+\alpha^{2}} O\left(\xi m^{3 / 2}\right)\left(\xi^{2}+\left\|\boldsymbol{g}_{l, 2}\right\|_{\infty}^{2}\right)+\frac{5(1-\alpha)^{2}}{1+\alpha^{2}}\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}+2 \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}^{2}}{\left(\xi-\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty}\right)^{2}} \\
& \leq C \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left(\xi^{3} m^{3 / 2}+\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|_{2}^{2}\right)
\end{aligned}
$$

Plugging in $\xi=\xi_{\text {min }}$ to the above equation and applying the second statement of this lemma result in

$$
\begin{equation*}
\|\boldsymbol{d}\|^{2} \leq O\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|^{2}\right) \leq \frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\omega^{2} L^{3}\right) \tag{46}
\end{equation*}
$$

Consequently, our bounds for $\left\|\boldsymbol{D}_{l}\right\|_{0}$ and $\|\boldsymbol{d}\|=\left\|\boldsymbol{D}_{l}^{\prime} \boldsymbol{g}_{l}\right\|$ are

$$
\begin{align*}
& \|\boldsymbol{D}\|_{0} \leq\|\boldsymbol{d}\|_{0} \leq O\left(m\left(\omega L^{3 / 2}\right)^{2 / 3}\right)=O\left(m \omega^{2 / 3} L\right)  \tag{47}\\
& \left\|\boldsymbol{D}_{l}^{\prime} \boldsymbol{g}_{l}\right\|=\|\boldsymbol{d}\| \leq O\left(\omega L^{3 / 2}\right) \tag{48}
\end{align*}
$$

Proof of Statements 2 and 3. We prove statements 2 and 3 of Lemma B. 4 by induction on $l \in\{0,1, \cdots L\}$. These statements clearly hold at $l=0$ because there is no perturbation at $l=0$ and $\boldsymbol{g}_{0}^{\prime}=\boldsymbol{h}_{0}^{\prime}=\mathbf{0}$. In view of the previous
part of the proof, we assume the lemma holds for layers $0 \leq j \leq l-1$ and prove that the second and third statements of the lemma hold at layer $l$.
Following the given definitions, we expand $\boldsymbol{g}_{l}^{\prime}$ as follows

$$
\begin{align*}
\boldsymbol{g}_{l}^{\prime} & =\boldsymbol{W}_{l} \boldsymbol{D}_{l-1} \boldsymbol{g}_{l-1}-\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{(0)} \boldsymbol{g}_{l-1}^{(0)} \\
& =\left(\boldsymbol{W}_{l}^{(0)}+\boldsymbol{W}_{l}^{\prime}\right)\left(\boldsymbol{D}_{l-1}^{(0)}+\boldsymbol{D}_{l-1}^{\prime}\right)\left(\boldsymbol{g}_{l-1}^{(0)}+\boldsymbol{g}_{l-1}^{\prime}\right)-\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{(0)} \boldsymbol{g}_{l-1}^{(0)} \\
& =\boldsymbol{W}_{l}^{\prime}\left(\boldsymbol{D}_{l-1}^{(0)}+\boldsymbol{D}_{l-1}^{\prime}\right)\left(\boldsymbol{g}_{l-1}^{(0)}+\boldsymbol{g}_{l-1}^{\prime}\right)+\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{\prime}\left(\boldsymbol{g}_{l-1}^{(0)}+\boldsymbol{g}_{l-1}^{\prime}\right)+\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{(0)} \boldsymbol{g}_{l-1}^{\prime} . \tag{49}
\end{align*}
$$

We first expand $\boldsymbol{g}_{l-1}^{\prime}$ in the last term of the above equation. Similarly, we then iteratively expand $\boldsymbol{g}_{l-2}^{\prime}, \ldots, \boldsymbol{g}_{1}^{\prime}$ and obtain the following expression:

$$
\begin{aligned}
\boldsymbol{g}_{l}^{\prime}= & \boldsymbol{W}_{l}^{\prime}\left(\boldsymbol{D}_{l-1}^{(0)}+\boldsymbol{D}_{l-1}^{\prime}\right)\left(\boldsymbol{g}_{l-1}^{(0)}+\boldsymbol{g}_{l-1}^{\prime}\right)+\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{\prime}\left(\boldsymbol{g}_{l-1}^{(0)}+\boldsymbol{g}_{l-1}^{\prime}\right) \\
& +\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{(0)}\left(\boldsymbol{W}_{l-1}^{\prime}\left(\boldsymbol{D}_{l-2}^{(0)}+\boldsymbol{D}_{l-2}^{\prime}\right)\left(\boldsymbol{g}_{l-2}^{(0)}+\boldsymbol{g}_{l-2}^{\prime}\right)+\boldsymbol{W}_{l-1}^{(0)} \boldsymbol{D}_{l-2}^{\prime}\left(\boldsymbol{g}_{l-2}^{(0)}+\boldsymbol{g}_{l-2}^{\prime}\right)\right) \\
& +\boldsymbol{W}_{l}^{(0)} \boldsymbol{D}_{l-1}^{(0)} \boldsymbol{W}_{l-1}^{(0)} \boldsymbol{D}_{l-2}^{(0)} \boldsymbol{g}_{l-2}^{\prime} \\
= & \ldots \\
= & \sum_{k=0}^{l-1}\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right)\left(\boldsymbol{W}_{l-k}^{\prime}\left(\boldsymbol{D}_{l-k-1}^{(0)}+\boldsymbol{D}_{l-k-1}^{\prime}\right)\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right. \\
& \left.+\boldsymbol{W}_{l-k}^{(0)} \boldsymbol{D}_{l-k-1}^{\prime}\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right)+\left(\prod_{j=1}^{l-1} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right) \boldsymbol{g}_{0}^{\prime} .
\end{aligned}
$$

Since $\boldsymbol{g}_{0}^{\prime}=\mathbf{0}$, the last term is $\mathbf{0}$. We consequently express $\boldsymbol{g}_{l}^{\prime}$ as a sum of the following two terms:

$$
\begin{align*}
\boldsymbol{g}_{l}^{\prime}= & \sum_{k=0}^{l-1}\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right)\left(\boldsymbol{W}_{l-k}^{\prime}\left(\boldsymbol{D}_{l-k-1}^{(0)}+\boldsymbol{D}_{l-k-1}^{\prime}\right)\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right)  \tag{50}\\
& +\sum_{k=0}^{l-1}\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right)\left(\boldsymbol{W}_{l-k}^{(0)} \boldsymbol{D}_{l-k-1}^{\prime}\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right) . \tag{51}
\end{align*}
$$

We estimate with high probability the above first term (right hand side in 50) by using the assumption $\left\|\boldsymbol{W}^{\prime}\right\|<\omega$ and the first statement in Lemma B. 3 (to bound $\left\|\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right\|, k=0,1, \ldots l-1$ ). We thus obtain with probability at least $1-L e^{\Omega(m / L)}$

$$
\begin{aligned}
& \left\|\sum_{k=0}^{l-1}\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right)\left(\boldsymbol{W}_{l-k}^{\prime}\left(\boldsymbol{D}_{l-k-1}^{(0)}+\boldsymbol{D}_{l-k-1}^{\prime}\right)\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right)\right\| \\
& \leq \operatorname{L\operatorname {max}_{k}\| \prod _{j=1}^{k}\boldsymbol {W}_{l-j+1}^{(0)}\boldsymbol {D}_{l-j}^{(0)}\| \| \boldsymbol {W}_{l-k}^{\prime }(\boldsymbol {D}_{l-k-1}^{(0)}+\boldsymbol {D}_{l-k-1}^{\prime })(\boldsymbol {g}_{l-k-1}^{(0)}+\boldsymbol {g}_{l-k-1}^{\prime })\| } \\
& \leq L \cdot O(\sqrt{L}) \cdot \max _{k}\left\|\boldsymbol{W}_{l-k}^{\prime}\right\| \cdot\left\|\boldsymbol{D}_{l-k-1}\right\| \cdot\left\|\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right\| \\
& \leq L \cdot O(\sqrt{L}) \cdot \omega \cdot \frac{\max (|\alpha|, 1)}{\sqrt{1+\alpha^{2}}} \cdot \max _{k}\left\|\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right\| \\
& \leq O\left(\omega L^{3 / 2}\right) \max _{k}\left\|\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right\| .
\end{aligned}
$$

We further use Lemma B. 1 to bound $\left\|\boldsymbol{g}_{l-k-1}^{(0)}\right\|, k \in\{0,1, \ldots l-1\}$, by a constant and use the induction assumption to bound $\left\|\boldsymbol{g}_{l-k-1}^{\prime}\right\|, k \in\{0,1, \ldots l-1\}$, by $O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)$. With probability at least $1-O(L) e^{-\Omega(m / L)}$, the first term (right hand side in (50) is thus bounded by

$$
\begin{equation*}
O\left(\omega L^{3 / 2}\right)\left(O(1)+O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)\right)=O\left(\omega L^{3 / 2}\right) \tag{52}
\end{equation*}
$$

In order to bound the second term, which appears in 51, we denote

$$
\boldsymbol{d}_{k}:=\boldsymbol{D}_{l-k-1}^{\prime}\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right), \quad k=0,1, \ldots l-1
$$

and

$$
\boldsymbol{y}_{k}:=\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right) \boldsymbol{W}_{l-k}^{(0)} \boldsymbol{d}_{k}
$$

We show it can be decomposed into $\boldsymbol{y}_{k}=\boldsymbol{y}_{k, 1}+\boldsymbol{y}_{k, 2}$, where with probability at least $1-L e^{-\Omega(m / L)}$,

$$
\left\|\boldsymbol{y}_{k, 1}\right\| \leq O\left(\frac{(1-\alpha) \omega L^{3 / 2}}{\left(1+\alpha^{2}\right)^{1 / 2} \sqrt{m}}\right), \quad\left\|\boldsymbol{y}_{k, 2}\right\|_{\infty} \leq O\left(\frac{(1-\alpha) \omega L^{3 / 2} \sqrt{\ln m}}{\left(1+\alpha^{2}\right)^{1 / 2} \sqrt{m}}\right)
$$

Denoting $\boldsymbol{u}_{k}:=\boldsymbol{D}_{l-1}^{(0)} \boldsymbol{W}_{l-1}^{(0)}, \ldots \boldsymbol{D}_{l-k}^{(0)} \boldsymbol{W}_{l-k}^{(0)} \boldsymbol{d}_{k}$ and applying the induction assumption we note that $\left\|\boldsymbol{d}_{k}\right\|_{0}<O\left(m \omega^{2 / 3} L\right)$. Next, we apply the third statement of the Lemma B. 3 for $\boldsymbol{u}_{k}$ (instead of $\boldsymbol{v}$ ) and obtain that with probability at least $1-e^{-\Omega(m / L)}$

$$
\begin{equation*}
\left\|\boldsymbol{u}_{k}\right\| \leq 4\left\|\boldsymbol{d}_{k}\right\| \tag{53}
\end{equation*}
$$

We note that $\boldsymbol{y}_{k}=\boldsymbol{W}_{l}^{(0)} \boldsymbol{u}_{k}$ and thus $\boldsymbol{y}_{k} \left\lvert\, \boldsymbol{u}_{k} \sim N\left(0, \frac{2\left\|\boldsymbol{u}_{k}\right\|^{2}}{m} \boldsymbol{I}\right)\right.$.
We denote $y_{k, j}:=\left(\boldsymbol{y}_{k}\right)_{j}$ and $\sigma^{2}:=2\left\|\boldsymbol{u}_{k}\right\|^{2} / m$ and we let $b=O\left(\left\|\boldsymbol{u}_{k}\right\| \sqrt{\ln m / m}\right)$. We investigate the tail probability of the Gaussian random variable $y_{k, j}$ conditioned on $\boldsymbol{u}_{k}$. It is clear that

$$
\begin{equation*}
\mathbb{P}\left(\left|y_{k, j}\right| \geq b t \mid \boldsymbol{u}_{k}\right) \leq \frac{1}{\sqrt{2 \pi} b t / \sigma} e^{-b^{2} t^{2} / 2 \sigma^{2}} \quad \forall t \in \mathbb{N} \tag{54}
\end{equation*}
$$

We denote $R_{t}:=\left\{j: y_{k, j} \geq b t\right\} \subset[m]$ and $r_{t}:=\sqrt{m} /\left((\ln m)^{2} t^{2}\right)$. Using the independence of $\left\{y_{k, j}\right\}_{j \in[m]}$ given $\boldsymbol{u}_{k}$ and applying a union bound for (54) yield

$$
\begin{aligned}
\mathbb{P}\left(\left|R_{t}\right| \geq r_{t} \mid \boldsymbol{u}_{k}\right) & \leq\binom{ m}{r_{t}} \times\left(\frac{1}{\sqrt{2 \pi} b t / \sigma} e^{-b^{2} t^{2} / 2 \sigma^{2}}\right)^{r_{t}} \\
& \leq\left(\frac{\left\|\boldsymbol{u}_{k}\right\|}{\sqrt{\pi} b t \sqrt{m\left(1+\alpha^{2}\right)}}\right)^{r_{t}}\left(\frac{m e}{r_{t}}\right)^{r_{t}} e^{-\Omega\left(b^{2} t^{2} m r_{t}\right)} \\
& \leq O(1) \exp \left(-\Omega\left(b^{2} t^{2} m r_{t}\right)+\left(\frac{1}{2} \ln m-\ln b-\Omega(1)\right) r_{t}\right)
\end{aligned}
$$

Denoting $q:=\sqrt{m} / \ln ^{2} m$, we simplify the above bound as follows

$$
\mathbb{P}\left(\left|R_{t}\right| \geq q / t^{2}\right) \leq e^{-\Omega\left(b^{2} q m\right)}
$$

We further denote $Q:=\left\{0,1,2,3, . .\left\lfloor\frac{1}{2} \log _{2} q\right\rfloor\right\}, N_{Q}:=\left\lfloor\frac{1}{2} \log _{2} q\right\rfloor$ and $T:=\left\{2^{p}: p \in Q\right\}$. We designate the elements in $T$ by $t_{p}:=2^{p}$ for $p \in Q$. Let $t_{N_{Q}+1}:=2^{\left\lfloor\frac{1}{2} \log _{2} q\right\rfloor+1} \equiv 2^{N_{Q}+1}$ and notice that $t_{N_{Q}+1}^{2}>q$. Thus, applying the above estimate and a union bound over $t \in T$ and $t_{N_{Q}+1}$

$$
\left|R_{t}\right|<q / t^{2}, \forall t \in T, \text { and }\left|R_{t_{N_{Q}+1}}\right|<1 \text { with probability at least } 1-(|T|+1) e^{-\Omega\left(b^{2} q m\right)}
$$

By definition, we note that when $\left|R_{t_{N_{Q}+1}}\right|=0$ and $\left|y_{k, j}\right|<t_{N_{Q}+1}$ for $j \in R_{t_{N_{Q}}}$. We also note that for $j \in R_{t_{p}} \backslash R_{t_{p+1}}$,
$\left|y_{k, j}\right|<t_{p+1}$. Thus, for $R:=R_{1} \equiv\left\{j:\left|y_{k, j}\right| \geq b\right\}$, we bound $\sum_{j \in R} y_{k, j}^{2}$ with high probability as follows

$$
\begin{aligned}
\sum_{j \in R} y_{k, j}^{2} & =\sum_{j \in R / R_{t_{N_{Q}}}} y_{k, j}^{2}+\sum_{j \in R_{t_{N_{Q}}}} y_{k, j}^{2} \leq \sum_{j \in R / R_{t_{N_{Q}}}} y_{k, j}^{2}+\left|R_{t_{N_{Q}}}\right|\left(b t_{N_{Q}+1}\right)^{2} \\
& \leq \sum_{j \in R / R_{t_{N_{Q}}} / R_{t_{N_{Q}-1}}} y_{k, j}^{2}+\sum_{j \in R_{t_{N_{Q}-1} / R_{t_{N_{Q}}}}} y_{k, j}^{2}+\left|R_{t_{N_{Q}}}\right|\left(b t_{N_{Q}+1}\right)^{2} \\
& \leq \sum_{j \in R / R_{t_{N_{Q}}} / R_{t_{N_{Q}-1}}} y_{k, j}^{2}+\left|R_{t_{N_{Q}-1}}\right|\left(b t_{N_{Q}}\right)^{2}+\left|R_{t_{N_{Q}}}\right|\left(b t_{N_{Q}+1}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{p \in Q}\left|R_{t_{p}}\right|\left(b 2^{p+1}\right)^{2} \leq \sum_{p \in Q} q / t_{p}^{2}\left(b 2^{p+1}\right)^{2} \\
& =\sum_{p \in Q} q b^{2} 2^{2}=O\left(q b^{2} \ln q\right) \text { with probability at least } 1-\Omega(|T|) e^{-\Omega\left(b^{2} q m\right)}
\end{aligned}
$$

Since $b=O\left(\left\|\boldsymbol{u}_{k}\right\| \sqrt{\ln m / m}\right)$ and $q=\sqrt{m} / \ln ^{2} m$, we express the above bound as

$$
\begin{equation*}
\sum_{j \in R} y_{k, j}^{2} \leq O\left(\left\|\boldsymbol{u}_{k}\right\|^{2} / m\right) \text { with probability at least } 1-e^{-\Omega\left(\frac{m^{1 / 2}}{\ln m}\right)} \tag{55}
\end{equation*}
$$

We split vector $\boldsymbol{y}_{k}$ into $\boldsymbol{y}_{k}=\boldsymbol{y}_{k, 1}+\boldsymbol{y}_{k, 2}$ using the indices set $R$ as

$$
\begin{align*}
& \boldsymbol{y}_{k, 1}=\left(y_{k, 1} 1_{1 \in R}, y_{k, 2} 1_{2 \in R}, \ldots, y_{k, m} 1_{m \in R}\right)^{T}  \tag{56}\\
& \boldsymbol{y}_{k, 2}=\left(y_{k, 1} 1_{1 \notin R}, y_{k, 2} 1_{2 \notin R}, \ldots, y_{k, m} 1_{m \notin R}\right)^{T} \tag{57}
\end{align*}
$$

Using (55) and the definition of $R$, and then the induction assumption on the bound of $\left\|\boldsymbol{d}_{k}\right\|$ and (53) yield the following estimates with probability at least $1-e^{-\Omega\left(\frac{m^{1 / 2}}{\ln m}\right)}$ :

$$
\begin{align*}
& \left\|\boldsymbol{y}_{k, 1}\right\| \leq O\left(\left(\frac{\|\boldsymbol{u}\|}{m^{1 / 2}}\right) \leq O\left(\left(\frac{(1-\alpha) \omega L^{3 / 2}}{\left(1+\alpha^{2}\right)^{1 / 2} m^{1 / 2}}\right)\right.\right.  \tag{58}\\
& \left\|\boldsymbol{y}_{k, 2}\right\|_{\infty} \leq b=O\left(\frac{\|\boldsymbol{u}\| \sqrt{\ln m}}{\sqrt{m}}\right) \leq O\left(\frac{(1-\alpha) \omega L^{3 / 2} \sqrt{\ln m}}{\left(1+\alpha^{2}\right)^{1 / 2} \sqrt{m}}\right) \tag{59}
\end{align*}
$$

Following the later decomposition of $\boldsymbol{y}_{k}$ (with the components in (56) and (57), we decompose the term in (51) into $\sum_{k=0}^{l-1} \boldsymbol{y}_{k, 1}$ and $\sum_{k=0}^{l-1} \boldsymbol{y}_{k, 2}$. We denote $\boldsymbol{g}_{l, 2}^{\prime}:=\sum_{k=0}^{l-1} \boldsymbol{y}_{k, 2}$ and $\boldsymbol{g}_{l, 1}^{\prime}:=\overline{\boldsymbol{g}_{l}^{\prime}-\boldsymbol{g}_{l, 2}^{\prime}}$. We note that $\boldsymbol{g}_{l, 1}^{\prime}$ is the sum of the term in 50 and $\sum_{k=0}^{l-1} \boldsymbol{y}_{k, 1}$. By using the bound of 50 given in 52 and 58 , we bound $\boldsymbol{g}_{l, 1}^{\prime}$ as follows

$$
\begin{aligned}
\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\| \leq & \left\|\sum_{k=0}^{l-1}\left(\prod_{j=1}^{k} \boldsymbol{W}_{l-j+1}^{(0)} \boldsymbol{D}_{l-j}^{(0)}\right)\left(\boldsymbol{W}_{l-k}^{\prime}\left(\boldsymbol{D}_{l-k-1}^{(0)}+\boldsymbol{D}_{l-k-1}^{\prime}\right)\left(\boldsymbol{g}_{l-k-1}^{(0)}+\boldsymbol{g}_{l-k-1}^{\prime}\right)\right)\right\| \\
& +\sum_{k=0}^{l-1}\left\|\boldsymbol{y}_{k, 1}\right\| \\
\leq & O\left(\omega L^{3 / 2}\right)+\sum_{k=0}^{l-1}\left\|\boldsymbol{y}_{k, 1}\right\| \\
\leq & O\left(\omega L^{3 / 2}\right)+L_{k \in\{0,1, \ldots, l-1\}}\left\|\boldsymbol{y}_{k, 1}\right\| \\
\leq & O\left(\omega L^{3 / 2}\right)+L O\left(\frac{(1-\alpha) \omega L^{3 / 2}}{\left(1+\alpha^{2}\right)^{1 / 2} m^{1 / 2}}\right)
\end{aligned}
$$

Using the fact that $m \geq \Omega\left(L^{2}\right)$, we show the $\ell_{2}$ norm for $\boldsymbol{g}_{l, 1}^{\prime}$ in the second statement of this lemma holds:

$$
\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\| \leq O\left(\omega L^{3 / 2}\right)+L O\left(\frac{(1-\alpha) \omega L^{3 / 2}}{\left(1+\alpha^{2}\right)^{1 / 2} m^{1 / 2}}\right) \leq O\left(\omega L^{3 / 2}\right)
$$

Applying the induction assumption, i.e., $\left\|\boldsymbol{g}_{l-k, 1}^{\prime}\right\| \leq O\left(\omega L^{3 / 2}\right)$ for $k \in\{0,1, \ldots, l-1\}$, and $\sqrt{59}$, we conclude the second statement of the lemma for layer $l$ as follows

$$
\begin{equation*}
\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|_{\infty} \leq \sum_{k=0}^{l-1}\left\|\boldsymbol{y}_{k, 2}\right\|_{\infty} \leq L O\left(\frac{1-\alpha}{\left(1+\alpha^{2}\right)^{1 / 2}} \frac{\sqrt{\ln m} \omega L^{3 / 2}}{\sqrt{m}}\right)=O\left(\frac{\sqrt{\ln m} \omega L^{5 / 2}}{\sqrt{m}}\right) \tag{60}
\end{equation*}
$$

Finally, we note that $\left\|\boldsymbol{g}_{l}^{\prime}\right\| \leq\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|+\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|$, and thus the first part $\left\|\boldsymbol{g}_{l, 1}^{\prime}\right\|$ is bounded by $O\left(\omega L^{3 / 2}\right)$. Furthermore, applying $\sqrt{60}$, we bound the second part, $\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|$, as follows

$$
\left\|\boldsymbol{g}_{l, 2}^{\prime}\right\|=\sqrt{\sum_{j \in S_{2}} g_{l, 2, j}^{2}} \leq \sqrt{m \frac{\ln m \omega^{2} L^{5}}{m}}=\sqrt{\ln m} \omega L^{5 / 2}
$$

By definition, $\boldsymbol{h}_{l}^{\prime}=\boldsymbol{D} \boldsymbol{g}_{l}^{\prime}+\boldsymbol{D}^{\prime} \boldsymbol{g}_{l}^{(0)}+\boldsymbol{D}^{\prime} \boldsymbol{g}_{l}^{\prime}=\boldsymbol{D} \boldsymbol{g}_{l}^{\prime}+\boldsymbol{D}^{\prime} \boldsymbol{g}_{l}$. Applying $\|\boldsymbol{D}\| \leq 1,\left\|\boldsymbol{g}_{l}^{\prime}\right\| \leq O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)$ and $\left\|\boldsymbol{D}^{\prime} \boldsymbol{g}_{l}\right\| \leq O\left(\omega L^{3 / 2}\right)$, we bound the norm of $\boldsymbol{h}_{l}^{\prime}$ in the following way

$$
\left\|\boldsymbol{h}_{l}^{\prime}\right\| \leq O(1) O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)+O\left(\omega L^{3 / 2}\right)=O\left(\omega L^{5 / 2} \sqrt{\ln m}\right)
$$

Thus the third statement of this lemma is concluded for layer $l$.
Lemma B.5. For given integer $a, b$ as $1 \leq a<b \leq L$, and if $d<O\left(\frac{m}{L \ln m}\right),\left\|\boldsymbol{W}^{\prime}\right\| \leq \omega<O\left(\frac{1}{L^{9 / 2} \ln ^{3 / 2} m}\right)$. Then we obtain that with probability at least $1-e^{-\Omega(m / L)}$

1. $\left\|\boldsymbol{W}_{b}^{(0)}\left(\boldsymbol{D}_{i, b-1}^{(0)}+\boldsymbol{D}_{i, b-1}^{\prime}\right) \boldsymbol{W}_{b-1}^{(0)} \ldots\left(\boldsymbol{D}_{i, a}^{(0)}+\boldsymbol{D}_{i, a}^{\prime}\right) \boldsymbol{W}_{a}^{(0)}\right\| \leq O(\sqrt{L})$.
2. $\left\|\left(\boldsymbol{W}_{b}^{(0)}+\boldsymbol{W}_{b}^{\prime}\right)\left(\boldsymbol{D}_{i, b-1}^{(0)}+\boldsymbol{D}_{i, b-1}^{\prime}\right)\left(\boldsymbol{W}_{b-1}^{(0)}+\boldsymbol{W}_{b-1}^{\prime}\right) \ldots\left(\boldsymbol{D}_{i, a}^{(0)}+\boldsymbol{D}_{i, a}^{\prime}\right)\left(\boldsymbol{W}_{a}^{(0)}+\boldsymbol{W}_{a}^{\prime}\right)\right\| \leq O(\sqrt{L})$.
3. $\left\|\boldsymbol{W}_{b+1}^{(0)}\left(\boldsymbol{D}_{i, b}^{(0)}+\boldsymbol{D}_{i, b}^{\prime}\right)\left(\boldsymbol{W}_{b}^{(0)}+\boldsymbol{W}_{b}^{\prime}\right) \ldots\left(\boldsymbol{D}_{i, a}^{(0)}+\boldsymbol{D}_{i, a}^{\prime}\right)-\boldsymbol{W}_{b+1}^{(0)} \boldsymbol{D}_{i, b}^{(0)} \boldsymbol{W}_{b}^{(0)} \ldots \boldsymbol{W}_{a+1}^{(0)} \boldsymbol{D}_{i, a}^{(0)}\right\| \leq O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} L^{3 / 2}\right)$.
4. $\left\|\boldsymbol{B}\left(\boldsymbol{D}_{L}^{(0)}+\boldsymbol{D}_{L}^{\prime}\right)\left(\boldsymbol{W}_{L}^{(0)}+\boldsymbol{W}_{L}^{\prime}\right) \ldots\left(\boldsymbol{D}_{i, a}^{(0)}+\boldsymbol{D}_{i, a}^{\prime}\right)-\boldsymbol{B} \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{W}_{a+1}^{(0)} \boldsymbol{D}_{i, a}^{(0)}\right\|$
$\leq O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{\omega^{1 / 3} L^{2} \sqrt{m \ln m}}{\sqrt{d}}\right)$.
The proof of this lemma follows the same arguments of the proofs of Lemmas 8.6 and 8.7 in Allen-Zhu et al. (2019b), but uses instead Lemma $\sqrt{\text { B. } 4}$ and the fact that $\left\|\boldsymbol{D}^{\prime}\right\|=(1-\alpha) / \sqrt{1+\alpha^{2}}$.

## B. 4 Gradient Bounds and Proof of Lemma 4.2

We first introduce two lemmas (Lemmas B.6 and B.7) that provide upper and lower bounds for the Frobenius norm of a certain matrix-valued function $\boldsymbol{G}_{i, l}\left(\boldsymbol{v} ; \boldsymbol{W}^{(0)}\right)$ with randomly initialized parameters $\boldsymbol{W}^{(0)}$. This function, which is defined below in (61) equals the gradient of the loss function when $\boldsymbol{v}=\boldsymbol{e}_{i}^{(0)} \equiv \boldsymbol{B} \boldsymbol{h}_{L, i}^{(0)}-\boldsymbol{y}_{i}$. At last, we conclude Lemma 4.2 by applying the perturbation bounds of Lemmas B.4 and B.5 in order to show that the order of the bounds in Lemmas B. 6 and B. 7 are not affected by a small perturbation $\boldsymbol{W}^{\prime}$ as long as $\left\|\boldsymbol{W}^{\prime}\right\| \leq \omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$.
We remark that the proof of Lemma B.6 is straightforward and follows Allen-Zhu et al. (2019b). The proof of Lemma B. 7 follows ideas of Zou and Gu (2019), while adapting it to Leaky ReLUs and improving the lower bound of $\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}$ by quantifying lower bounds for layers before $L$ instead of only using $\left\|\nabla_{\boldsymbol{W}_{L}} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}$ as done in Zou and Gu (2019). This improvement reduces a factor $L$ in the lower bound, which will eventually make the learning rate of the desired theory independent of $L$. The idea of concluding Lemma 4.2 by examining the effect of a small perturbation on the parameter follows Allen-Zhu et al. (2019b).

We define the matrix-valued function, $\boldsymbol{G}_{i, l}(\boldsymbol{v} ; \boldsymbol{W})$, for $l \in[L]$ and $i \in[n]$ and $\boldsymbol{v} \in \mathbb{R}^{d}$ as follows

$$
\begin{equation*}
\boldsymbol{G}_{i, l}(\boldsymbol{v} ; \boldsymbol{W}):=\boldsymbol{D}_{i, l} \mathbf{B a c k}_{i, l}^{T} \boldsymbol{v} \boldsymbol{h}_{i, l-1}^{T}=\left(\mathbf{B a c k}_{i, l} \boldsymbol{D}_{i, l}\right)^{T} \boldsymbol{v} \boldsymbol{h}_{i, l-1}^{T} . \tag{61}
\end{equation*}
$$

We note that $\boldsymbol{G}_{i, l}(\boldsymbol{v} ; \boldsymbol{W})$ is related to the gradient of the loss function as follows:

$$
\boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right) \equiv \nabla_{\boldsymbol{W}_{l}} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)
$$

Lemma B.6. Assume the setup of $\$ 2$ with randomly initialized $\boldsymbol{W}^{(0)}$. If $d \leq O\left(\frac{m}{L \ln m}\right)$, then with probability at least $1-e^{-\Omega(m / L)}$

$$
\begin{equation*}
\left\|\boldsymbol{G}_{i, l}\left(\boldsymbol{v} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \leq O\left(\frac{m}{d}\right)\|\boldsymbol{v}\|^{2} \tag{62}
\end{equation*}
$$

Proof. The second statement in Lemma B. 3 implies that $\left\|\mathbf{B a c k}_{i, l}\right\|<O\left(\sqrt{\frac{m}{d}}\right)$ with probability at least $1-e^{-\Omega(m / L)}$ and therefore

$$
\begin{aligned}
\left\|\boldsymbol{G}_{i, l}\left(\boldsymbol{v} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} & \leq\left\|\boldsymbol{D}_{i, l} \mathbf{B a c k}_{i, l}^{(0) T} \boldsymbol{v} \boldsymbol{h}_{i, l-1}^{(0) T}\right\|_{F}^{2} \\
& \leq\left\|\boldsymbol{D}_{i, l} \mathbf{B a c k}_{i, l}^{(0) T} \boldsymbol{v}\right\|^{2}\left\|\boldsymbol{h}_{i, l-1}^{(0) T}\right\|^{2} \\
& \leq O\left(\frac{m}{d}\left\|\boldsymbol{v}_{i}\right\|_{2}^{2}\right) .
\end{aligned}
$$

Lemma B.7. Assume the setup of $\left\{2\right.$ and with randomly initialized $\boldsymbol{W}^{(0)}$. For any set of vector $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{n} \subset \mathbb{R}^{d}$,

$$
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta m}{n d L}\right) \sum_{i=1}^{n}\left\|\boldsymbol{v}_{i}\right\|^{2} \text { with probability } \geq 1-e^{-\Omega\left(m \delta^{2}\right)}
$$

Proof. We separate the proof of this lemma into four parts. In the first part, we define a set in $\mathbb{R}^{m}$ (see 63 below) and show two important properties of this set (see 64) and 66) below). In the second part, we establish a lower bound for a useful function (as defined in 70 below) with a probability at least 0.5 . In the third part, we use this lower bound to establish a lower bound of the loss function with a positive probability. In the fourth part, we conclude the lemma by using all the results proved in the former three parts.

Since we assume randomly initialized parameters without training, we simply denote $\boldsymbol{h}_{i, l}:=\boldsymbol{h}_{i, l}^{(0)}$ and $\boldsymbol{W}:=\boldsymbol{W}^{(0)}$ across this proof.

Part 1. We arbitrarily fix $l \in[L]$ and recall that $\boldsymbol{h}_{i, l}$ is the output of $l$ th layer. We denote

$$
\hat{\boldsymbol{h}}_{i, l}:=\boldsymbol{h}_{i, l} /\left\|\boldsymbol{h}_{i, l}\right\| .
$$

We form an orthogonal matrix $\boldsymbol{Q}_{i, l} \in \mathbb{R}^{m \times m}$ whose first column is $\hat{\boldsymbol{h}}_{i, l}$. We denote the matrix in $\mathbb{R}^{m \times(m-1)}$ which completes this vector by $\tilde{\boldsymbol{Q}}_{i, l}$, that is, $\boldsymbol{Q}_{i, l}:=\left[\hat{\boldsymbol{h}}_{i, l}, \tilde{\boldsymbol{Q}}_{i, l}\right]$.

For a small constant $c_{1}>0$ (the choice of $c_{1}$ will be determined during the proof), we let $\gamma=c_{1} \delta /(n L \sqrt{m})$. For $i \in[n]$ and the fixed $l \in[L]$, we define

$$
\begin{equation*}
\mathcal{W}_{i, l}:=\left\{\boldsymbol{w} \in \mathbb{R}^{m}:\left|\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right|<\gamma,\left|\left\langle\tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right|>2 \gamma, \forall j \in[n], j \neq i\right\} \subset \mathbb{R}^{m} \tag{63}
\end{equation*}
$$

We prove that for any choice of $\gamma$ the sets $\mathcal{W}_{i, l}, i \in[n]$, have no intersection, that is,

$$
\begin{equation*}
\mathcal{W}_{i, l} \cap \mathcal{W}_{j, l}=\emptyset, \quad \forall i \neq j \in[n] \tag{64}
\end{equation*}
$$

For any $\boldsymbol{w} \in \mathcal{W}_{i, l}$, we need to prove that $\boldsymbol{w} \notin \mathcal{W}_{j, l}$, where $j \neq i \in[n]$. We prove this by contradiction. Given $\boldsymbol{w} \in \mathcal{W}_{i, l}$, we assume that there exists $j \neq i \in[n]$ such that $\boldsymbol{w} \in \mathcal{W}_{j, l}$. Since $\tilde{\boldsymbol{Q}}_{j, l} \tilde{\boldsymbol{Q}}_{j, l}^{T}=\boldsymbol{I}-\hat{\boldsymbol{h}}_{j, l} \hat{\boldsymbol{h}}_{j, l}^{T}$, we rewrite $\tilde{\boldsymbol{Q}}_{j, l} \tilde{\boldsymbol{Q}}_{j, l}^{T} \boldsymbol{w}$ as

$$
\begin{equation*}
\tilde{\boldsymbol{Q}}_{j, l} \tilde{\boldsymbol{Q}}_{j, l}^{T} \boldsymbol{w}=\left(\boldsymbol{I}-\hat{\boldsymbol{h}}_{j, l} \hat{\boldsymbol{h}}_{j, l}^{T}\right) \boldsymbol{w}=\boldsymbol{w}-\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle \hat{\boldsymbol{h}}_{j, l} . \tag{65}
\end{equation*}
$$

Applying 65 and the fact that $\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{i, l}\right\rangle<\gamma$ and $\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle<\gamma$ for $\boldsymbol{w} \in \mathcal{W}_{i, l} \cap \mathcal{W}_{j, l}$ results in

$$
\begin{aligned}
\left|\left\langle\tilde{\boldsymbol{Q}}_{j, l} \tilde{\boldsymbol{Q}}_{j, l}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{i, l}\right\rangle\right| & =\left|\left\langle\boldsymbol{w}-\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle \hat{\boldsymbol{h}}_{j, l}, \hat{\boldsymbol{h}}_{i, l}\right\rangle\right| \\
& \leq\left|\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{i, l}\right\rangle\right|+\left|\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\left\langle\hat{\boldsymbol{h}}_{j, l}, \hat{\boldsymbol{h}}_{i, l}\right\rangle\right| \\
& <\gamma+\gamma\left|\left\langle\hat{\boldsymbol{h}}_{j, L}, \hat{\boldsymbol{h}}_{i, L}\right\rangle\right| \\
& \leq 2 \gamma
\end{aligned}
$$

On the other hand, since $\boldsymbol{w} \in \mathcal{W}_{j, l},\left|\left\langle\tilde{\boldsymbol{Q}}_{j, l} \tilde{\boldsymbol{Q}}_{j, l}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{i, l}\right\rangle\right|>2 \gamma$ for $i \neq j$, which contradicts the above equation. Therefore, we conclude (64).
Next, we assume $\boldsymbol{w} \sim N\left(0, \frac{2}{m} \boldsymbol{I}\right)$ and prove that

$$
\begin{equation*}
\mathbb{P}\left(\boldsymbol{w} \in \mathcal{W}_{i, l}\right) \geq \Omega\left(\frac{\delta}{n L}\right) \tag{66}
\end{equation*}
$$

The orthogonality of $\boldsymbol{Q}_{i, l}$ implies that $\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}$ and $\tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}$ are independent. We thus express the probability 66 as follows

$$
\begin{equation*}
\mathbb{P}\left(\boldsymbol{w} \in \mathcal{W}_{i, l}\right)=\mathbb{P}\left(\left|\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right|<\gamma\right) \mathbb{P}\left(\left|\left\langle\tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right|>2 \gamma, \forall j \in[n], j \neq i\right) . \tag{67}
\end{equation*}
$$

We note that $\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w} \sim N\left(0, \frac{2}{m}\right)$ and thus express the first multiplicative term in 67 l

$$
\begin{equation*}
\mathbb{P}\left(\left|\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right|<\gamma\right)=\frac{\sqrt{m}}{\sqrt{4 \pi}} \int_{-\gamma}^{\gamma} e^{-\frac{m x^{2}}{4}} d x \geq \Omega(\gamma \sqrt{m}), \text { when } \gamma \sqrt{m}<1 \tag{68}
\end{equation*}
$$

To express the second multiplicative term of 67, we first derive the distribution of $\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}$. Since $\tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T}=\boldsymbol{I}_{m}-\hat{\boldsymbol{h}}_{i, l} \hat{\boldsymbol{h}}_{i, l}^{T}$ and $\tilde{\boldsymbol{Q}}_{i, l}^{T} \tilde{\boldsymbol{Q}}_{i, l}=\boldsymbol{I}_{m-1}$,

$$
\begin{aligned}
\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w} & \sim N\left(0, \frac{2}{m} \hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \hat{\boldsymbol{h}}_{j, l}\right) \\
& =N\left(0, \frac{2}{m} \hat{\boldsymbol{h}}_{j, l}^{T}\left(\boldsymbol{I}-\hat{\boldsymbol{h}}_{i, l} \hat{\boldsymbol{h}}_{i, l}^{T}\right) \hat{\boldsymbol{h}}_{j, l}\right) \\
& =N\left(0,\left(1-\left\langle\hat{\boldsymbol{h}}_{j, l} \hat{\boldsymbol{h}}_{i, l}\right\rangle^{2}\right) \frac{2}{m}\right) .
\end{aligned}
$$

By Lemma B.2. we recall that with probability at least $1-e^{-\Omega\left(\delta^{4} m / L^{4}\right)}$,

$$
\left\langle\hat{\boldsymbol{h}}_{i, L}, \hat{\boldsymbol{h}}_{j, L}\right\rangle^{2} \leq 1-\Omega\left(\delta^{2} / L^{2}\right), \text { for all } i \neq j \in[n]
$$

We thus note that $\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w} \sim N\left(0, \tau^{2}\right)$, where $\tau^{2}$ is greater than $\Omega\left(\delta^{2} / m L^{2}\right)$. Consequently,

$$
\mathbb{P}\left(\left|\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}\right|<2 \gamma\right)=\frac{1}{\sqrt{2 \pi \tau^{2}}} \int_{-2 \gamma}^{2 \gamma} \exp \left(-\frac{x^{2}}{2 \tau^{2}}\right) d x \leq O\left(\frac{\gamma}{\tau}\right) \leq O\left(\frac{\gamma L \sqrt{m}}{\delta}\right)
$$

Applying a union bound over all $j \in[n], j \neq i$, yields

$$
\mathbb{P}\left(\exists j \in[n], j \neq i \text { such that }\left|\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}\right| \leq 2 \gamma\right) \leq n O\left(\frac{\gamma L \sqrt{m}}{\delta}\right)
$$

Consequently,

$$
\begin{equation*}
\mathbb{P}\left(\left|\hat{\boldsymbol{h}}_{j, l}^{T} \tilde{\boldsymbol{Q}}_{i, l} \tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}\right|>2 \gamma \forall j \in[n], j \neq i\right) \geq 1-O\left(\frac{\gamma n L \sqrt{m}}{\delta}\right) \tag{69}
\end{equation*}
$$

Plugging (69) and (68) into 67) yields

$$
\begin{aligned}
\mathbb{P}\left(\boldsymbol{w} \in \mathcal{W}_{i, l}\right) & =\mathbb{P}\left(\left|u_{i, 1}\right|<\gamma\right) \mathbb{P}\left(\left|\boldsymbol{v}_{i, j}\right|>2 \gamma, \forall j \in[n], j \neq i\right) \\
& \geq \Omega(\gamma \sqrt{m})\left(1-O\left(\frac{\gamma n L \sqrt{m}}{\delta}\right)\right) .
\end{aligned}
$$

Recall that $\gamma=c_{1} \delta /(n L \sqrt{m})$, we select small $c_{1}$ such that both $O\left(\frac{\gamma n L \sqrt{m}}{\delta}\right)=O(1) \cdot c_{1}<1$ and $\gamma \sqrt{m}=c_{1} \delta /(n L)<1$. We thus conclude this part as follows

$$
\mathbb{P}\left(\boldsymbol{w} \in \mathcal{W}_{i, l}\right) \geq \Omega\left(\frac{\delta}{n L}\right)
$$

Part 2. Given integer $k \in[m]$ and $l \in[L]$, we define the following vector-valued function for $\boldsymbol{a}=\left(a_{1}, \ldots a_{n}\right)^{T} \in \mathbb{R}^{n}$ and $\boldsymbol{w} \in \mathbb{R}^{m}$ :

$$
\begin{equation*}
\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a}):=\sum_{i=1}^{n} a_{i} \tilde{\sigma}_{\alpha}^{\prime}\left(\left\langle\boldsymbol{w}, \boldsymbol{h}_{i, l}\right\rangle\right) \boldsymbol{h}_{i, l} . \tag{70}
\end{equation*}
$$

We prove that conditioning on the event $\boldsymbol{w} \in \mathcal{W}_{i, l}$, a certain lower bound of $\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\|$ is achieved with a probability at least 0.5 , that is,

$$
P\left(\left.\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\| \geq \frac{a_{i}}{2} \frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}}\left\|\boldsymbol{h}_{i, l}\right\| \right\rvert\, \boldsymbol{w} \in \mathcal{W}_{i, l}\right)>\frac{1}{2}
$$

We rewrite $\boldsymbol{w}$ as $\boldsymbol{w}=\boldsymbol{Q}_{i, l} \boldsymbol{Q}_{i, l}^{T} \boldsymbol{w}=\left(\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right) \hat{\boldsymbol{h}}_{i, l}+\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}$,

$$
\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle=\left(\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right)\left\langle\hat{\boldsymbol{h}}_{i, l}, \hat{\boldsymbol{h}}_{j, l}\right\rangle+\left\langle\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle \text { for } j \neq i
$$

Using the following two facts: $\boldsymbol{w} \in \mathcal{W}_{i, l}$ and both $\hat{\boldsymbol{h}}_{i, l}$ and $\hat{\boldsymbol{h}}_{j, l}$ are unit vectors, we bound the absolute value of the first term of the above expression as folows

$$
\left|\left(\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right)\right|\left|\left\langle\hat{\boldsymbol{h}}_{i, l}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right|<\gamma
$$

Since $\boldsymbol{w} \in \mathcal{W}_{i, l}$, the magnitude of the second term is greater than $2 \gamma$. We note that the sign of $\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle$ is the same as that of $\left\langle\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle$. This and the piecewise linearity of the Leaky ReLU function imply that for $\boldsymbol{w} \in \mathcal{W}_{i, l}$

$$
\begin{equation*}
\left.\tilde{\sigma}_{\alpha}^{\prime}\left(\left\langle\boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right)=\tilde{\sigma}_{\alpha}^{\prime}\left(\left\langle\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right\rangle\right), \text { for } j \neq i \tag{71}
\end{equation*}
$$

We note 71 implies the following expression for $\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})$ for $\boldsymbol{w} \in \mathcal{W}_{i, l}$ : by ,

$$
\begin{aligned}
\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a}) & =a_{i} \tilde{\sigma}_{\alpha}^{\prime}\left(\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right) \boldsymbol{h}_{i, l}+\sum_{j \neq i} a_{j} \tilde{\sigma}_{\alpha}^{\prime}\left(\hat{\boldsymbol{h}}_{j, l}^{T} \boldsymbol{w}\right) \boldsymbol{h}_{j, l} \\
& \left.=a_{i} \tilde{\sigma}_{\alpha}^{\prime}\left(\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}\right) \boldsymbol{h}_{i, l}+\sum_{j \neq i} a_{j} \tilde{\sigma}_{\alpha}^{\prime}\left(\left\langle\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right\rangle\right) \boldsymbol{h}_{j, l} \\
& \left.=a_{i} \frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}} 1_{\hat{\boldsymbol{h}}_{i, l}^{T}} \boldsymbol{w > 0} \boldsymbol{h}_{i, l}+a_{i} \frac{\alpha}{\sqrt{1+\alpha^{2}}} \boldsymbol{h}_{i, l}+\sum_{j \neq i} a_{j} \tilde{\sigma}_{\alpha}^{\prime}\left(\left\langle\tilde{\boldsymbol{Q}}_{i, k} \tilde{\boldsymbol{Q}}_{i, k}^{T} \boldsymbol{w}, \hat{\boldsymbol{h}}_{j, l}\right\rangle\right\rangle\right) \boldsymbol{h}_{j, l} .
\end{aligned}
$$

We denote

$$
\begin{aligned}
\boldsymbol{b}_{1} & :=a_{i} \frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}} \boldsymbol{h}_{i, L-1} \\
\boldsymbol{r} & :=a_{i} \frac{\alpha}{\sqrt{1+\alpha^{2}}} \boldsymbol{h}_{i, L-1}+\sum_{j \neq i} a_{j} \phi_{\alpha}^{\prime}\left(\left\langle\tilde{\boldsymbol{Q}}_{i} \tilde{\boldsymbol{u}}_{i}, \hat{\boldsymbol{h}}_{j, L-1}\right\rangle\right) \boldsymbol{h}_{j, L-1},
\end{aligned}
$$

and thus express $\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})$ as follows

$$
\begin{equation*}
\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})=\boldsymbol{b}_{1} 1_{\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}>0}+\boldsymbol{r} \tag{72}
\end{equation*}
$$

By symmetry of normal distribution, we know that $\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}>0$ with probability 0.5 . We also note that $\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}$ and $\tilde{\boldsymbol{Q}}_{i, l}^{T} \boldsymbol{w}$ are independent and thus $1_{\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}>0}$ is independent with $\boldsymbol{r}$.
We consider two possibility for $\boldsymbol{r}$ :

- When $\|\boldsymbol{r}\| \geq \frac{1}{2}\left\|\boldsymbol{b}_{1}\right\|$, we know that with probability $0.5, \hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w} \leq 0$, which implies $\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})=\boldsymbol{r}$, and thus $\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\| \geq \frac{1}{2}\left\|\boldsymbol{b}_{1}\right\|$. We thus note that at least with probability 0.5 that $\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\| \geq \frac{1}{2}\left\|\boldsymbol{b}_{1}\right\|$.
- When $\|\boldsymbol{r}\|<\frac{1}{2}\left\|\boldsymbol{b}_{1}\right\|$, we note that $\hat{\boldsymbol{h}}_{i, l}^{T} \boldsymbol{w}>0$ with probability 0.5 , then by triangle inequality, we imply $\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\| \geq\left\|\boldsymbol{b}_{1}\right\|-\|\boldsymbol{r}\| \geq \frac{1}{2}\left\|\boldsymbol{b}_{1}\right\|$.

We conclude that

$$
\begin{equation*}
P\left(\left\|\boldsymbol{b}_{k, l}(\boldsymbol{w}, \boldsymbol{a})\right\| \geq \frac{a_{i}}{2} \frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}}\left\|\boldsymbol{h}_{i, l}\right\| \| \mid \boldsymbol{w} \in \mathcal{W}_{i, l}\right) \geq \frac{1}{2} \tag{73}
\end{equation*}
$$

Part 3. The proof of this part does not depend on a particular choice of $i \in[n]$. For simplicity, we thus drop the subscript $i$ in this part.
For $\boldsymbol{v} \in \mathbb{R}^{d}, k \in[m]$ and $l \in[L]$, we define $a_{k, l}:=\left\langle\left(\mathbf{B a c k}_{l}\right)_{\cdot, k}, \boldsymbol{v}\right\rangle$. We want to show that for any integers $k \in[m]$ and $l \in[L]$,

$$
\begin{equation*}
\mathbb{P}\left(\left(a_{k, l}\right)^{2} \geq O\left(\frac{\|\boldsymbol{v}\|^{2}}{d}\right)\right)>1-\exp (-O(1)) \tag{74}
\end{equation*}
$$

To prove the above statement, we also need an auxiliary statement for $l \in\{2,3, \ldots L+1\}$,

$$
\begin{equation*}
\left\|\boldsymbol{D}_{l-1} \mathbf{B a c k}_{l}^{T} \boldsymbol{v}\right\| \geq(1-\epsilon) \sqrt{\frac{m}{2 d}}\|\boldsymbol{v}\| \text { with probability at least } 1-e^{-\Omega\left(m \epsilon^{2} / L^{2}\right)} \tag{75}
\end{equation*}
$$

In order to prove the above two statements 74 and 75 , we first prove that $\boldsymbol{W}_{l} \mid \boldsymbol{D}_{l}$ has the same distribution as $\boldsymbol{W}_{l}$, i.e., $N\left(0, \frac{2}{m}\right)$. Then we use a similar argument to that in the proof of Lemma B.1 in order to show 75 . Finally, by using the distribution of $\boldsymbol{W}_{l}$ given $\boldsymbol{D}_{l}$, together with 75 , we prove 74 and conclude this part.

We prove a more general statement for conditional distributions: given a normal random vector in $\mathbb{R}^{p}$ as $\boldsymbol{w} \sim N\left(0, \sigma^{2} \boldsymbol{I}_{p}\right)$, and a random vector $\boldsymbol{h} \in \mathbb{R}^{p}$ that satisfies following three properties:

1. $\boldsymbol{h}$ is independent with $\boldsymbol{w}$
2. The norm $\|\boldsymbol{h}\|$ is independent with the direction $\boldsymbol{h} /\|\boldsymbol{h}\|$
3. The direction $\boldsymbol{h} /\|\boldsymbol{h}\|$ is uniform distribution in the unit sphere $\mathcal{S}^{p-1}$

We further define $B:=1_{\boldsymbol{h}^{T} \boldsymbol{w}>0}$ as a random variable. Then the conditional distribution of $\boldsymbol{w} \mid B$ is the same as the unconditional distribution of $\boldsymbol{w}$, that is

$$
\begin{equation*}
\boldsymbol{w} \mid B \stackrel{d}{=} \boldsymbol{w} \sim N\left(0, \sigma^{2} \boldsymbol{I}_{p}\right) \tag{76}
\end{equation*}
$$

Remark: a normal random vector $N\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}\right)$ satisfies the above three properties and thus $\boldsymbol{w}$ also satisfies above three properties.
We denote the unit vectors $\hat{\boldsymbol{h}}:=\boldsymbol{h} /\|\boldsymbol{h}\|$ and $\hat{\boldsymbol{w}}:=\boldsymbol{w} /\|\boldsymbol{w}\|$. We first note that $B \equiv 1_{\hat{\boldsymbol{h}}^{T} \hat{\boldsymbol{w}}>0}$ only depends on the directions of $\boldsymbol{h}$ and $\boldsymbol{w}$. By the former observation and the fact that $\|\boldsymbol{w}\|$ is independent with $\hat{\boldsymbol{w}}$, we thus note $\|\boldsymbol{w}\| \mid B=\|\boldsymbol{w}\|$. We denote the probability density function for a random variable $Y$ by $f_{Y}$. We next consider the probability density function $f_{\boldsymbol{w} \mid B}(\boldsymbol{w})$, by independence of the norm and the direction for $\boldsymbol{w}$, we obtain

$$
\begin{equation*}
f_{\boldsymbol{w} \mid B}(\boldsymbol{w})=f_{\boldsymbol{w} \mid B}(\|\boldsymbol{w}\|, \hat{\boldsymbol{w}})=f_{\|\boldsymbol{w}\| B}(\|\boldsymbol{w}\|) f_{\hat{\boldsymbol{w}} \mid B}(\hat{\boldsymbol{w}})=f_{\|\boldsymbol{w}\|}(\|\boldsymbol{w}\|) f_{\hat{\boldsymbol{w}} \mid B}(\hat{\boldsymbol{w}}) \tag{77}
\end{equation*}
$$

Thus, in order to show 76), it is sufficient suffices to show that $\hat{\boldsymbol{w}} \mid B \stackrel{d}{=} \hat{\boldsymbol{w}}$. We prove this by showing that for any set $\mathcal{A} \subset \mathcal{S}^{p-1}$ in unit sphere, $\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A} \mid B=b)=\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A})$ for any $b=0$ or 1 . Given $\hat{\boldsymbol{h}}$ is uniform in unit sphere, we know that for any fixed direction $\hat{\boldsymbol{w}}, \mathbb{P}\left(\hat{\boldsymbol{h}}^{T} \hat{\boldsymbol{w}}>0\right)=0.5$. By Bayes formula, former observation, and $\hat{\boldsymbol{h}}$ is uniform in $\mathcal{S}^{p-1}$

$$
\begin{aligned}
\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A} \mid B=1) & =\frac{\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A}, B=1)}{\mathbb{P}(B=1)} \\
& =\frac{\mathbb{P}(B=1 \mid \hat{\boldsymbol{w}} \in \mathcal{A}) \mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A})}{\int_{\hat{\boldsymbol{w}}} \mathbb{P}^{( }\left(\hat{\boldsymbol{h}}^{T} \hat{\boldsymbol{w}}>0 \mid \hat{\boldsymbol{w}}\right) f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}})} \\
& =\frac{\int_{\mathcal{A}} \mathbb{P}(B=1 \mid \hat{\boldsymbol{w}}=\hat{\boldsymbol{w}}) f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}}) d \hat{\boldsymbol{w}}}{\int_{\mathcal{S}^{p-1}} \mathbb{P}\left(\hat{\boldsymbol{h}}^{T} \hat{\boldsymbol{w}}>0 \mid \hat{\boldsymbol{w}}\right) f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}}) d \hat{\boldsymbol{w}}} \\
& =\frac{0.5 \int_{\mathcal{A}} f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}}) d \hat{\boldsymbol{w}}}{0.5 \int_{\mathcal{S}^{p-1}} f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}}) d \hat{\boldsymbol{w}}} \\
& =\int_{\mathcal{A}} f_{\hat{\boldsymbol{w}}}(\hat{\boldsymbol{w}}) d \hat{\boldsymbol{w}}=\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A}) .
\end{aligned}
$$

A similar argument leads to $\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A} \mid B=0)=\mathbb{P}(\hat{\boldsymbol{w}} \in \mathcal{A})$. By 77) and above argument, we conclude 76.
Given the symmetry of normal distribution, we conclude that $\boldsymbol{g}_{l}$ satisfies the three properties we required for $\boldsymbol{h}$ above. Together with the fact that $\left(\boldsymbol{W}_{l}\right)_{k \text {, }}$ is normal $N\left(0,2 / m \boldsymbol{I}_{m}\right)$, we thus conclude that $\left(\boldsymbol{W}_{l}\right)_{k,} \mid\left(\boldsymbol{D}_{l}\right)_{k k}$ is still normal $N\left(0,2 / m \boldsymbol{I}_{m}\right)$.
Next, we estimate the norm of $\boldsymbol{D}_{l-1}^{T} \mathbf{B a c k}_{l}^{T} \boldsymbol{v}$. We define vector $\boldsymbol{z}_{l}:=\boldsymbol{D}_{l} \mathbf{B a c k}_{l+1}^{T} \boldsymbol{v}$ for $l \in[L]$ and $\boldsymbol{z}_{L+1}:=\boldsymbol{v}$. We first note $\boldsymbol{z}_{L}=\boldsymbol{D}_{L} \boldsymbol{B}^{T} \boldsymbol{v}$ and $\left(\boldsymbol{B}^{T} \boldsymbol{v}\right)_{j} \sim N\left(0,\|\boldsymbol{v}\|^{2} / d\right)$ for $j \in[m]$. By denoting Bournulli random variables $B_{L, j}:=1_{\left(\boldsymbol{g}_{L}\right)_{j}>0}$, each index of $\boldsymbol{z}_{L}$ can be expressed as

$$
\left(\boldsymbol{z}_{L}\right)_{j}^{2}=\frac{B_{L, j}+\alpha^{2}\left(1-B_{L, j}\right)}{1+\alpha^{2}}\left(\boldsymbol{B}^{T} \boldsymbol{v}\right)_{j}^{2} \text { for } j \in[m]
$$

We denote $Q_{L}:=\left\{j: B_{L, j}=1\right\}$. Conditioning on $Q_{L}$, denote two independent random variables $H_{L, 1} \sim \chi^{2}\left(\left|Q_{L}\right|\right)$ and $H_{L, 2} \sim \chi^{2}\left(m-\left|Q_{L}\right|\right)$, we note

$$
\left\|\boldsymbol{z}_{L}\right\|^{2} \left\lvert\, Q_{L} \stackrel{d}{=} \frac{\|\boldsymbol{v}\|^{2}}{d\left(1+\alpha^{2}\right)} H_{L, 1}+\frac{\alpha^{2}\|\boldsymbol{v}\|^{2}}{d\left(1+\alpha^{2}\right)} H_{L, 2}\right.
$$

By symmetry of random variables before $L$ layer, we know $B_{L, j} \sim \operatorname{Bournulli}(0.5)$ and then by Chernoff bound on binomial distribution, we note that with probability at least $1-e^{-\Omega\left(m \epsilon^{2}\right)},\left|Q_{L}\right| \in[(0.5-\epsilon / 2) m,(0.5+\epsilon / 2) m]$. Given this even happen, by using tail probability for chi-squared distribution, we note that

$$
\mathbb{P}\left(H_{L, 1}<0.5 m(1-\epsilon)\right)<e^{-\Omega\left(m \epsilon^{2}\right)}
$$

Similarly,

$$
\mathbb{P}\left(H_{L, 2}<0.5 m(1-\epsilon)\right)<e^{-\Omega\left(m \epsilon^{2}\right)} .
$$

By taking event $\left|Q_{L}\right| \in[(0.5-\epsilon / 2) m,(0.5+\epsilon / 2) m]$ and using above probabilities, we conclude the lower bound for $\left\|\boldsymbol{z}_{L}\right\|$

$$
\begin{equation*}
\left\|\boldsymbol{z}_{L}\right\|^{2} \geq \frac{m\|\boldsymbol{v}\|^{2}}{2 d}(1-\epsilon) \text { with probability at least } 1-\Omega\left(e^{-\Omega\left(m \epsilon^{2}\right)}\right) \tag{78}
\end{equation*}
$$

We note that $\boldsymbol{z}_{l-1}=\boldsymbol{D}_{l-1}^{T} \boldsymbol{W}_{l}^{T} \boldsymbol{z}_{l}$. Conditioning on $\boldsymbol{z}_{l}$, we note that $\boldsymbol{W}_{l}\left|\boldsymbol{z}_{l} \equiv \boldsymbol{W}_{l}\right| \boldsymbol{D}_{l}$ is a random matrix whose entries are i.i.d $N(0,2 / m)$. We denote a random variable $B_{l, j}:=1_{\left(\boldsymbol{g}_{\boldsymbol{l}}\right)_{j}>0}$, then

$$
\left\|\boldsymbol{z}_{l-1}\right\|^{2}\left|\boldsymbol{z}_{l}=\sum_{j=1}^{m}\left(\frac{B_{l, j}+\alpha^{2}\left(1-B_{l, j}\right)}{1+\alpha^{2}}\left(\sum_{i}\left(\boldsymbol{W}_{l}\right)_{i, j}\left(\boldsymbol{z}_{l}\right)_{i}\right)^{2}\right)\right| \boldsymbol{z}_{l} .
$$

We note that $\left(\sum_{i} \boldsymbol{W}_{l}\right)_{i, j}\left(\boldsymbol{z}_{l}\right)_{i} \mid \boldsymbol{z}_{l} \sim N\left(0,2\left\|\boldsymbol{z}_{l}\right\|^{2} / m\right)$. We denote the indices set where $B_{l, j}=1$ by $Q_{l}:=\left\{j: B_{l, j}=1\right\}$ and conditioning on $Q_{l}$, we further denote two independent random variables $H_{l, 1} \sim \chi^{2}\left(\left|Q_{l}\right|\right)$ and $H_{l, 2} \sim \chi^{2}\left(m-\left|Q_{l}\right|\right)$. We note that conditioning on $Q_{l}$, by similar argument we used above in proof of Lemma B.1 we know that

$$
\begin{equation*}
\left\|\boldsymbol{z}_{l-1}\right\|^{2} \mid z_{l}, Q_{l} \stackrel{d}{\stackrel{d}{ }} \frac{2\left\|\boldsymbol{z}_{l}\right\|^{2}}{m\left(1+\alpha^{2}\right)} H_{l, 1}+\frac{2 \alpha^{2}\left\|\boldsymbol{z}_{l}\right\|^{2}}{m\left(1+\alpha^{2}\right)} H_{l, 2} \tag{79}
\end{equation*}
$$

By the same argument to derive (78), we know that by Chernoff bound for binomial distribution, with probability at least $1-e^{-\Omega\left(m \epsilon^{2}\right)},\left|Q_{l}\right| \in[(0.5-\epsilon / 2) m,(0.5+\epsilon / 2) m]$, thus we note that

$$
\mathbb{P}\left(H_{l, 1}<0.5 m(1-\epsilon)\right)<e^{-\Omega\left(m \epsilon^{2}\right)}, \mathbb{P}\left(H_{l, 2}<0.5 m(1-\epsilon)\right)<e^{-\Omega\left(m \epsilon^{2}\right)}
$$

Consequently,

$$
\begin{equation*}
\left\|\boldsymbol{z}_{l-1}\right\|^{2} \geq\left\|\boldsymbol{z}_{l}\right\|^{2}(1-\epsilon) \text { with probability at least } 1-\Omega\left(e^{-\Omega\left(m \epsilon^{2}\right)}\right) \tag{80}
\end{equation*}
$$

For any positive number $\epsilon_{0}$, when we choose $\epsilon=\epsilon_{0} / L$ in 78 and 80 , and then by $\left(1-\epsilon_{0} / L\right)^{L}>1-\epsilon_{0}$, we conclude that

$$
\begin{equation*}
\left\|\boldsymbol{z}_{l}\right\|^{2} \geq \frac{m}{2 d}\|\boldsymbol{v}\|^{2}\left(1-\epsilon_{0}\right) \text { for all } l \in[L], \text { with probability at least } 1-\Omega(L) e^{-\Omega\left(m \epsilon_{0}^{2} / L^{2}\right)} . \tag{81}
\end{equation*}
$$

Finally, recall that $a_{k, l}=\left\langle\left(\mathbf{B a c k}_{l}\right)_{\cdot, k}, \boldsymbol{v}\right\rangle$ and by definition of $\boldsymbol{z}_{l}$ in above proof, we note that $a_{k, l} \equiv\left\langle\left(\boldsymbol{W}_{l}\right)_{\cdot, k}, \boldsymbol{z}_{l}\right\rangle$. We note that $\left(\boldsymbol{W}_{l}\right)_{\cdot, k}\left|\boldsymbol{z}_{l}=\left(\boldsymbol{W}_{l}\right)_{\cdot, k}\right| \boldsymbol{D}_{l}$, by first statement we proved in this part, we further can derive that $\left(\boldsymbol{W}_{l}\right)_{\cdot, k} \mid \boldsymbol{z}_{l} \sim N(0,2 / m \boldsymbol{I})$. Thus, we know that conditioning on $\boldsymbol{z}_{l}$,

$$
a_{k, l} \left\lvert\, \boldsymbol{z}_{l} \sim N\left(0, \frac{2\left\|\boldsymbol{z}_{l}\right\|^{2}}{m}\right)\right.
$$

By the tail probability of normal, we note that the with a constant probability that $a_{k, l}$ is lower bounded as

$$
\mathbb{P}\left(\left(a_{k, l}\right)^{2} \geq O\left(\frac{2\left\|\boldsymbol{z}_{l}\right\|^{2}}{m}\right)\right)>1-\exp (-\Omega(1))
$$

Combining with 81, which holds with an overwhelming probability, with a small constant choice of $\epsilon_{0}$, we conclude

$$
\mathbb{P}\left(\left(a_{k, l}\right)^{2} \geq O\left(\frac{\|\boldsymbol{v}\|^{2}}{d}\right)\right)>1-\exp (-\Omega(1)) \text { for } l \in[L]
$$

Lastly, we also show this is also true for $l=L+1$. Recall that $\boldsymbol{B a c k}_{L+1} \equiv \boldsymbol{B}$ and that $a_{k, L+1} \equiv\langle\boldsymbol{B}, k, \boldsymbol{v}\rangle \sim N\left(0, \frac{\|\boldsymbol{v}\|^{2}}{d}\right)$. By using normal distribution property,

$$
\mathbb{P}\left(\left(a_{k, L+1}\right)^{2} \geq O\left(\frac{\|\boldsymbol{v}\|^{2}}{d}\right)\right)>1-\exp (-\Omega(1))
$$

We conclude this part by the final statement that

$$
\begin{equation*}
\mathbb{P}\left(\left(a_{k, l}\right)^{2} \geq O\left(\frac{\|\boldsymbol{v}\|^{2}}{d}\right)\right)>1-\exp (-\Omega(1)) \text { for } l \in[L+1] \tag{82}
\end{equation*}
$$

Part 4. We denote a vector $\boldsymbol{a}_{k, l} \in \mathbb{R}^{n}$ by denoting its entries as $\left(\boldsymbol{a}_{k, l}\right)_{i}:=\left\langle\left(\mathbf{B a c k}_{i, l}\right)_{\cdot, k}, \boldsymbol{v}_{i}\right\rangle$ for $i \in[n]$. By definition 70p, we note that $\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot}, \boldsymbol{a}_{k, l+1}\right) \equiv\left(\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)\right)_{k, \cdot}$, by the definition of Frobenius norm of a vector of matrices,

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2}=\sum_{k=1}^{m}\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot}, \boldsymbol{a}_{k, l+1}\right)\right\|^{2} \tag{83}
\end{equation*}
$$

Due to 64 , for any vector $\boldsymbol{w} \in \mathbb{R}^{m}$ and any integer $l \in[L]$, we note

$$
\begin{equation*}
1 \geq \sum_{i=1}^{n} 1_{\boldsymbol{w} \in \mathcal{W}_{i, l-1}} \tag{84}
\end{equation*}
$$

It follows from 83) and 84),

$$
\begin{aligned}
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} & \geq \sum_{k=1}^{m}\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot}, \boldsymbol{a}_{k, l+1}\right)\right\|^{2} \sum_{i=1}^{n} 1_{\left(\boldsymbol{W}_{l}\right)_{k,}, \in \mathcal{W}_{i, l-1}} \\
& =\sum_{k=1}^{m} \sum_{i=1}^{n}\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, .}, \boldsymbol{a}_{k, l+1}\right)\right\|^{2} 1_{\left(\boldsymbol{W}_{l}\right)_{k,}, \in \mathcal{W}_{i, l-1}}
\end{aligned}
$$

By (73), we know that with probability at least 0.5 , conditioning on $\left(\boldsymbol{W}_{l}\right)_{k,} \in \mathcal{W}_{i, l-1}$,

$$
\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot} \boldsymbol{a}_{k, l+1}\right)\right\|^{2} \geq \frac{\left(\boldsymbol{a}_{k, l+1}\right)_{i}^{2}}{4} \frac{(1-\alpha)^{2}}{1+\alpha^{2}}\left\|\boldsymbol{h}_{i, l-1}\right\|^{2}
$$

We introduce the following new event $\mathcal{V}_{i, l}$ as follows

$$
\mathcal{V}_{i, l}:=\left\{\left(\boldsymbol{W}_{l}\right)_{k, \cdot} \in \mathcal{W}_{i, l-1},\left(\boldsymbol{a}_{k, l+1}\right)_{i}^{2} \geq \frac{\left\|\boldsymbol{v}_{i}\right\|^{2}}{2 d},\left\|\boldsymbol{h}_{i, l-1}\right\| \geq \frac{1}{2}\right\} .
$$

Using this event, the observation $\mathcal{V}_{i, l} \subset\left\{\left(\boldsymbol{W}_{l}\right)_{k,} \in \mathcal{W}_{i, l-1}\right\}$, the definition of $\mathcal{V}_{i, l}$ and 73), we obtain the following lower bound on the squared norm in 83):

$$
\begin{aligned}
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} & \geq \sum_{k=1}^{m} \sum_{i=1}^{n}\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, .} \boldsymbol{a}_{k, l+1}\right)\right\|^{2} 1_{\left(\boldsymbol{W}_{l}\right)_{k,,} \in \mathcal{W}_{i, l-1}} \\
& \geq \sum_{k=1}^{m} \sum_{i=1}^{n}\left\|\boldsymbol{b}_{k, l-1}\left(\left(\boldsymbol{W}_{l}\right)_{k, .}, \boldsymbol{a}_{k, l+1}\right)\right\|^{2} 1_{\mathcal{V}_{i, l}} \\
& \geq \sum_{k=1}^{m} \sum_{i=1}^{n} \frac{\left\|\boldsymbol{v}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \mathbb{P}\left(\mathcal{V}_{i, l}\right)
\end{aligned}
$$

For simplicity, we denote

$$
Z_{k}:=\sum_{i=1}^{n} \frac{\left\|\boldsymbol{v}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} 1_{\mathcal{V}_{i, l}}
$$

To lower bound the probability $\mathbb{P}\left(\mathcal{V}_{i, l}\right)$, we note that $\boldsymbol{W}_{l}, \boldsymbol{a}_{k, l+1}$ and $\boldsymbol{h}_{i, l-1}$ are independent because they depend on $\boldsymbol{W}_{l+k}$ for $k \in[L-l+1], \boldsymbol{W}_{l}$ and $\boldsymbol{W}_{l-k}$ for $k \in[l]$. We note that $\left(\boldsymbol{a}_{k, l+1}\right)_{i}$ is corresponding to $a_{k, l+1}$ with selecting $\boldsymbol{v}=\boldsymbol{v}_{i}$ in the statement proven in the previous part (74). Then by using (67), (74) and applying Lemma B. 1

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{V}_{i, l}\right) & =\mathbb{P}\left(\left(\boldsymbol{W}_{l}\right)_{k, \cdot} \in \mathcal{W}_{i, l-1}\right) \mathbb{P}\left(\left(\boldsymbol{a}_{k, l+1}\right)_{i}^{2} \geq \frac{\left\|\boldsymbol{v}_{i}\right\|^{2}}{2 d}\right) \mathbb{P}\left(\left\|\boldsymbol{h}_{i, l-1}\right\| \geq \frac{1}{2}\right) \\
& \geq \Omega\left(\frac{\delta}{n L}\right) \times(1-\exp (-\Omega(1))) \times\left(1-e^{-\Omega(m / L)}\right)=\Omega\left(\frac{\delta}{n L}\right) .
\end{aligned}
$$

By property of indicator function, we note that

$$
\mathbb{E} Z_{k}=\sum_{i=1}^{n} \frac{\left\|\boldsymbol{e}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \mathbb{P}\left(\mathcal{V}_{i, l}\right)
$$

and

$$
\operatorname{Var} Z_{k}=\frac{\left\|\boldsymbol{e}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} 1_{\mathcal{V}_{i, l}} \mathbb{P}\left(\mathcal{V}_{i, l}\right)\left(1-\mathbb{P}\left(\mathcal{V}_{i, l}\right)\right.
$$

Then, by using Hoeffding inequality, with probability at least $1-e^{-\Omega\left(m \delta^{2} / L^{2}\right)}$ that

$$
\begin{aligned}
\sum_{k=1}^{m} Z_{k} & \geq \frac{m}{2} \sum_{i=1}^{n} \frac{\left\|\boldsymbol{e}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \mathbb{P}\left(\mathcal{V}_{i}\right) \\
& \geq \frac{C m}{2} \sum_{i=1}^{n} \frac{\left\|\boldsymbol{v}_{i}\right\|^{2}}{32 d} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \Omega\left(\frac{\delta}{n L}\right) .
\end{aligned}
$$

Thus we conclude the Lemma, for all $l \in[L]$, as follows:

$$
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \geq \sum_{k=1}^{m} Z_{k} \geq \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta m}{n d L}\right) \sum_{i=1}^{n}\left\|\boldsymbol{v}_{i}\right\|^{2} .
$$

At last, we conclude the proof of Lemma 4.2

Proof of Lemma 4.2. In order to prove the lower and upper bounds for the gradient for parameters $\boldsymbol{W}$ close to $\boldsymbol{W}^{(0)}$, we need leverage Lemma B.5 to show that after perturbation from $\boldsymbol{W}^{(0)}$, the change in gradient has a smaller order than the upper bound in Lemma B.6 and the lower bound in Lemma B.7. Then the same upper and lower bounds hold for $\boldsymbol{W}$ such that $\left\|\boldsymbol{W}^{(0)}-\boldsymbol{W}\right\|<\omega$ and thus conclude Lemma 4.2 .

We denote a perturbation of the function $\boldsymbol{G}_{i, l}\left(\boldsymbol{v} ; \boldsymbol{W}^{(0)}\right)$ with respect to $\boldsymbol{W}^{(0)}$,

$$
\begin{aligned}
& \boldsymbol{G}_{i, l}(\boldsymbol{v} ; \boldsymbol{W})-\boldsymbol{G}_{i, l}\left(\boldsymbol{v} ; \boldsymbol{W}^{(0)}\right) \\
& =\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L} \boldsymbol{W}_{L} \ldots \boldsymbol{D}_{i, l+1} \boldsymbol{W}_{l+1} \boldsymbol{D}_{i, l}\right)^{T} \boldsymbol{h}_{i, l-1}^{T}-\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{i, l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{i, l}^{(0)}\right)^{T} \boldsymbol{h}_{i, l-1}^{(0) T} \\
& =\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L} \boldsymbol{W}_{L} \ldots \boldsymbol{D}_{i, l+1} \boldsymbol{W}_{l+1} \boldsymbol{D}_{i, l}\right)^{T} \boldsymbol{h}_{l i,-1}^{T}-\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{i, l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{i, l}^{(0)}\right)^{T} \boldsymbol{h}_{i, l-1}^{T} \\
& +\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{i, l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{i, l}^{(0)}\right)^{T} \boldsymbol{h}_{i, l-1}^{T}-\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{i, l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{i, l}^{(0)}\right)^{T} \boldsymbol{h}_{i, l-1}^{(0) T}
\end{aligned}
$$

Using $\left\|\boldsymbol{u} \boldsymbol{v}^{T}\right\|_{F} \leq\|\boldsymbol{u}\|\|\boldsymbol{v}\|$, and denoting vectors $\boldsymbol{v}_{i} \in \mathbb{R}^{d}$, we derive the bound for the change of the gradient by

$$
\begin{align*}
& \left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)-\boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F} \\
& \leq \sum_{i=1}^{n}\left\|\boldsymbol{v}_{i}^{T}\left(\boldsymbol{B} \boldsymbol{D}_{L} \boldsymbol{W}_{L} \ldots \boldsymbol{D}_{l+1} \boldsymbol{W}_{l+1} \boldsymbol{D}_{l}-\boldsymbol{B} \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)}\right) \boldsymbol{D}_{l}^{(0)}\right\|\left\|\boldsymbol{h}_{l-1}\right\| \\
& \quad+\left\|\boldsymbol{v}_{i}^{T} \boldsymbol{B} \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \ldots \boldsymbol{D}_{l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{l}^{(0)}\right\|\left\|\boldsymbol{h}_{l-1}-\boldsymbol{h}_{l-1}^{(0)}\right\| . \tag{85}
\end{align*}
$$

By Lemma B. 5 .

$$
\begin{align*}
& \left\|\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{L} \boldsymbol{W}_{L} \cdots \boldsymbol{D}_{l+1} \boldsymbol{W}_{l+1}\right)-\left(\boldsymbol{v}^{T} \boldsymbol{B} \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{D}_{l+1}^{(0)} \boldsymbol{W}_{l+1}^{(0)}\right)\right\| \\
& \leq O\left(\omega^{1 / 3} L^{2} \frac{\sqrt{m \ln m}}{\sqrt{d}}\right)\|\boldsymbol{v}\| \text { with probability at least } 1-e^{-\Omega(m / L)} \tag{86}
\end{align*}
$$

By Lemma B. 1 .

$$
\begin{equation*}
\left\|\boldsymbol{h}^{(0)}\right\| \leq 1.1 \text { with probability at least } 1-e^{-\Omega(m / L)} \tag{87}
\end{equation*}
$$

By Lemma B. 4 ,

$$
\begin{equation*}
\left\|\boldsymbol{h}_{l-1}-\boldsymbol{h}_{l-1}^{(0)}\right\| \leq O\left(\omega L^{5 / 2} \sqrt{\ln m}\right) \text { with probability at least } 1-e^{-\Omega(m / L)} \tag{88}
\end{equation*}
$$

We note that the combination of 87 , 88 and the bound $\omega<O\left(\frac{1}{L^{5 / 2} \sqrt{\ln m}}\right)$ (which is a weaker bound than the one stated in the lemma) imply

$$
\begin{equation*}
\|\boldsymbol{h}\| \leq O(1) \text { with probability at least } 1-e^{-\Omega(m / L)} \tag{89}
\end{equation*}
$$

By applying (86), 87), 88) and 89, to 85), we conclude that with probability at least $1-e^{-\Omega(m / L)}$

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}\right)-\boldsymbol{G}_{i, l}\left(\boldsymbol{v}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \leq O\left(\omega^{2 / 3} L^{4} \frac{m \ln m}{d}\right) \sum_{i=1}^{n}\left\|\boldsymbol{v}_{i}\right\|^{2} \tag{90}
\end{equation*}
$$

We note that for $l \in[L], i \in[n]$,

$$
\nabla_{\boldsymbol{W}_{l}} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)=\boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right)
$$

and thus

$$
\begin{equation*}
\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})=\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right) \tag{91}
\end{equation*}
$$

Therefore, substituting $\boldsymbol{v}_{i}=\boldsymbol{e}_{i}$ in (90), the left-hand side of 90 becomes the perturbation of the gradient of the loss function. Since $\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$ and $\delta<c_{0}$,

$$
\begin{equation*}
\omega^{2 / 3} L^{4} \frac{m \ln m}{d}<O\left(\frac{\delta m}{n d L}\right)<O\left(\frac{m n}{d}\right) \tag{92}
\end{equation*}
$$

For the upper bound, by Lemma B. 6 . 91, 90 and then by 92 , with probability at least $1-e^{-\Omega(m / L)}$,

$$
\begin{aligned}
\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} & =\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} \\
& \leq 2\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}+2\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)-\boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} \\
& \leq\left(O\left(\frac{m n}{d}\right)+O\left(\omega^{2 / 3} L^{4} \frac{m \ln m}{d}\right)\right) \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} \\
& \leq O\left(\frac{m n}{d}\right) \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} \\
& =O\left(\frac{m n}{d}\right) \mathcal{L}(\boldsymbol{W}) .
\end{aligned}
$$

By definition, we further conclude that

$$
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W})\right\|^{2} \leq \max _{l \in[L]}\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} \leq O\left(\frac{m n}{d}\right) \mathcal{L}(\boldsymbol{W})
$$

For the lower bound, by Lemma B.7, 91, 90 and then by 92 , with probability at least $1-e^{-\Omega\left(m \delta^{2}\right)}$,

$$
\begin{aligned}
\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} & =\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} \\
& \geq \frac{1}{2}\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}-\left\|\sum_{i=1}^{n} \boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)-\boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right)\right\|_{F}^{2} \\
& \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\delta m}{n d L}-O\left(\omega^{2 / 3} L^{4} \frac{m \ln m}{d}\right)\right) \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} \\
& \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\delta m}{n d L}\right) \mathcal{L}(\boldsymbol{W}) .
\end{aligned}
$$

By definition, we conclude that

$$
\begin{equation*}
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2}=\sum_{l \in[L]}\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}(\boldsymbol{W})\right\|_{F}^{2} \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\delta m}{n d}\right) \mathcal{L}(\boldsymbol{W}) \tag{93}
\end{equation*}
$$

## B. 5 Proof of Lemma 4.1

We prove Lemma 4.1 by adapting the arguments of the proof of Theorem 4 in Allen-Zhu et al. (2019b) to Leaky ReLUs.
Let us first introduce some notation. We let $\boldsymbol{W}^{*}$ be a vector of matrices satisfying $\left\|\boldsymbol{W}^{*}-\boldsymbol{W}^{(0)}\right\|<\omega$, where we think of $\boldsymbol{W}^{*}$ as a vector of matrices at an arbitrary training step (we will apply the lemma in this way). We denote a perturbation of $\boldsymbol{W}^{*}$ by $\boldsymbol{W}^{\prime}$ and the perturbed matrix by $\boldsymbol{W}:=\boldsymbol{W}^{*}+\boldsymbol{W}^{\prime}$. Additional notation corresponding to the original, perturbation and perturbed settings (of $\boldsymbol{W}^{*}, \boldsymbol{W}$ and $\boldsymbol{W}^{\prime}$, respectively) is summarized as follows:

$$
\begin{array}{lll}
\boldsymbol{g}_{i, l}^{*}=\boldsymbol{W}_{l}^{*} \boldsymbol{h}_{i, l-1}^{*}, & \boldsymbol{g}_{i, l}=\boldsymbol{W}_{l} \boldsymbol{h}_{i, l-1} & \boldsymbol{g}_{i, l}^{\prime}=\boldsymbol{g}_{i, l}-\boldsymbol{g}_{i, l}^{*} \\
\left(\boldsymbol{D}_{i, l}\right)_{j j}^{*}=\frac{1_{\left(\boldsymbol{g}_{i, l}^{*}\right)_{j} \geq 0}+\alpha 1_{\left(\boldsymbol{g}_{i, l}^{*}\right)_{j}<0},}{\sqrt{1+\alpha^{2}}}, & \left(\boldsymbol{D}_{i, l}\right)_{j j}=\frac{1_{\left(\boldsymbol{g}_{i, l}\right)_{j} \geq 0}+\alpha 1_{\left(\boldsymbol{g}_{i, l}\right)_{j}<0}}{\sqrt{1+\alpha^{2}}}, & \boldsymbol{D}_{i, l}^{\prime}=\boldsymbol{D}_{i, l}-\boldsymbol{D}_{i, l}^{*} \\
\boldsymbol{h}_{i, l}^{*}=\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l}^{*} \boldsymbol{h}_{l-1}^{*}\right) \equiv \tilde{\sigma}_{\alpha}\left(\boldsymbol{g}_{i, l}^{*}\right), & \boldsymbol{h}_{i, l}=\tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l} \boldsymbol{h}_{l-1}\right) \equiv \tilde{\sigma}_{\alpha}\left(\boldsymbol{g}_{i, l}\right), & \boldsymbol{h}_{i, l}^{\prime}=\boldsymbol{h}_{i, l}-\boldsymbol{h}_{i, l}^{*} \\
\boldsymbol{e}_{i, l}^{*}=\boldsymbol{y}_{i}-\boldsymbol{B} \boldsymbol{h}_{i, L}^{*}, & \boldsymbol{e}_{i, l}=\boldsymbol{y}_{i}-\boldsymbol{B} \boldsymbol{h}_{i, L}^{*} & \boldsymbol{e}_{i, l}^{\prime}=\boldsymbol{e}_{i, l}-\boldsymbol{e}_{i, l}^{*} .
\end{array}
$$

The loss functions at $\boldsymbol{W}^{*}$ and $\boldsymbol{W}$ are expressed as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{W}^{*}\right)=\frac{1}{2} \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{*}\right\|^{2}, \mathcal{L}(\boldsymbol{W})=\frac{1}{2} \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} . \tag{94}
\end{equation*}
$$

We introduce an auxiliary lemma before proving Lemma 4.1.

Lemma B.8. There exists a set of diagonal matrices $\boldsymbol{D}_{i, l}^{\prime \prime} \in[-\sqrt{2}, \sqrt{2}]^{m \times m}$ so that

$$
\boldsymbol{h}_{i, l}^{\prime}=\boldsymbol{h}_{i, l}-\boldsymbol{h}_{i, l}^{*}=\sum_{a=1}^{l}\left(\boldsymbol{D}_{i, l}^{*}+\boldsymbol{D}_{i, l}^{\prime \prime}\right) \boldsymbol{W}_{l}^{*}\left(\boldsymbol{D}_{i, l-1}^{*}+\boldsymbol{D}_{i, l-1}^{\prime \prime}\right) \ldots \boldsymbol{W}_{a+1}^{*}\left(\boldsymbol{D}_{i, a}^{*}+\boldsymbol{D}_{i, a}^{\prime \prime}\right) \boldsymbol{W}_{a}^{\prime} \boldsymbol{h}_{i, a-1} .
$$

Furthermore, the following bounds hold

$$
\left\|\boldsymbol{h}_{i, l}^{\prime}\right\| \leq O\left(L^{3 / 2}\right)\left\|\boldsymbol{W}^{\prime}\right\|, \quad\left\|\boldsymbol{B} \boldsymbol{h}_{i, L}^{\prime}\right\| \leq O(L \sqrt{m / d})\left\|\boldsymbol{W}^{\prime}\right\| \quad \text { and } \quad\left\|\boldsymbol{D}_{i, l}^{\prime \prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right)
$$

The proof of this lemma is identical to the proof of Claim 11.2 in Allen-Zhu et al. (2019b). It is obtained by replacing $\left|D_{k, k}^{\prime \prime}\right| \leq 1$ in the second statement of Proposition 11.3 in Allen-Zhu et al. (2019b) with $\left|D_{k, k}^{\prime \prime}\right| \leq \sqrt{2}$ in order to fit the setting of Leaky ReLUs.

The rest of this section provides a detailed proof of Lemma 4.1

Proof of Lemma 4.1. We first express the loss function at $\boldsymbol{W}$ as follows

$$
\begin{align*}
& \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right) \\
& =\frac{1}{2}\left\|\boldsymbol{B}_{i, L}-\boldsymbol{y}_{i}\right\|^{2}=\frac{1}{2}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)+\boldsymbol{B} \boldsymbol{h}_{i, L}^{*}-\boldsymbol{y}_{i}\right\|^{2} \\
& =\frac{1}{2}\left\|\boldsymbol{e}_{i}^{*}+\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2}=\frac{1}{2}\left\|\boldsymbol{e}_{i}^{*}\right\|^{2}+\frac{1}{2}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2}+\left\langle\boldsymbol{e}_{i}^{*}, \boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\rangle \\
& =\operatorname{loss}_{i}^{*}+\frac{1}{2}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2}+\boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)=\operatorname{loss}_{i}^{*}+\frac{1}{2}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2}+\boldsymbol{e}_{i}^{* T} \boldsymbol{B} \boldsymbol{h}_{i, L}^{\prime} . \tag{95}
\end{align*}
$$

Then we expand $\left\langle\nabla \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}^{\prime}\right\rangle$ as

$$
\begin{aligned}
& \left\langle\nabla \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}^{\prime}\right\rangle \\
& =\sum_{l=1}^{L}\left\langle\nabla_{\boldsymbol{W}_{l}} \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}_{l}^{\prime}\right\rangle=\sum_{l=1}^{L} \sum_{i=1}^{n}\left\langle\boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l+1}^{* T} \boldsymbol{D}_{i, l+1}^{*} \ldots \boldsymbol{D}_{i, L}^{*} \boldsymbol{B}^{T} \boldsymbol{e}_{i}^{*} \boldsymbol{h}_{l-1}^{* T}\left(\boldsymbol{x}_{i}\right), \boldsymbol{W}_{l}^{\prime}\right\rangle \\
& =\sum_{l=1}^{L} \sum_{i=1}^{n}\left\langle\boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l+1}^{* T} \boldsymbol{D}_{i, l+1}^{*} \ldots \boldsymbol{D}_{i, L}^{*} \boldsymbol{B}^{T} \boldsymbol{e}_{i}^{*} \boldsymbol{h}_{l-1}^{* T}\left(\boldsymbol{x}_{i}\right), \boldsymbol{W}_{l}^{\prime}\right\rangle \\
& =\sum_{l=1}^{L} \sum_{i=1}^{n} \boldsymbol{e}_{i}^{* T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right)
\end{aligned}
$$

The above two equations imply the following estimate

$$
\begin{align*}
\mathcal{L} & \left(\boldsymbol{W}^{*}+\boldsymbol{W}^{\prime}\right)-\mathcal{L}\left(\boldsymbol{W}^{*}\right)-\left\langle\nabla \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}^{\prime}\right\rangle \\
= & -\left\langle\nabla \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}^{\prime}\right\rangle+\sum_{i=1}^{n}\left(\operatorname{loss}_{i}-\operatorname{loss}_{i}^{*}\right) \\
= & -\sum_{l=1}^{L} \sum_{i=1}^{n} \boldsymbol{e}_{i}^{* T} \boldsymbol{B} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right) \\
& +\sum_{i=1}^{n}\left(\frac{1}{2}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2}+\boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right) \\
= & \sum_{i=1}^{n} e_{i}^{* T} \boldsymbol{B}\left(\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)-\sum_{l=1}^{L} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right)\right)  \tag{96}\\
& +\frac{1}{2} \sum_{i=1}^{n}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2} . \tag{97}
\end{align*}
$$

Lemma B. 8 provides the following upper bound for 97

$$
\begin{equation*}
\frac{1}{2} \sum_{i=1}^{n}\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)\right\|^{2} \leq O\left(n L^{2} m / d\right)\left\|\boldsymbol{W}^{\prime}\right\|^{2} \tag{98}
\end{equation*}
$$

We note that (96) can be differently expressed by using Lemma B. 8 to replace $\boldsymbol{h}-\boldsymbol{h}^{*}$ with some diagonal matrices, $\boldsymbol{D}_{i, l}^{\prime \prime}$, and by adding and subtracting the term $\sum_{l=1}^{L} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{i, l}$ as follows

$$
\begin{align*}
& \boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\left(\boldsymbol{h}_{i, L}-\boldsymbol{h}_{i, L}^{*}\right)-\sum_{l=1}^{L} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right)\right) \\
&= \boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\sum_{l=1}^{L}\left(\boldsymbol{D}_{i, L}^{*}+\boldsymbol{D}_{i, L}^{\prime \prime}\right) \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*}\left(\boldsymbol{D}_{i, l}^{*}+\boldsymbol{D}_{i, l}^{\prime \prime}\right) \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{i, l-1}\right. \\
&\left.-\sum_{l=1}^{L} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right)\right) \\
&= \boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\sum_{l=1}^{L}\left(\left(\boldsymbol{D}_{i, L}^{*}+\boldsymbol{D}_{i, L}^{\prime \prime}\right) \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*}\left(\boldsymbol{D}_{i, l}^{*}+\boldsymbol{D}_{i, l}^{\prime \prime}\right) \boldsymbol{W}_{l}^{\prime}-\boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime}\right) \boldsymbol{h}_{i, l-1}\right.  \tag{99}\\
&\left.\quad-\sum_{l=1}^{L} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime}\left(\boldsymbol{h}_{i, l-1}-\boldsymbol{h}_{l-1}^{*}\left(\boldsymbol{x}_{i}\right)\right)\right) \tag{100}
\end{align*}
$$

Next, we upper bound (99) and 100). In order to bound (99), we first use Lemma B. 5 to obtain the following bound

$$
\begin{align*}
& \left\|\boldsymbol{B}\left(\boldsymbol{D}_{i, L}^{*}+\boldsymbol{D}_{i, L}^{\prime \prime}\right) \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*}\left(\boldsymbol{D}_{i, l}^{*}+\boldsymbol{D}_{i, l}^{\prime \prime}\right) \boldsymbol{W}_{l}^{\prime}-\boldsymbol{B} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime}\right\| \\
& \leq O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{\omega^{1 / 3} L^{2} \sqrt{m \ln m}}{\sqrt{d}}\right)\left\|\boldsymbol{W}_{l}^{\prime}\right\| \tag{101}
\end{align*}
$$

Using (94, we note that $\left(\sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{*}\right\|\right)^{2} \leq n \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{*}\right\|^{2}=n \mathcal{L}\left(\boldsymbol{W}^{*}\right)$. Combining this fact and 101 yields the following bound for 99 :

$$
\begin{align*}
& \sum_{i=1}^{n} \boldsymbol{e}_{i}^{* T} \boldsymbol{B}\left(\sum_{l=1}^{L}\left(\left(\boldsymbol{D}_{i, L}^{*}+\boldsymbol{D}_{i, L}^{\prime \prime}\right) \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*}\left(\boldsymbol{D}_{i, l}^{*}+\boldsymbol{D}_{i, l}^{\prime \prime}\right) \boldsymbol{W}_{l}^{\prime}-\boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime}\right) \boldsymbol{h}_{i, l-1}\right) \\
& \leq \sqrt{n \mathcal{L}\left(\boldsymbol{W}^{*}\right)} O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{\omega^{1 / 3} L^{2} \sqrt{m \ln m}}{\sqrt{d}}\right)\left\|\boldsymbol{W}^{\prime}\right\| \tag{102}
\end{align*}
$$

In order to bound 100, we apply Lemma B. 3 and Lemma B. 5 to obtain

$$
\begin{align*}
& \left\|\boldsymbol{B} \boldsymbol{D}^{*}{ }_{i, L} \boldsymbol{W}^{*}{ }_{L} \ldots \boldsymbol{D}^{*}{ }_{i, l+1} \boldsymbol{W}^{*}{ }_{l+1} \boldsymbol{D}^{*}{ }_{i, l}\right\| \\
& \leq\left\|\boldsymbol{B} \boldsymbol{D}^{0}{ }_{i, L} \boldsymbol{W}^{0}{ }_{L} \ldots \boldsymbol{D}^{0}{ }_{i, l+1} \boldsymbol{W}^{0}{ }_{l+1} \boldsymbol{D}^{0}{ }_{i, l}\right\| \\
& \quad+\left\|\boldsymbol{B} \boldsymbol{D}^{0}{ }_{i, L} \boldsymbol{W}^{0}{ }_{L} \ldots \boldsymbol{D}^{0}{ }_{i, l+1} \boldsymbol{W}^{0}{ }_{l+1} \boldsymbol{D}^{0}{ }_{i, l}-\boldsymbol{B} \boldsymbol{D}^{*}{ }_{i, L} \boldsymbol{W}^{*}{ }_{L} \ldots \boldsymbol{D}^{*}{ }_{i, l+1} \boldsymbol{W}^{*}{ }_{l+1} \boldsymbol{D}^{*}{ }_{i, l}\right\| \\
& \leq  \tag{103}\\
& \leq O(\sqrt{L m / d})+O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{\omega^{1 / 3} L^{2} \sqrt{m \ln m}}{\sqrt{d}}\right) .
\end{align*}
$$

Lemma B. 8 implies that $\left\|\boldsymbol{h}-\boldsymbol{h}^{*}\right\|=\left\|\boldsymbol{h}^{\prime}\right\| \leq O\left(L^{3 / 2}\left\|\boldsymbol{W}^{\prime}\right\|\right)$. Combining this observation and 103) results in

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} e_{i}^{* T} \sum_{l=1}^{L} \boldsymbol{B} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{i, l-1}^{\prime}\right\| \leq \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{*}\right\| O\left(L^{2} \sqrt{m / d}\right)\left\|\boldsymbol{W}^{\prime}\right\|^{2} . \tag{104}
\end{equation*}
$$

In order to bound $\left\|e_{i}^{*}\right\|$, we first note that at initialization

$$
\left\|\boldsymbol{e}_{i}^{(0)}\right\|=\left\|\boldsymbol{B} \boldsymbol{h}_{L, i}^{(0)}-\boldsymbol{y}_{i}\right\| \leq\left\|\boldsymbol{y}_{i}\right\|+\left\|\boldsymbol{B} \boldsymbol{h}_{L, i}^{(0)}\right\|,
$$

where

$$
\boldsymbol{B} \boldsymbol{h}_{L, i}^{(0)} \sim N\left(0, \frac{\|\boldsymbol{h}\|^{2}}{d} \boldsymbol{I}_{d}\right) .
$$

For this Gaussian distribution and $d<O(1)$,

$$
\mathbb{P}\left(\|\left(\boldsymbol{B h}_{L, i}^{(0)} \|^{2}>\frac{\sqrt{m}}{\sqrt{d}}\right) \leq e^{-\Omega\left(\frac{m}{d}\right)}=e^{-\Omega(m)} .\right.
$$

Therefore, with probability at least $1-e^{-\Omega(m)}$,

$$
\left\|\boldsymbol{e}_{i}^{(0)}\right\| \leq O\left(\frac{\sqrt{m}}{\sqrt{d}}\right) .
$$

For general $\boldsymbol{e}_{i}^{*},\left\|\boldsymbol{e}_{i}^{*}\right\|=\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}^{(0)}+\left(\boldsymbol{h}_{i, L}^{*}-\boldsymbol{h}_{i, L}^{(0)}\right)\right)-\boldsymbol{y}_{i}\right\|$. Lemma B. 8 implies that if $\omega \leq O(1 / L)$

$$
\begin{equation*}
\left\|\boldsymbol{e}_{i}^{*}\right\| \leq\left\|\boldsymbol{e}_{i}^{(0)}\right\|+\left\|\boldsymbol{B}\left(\boldsymbol{h}_{i, L}^{*}-\boldsymbol{h}_{i, L}^{(0)}\right)\right\| \leq O\left(\frac{\sqrt{m}}{\sqrt{d}}\right) . \tag{105}
\end{equation*}
$$

The combination of (105) and results in the following bound on the term specified in 100

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \boldsymbol{e}_{i}^{* T} \sum_{l=1}^{L} \boldsymbol{B} \boldsymbol{D}_{i, L}^{*} \boldsymbol{W}_{L}^{*} \ldots \boldsymbol{D}_{i, l+1}^{*} \boldsymbol{W}_{l+1}^{*} \boldsymbol{D}_{i, l}^{*} \boldsymbol{W}_{l}^{\prime} \boldsymbol{h}_{i, l-1}^{\prime}\right\| \leq O\left(\frac{n L^{2} m}{d}\right)\left\|\boldsymbol{W}^{\prime}\right\|^{2} \tag{106}
\end{equation*}
$$

Combining the bounds in (98), (102) and $\sqrt{106}$ we bound the terms in (96) and (97) with the above specified probability. We thus conclude the desired result, that is, if $\boldsymbol{W}^{*}$ is such that $\left\|\boldsymbol{W}^{*}-\boldsymbol{W}^{(0)}\right\|<\omega$, then with probability at least $1-e^{-\Omega(m)}$

$$
\begin{aligned}
& \mathcal{L}\left(\boldsymbol{W}^{*}+\boldsymbol{W}^{\prime}\right)-\mathcal{L}\left(\boldsymbol{W}^{*}\right)-\left\langle\nabla \mathcal{L}\left(\boldsymbol{W}^{*}\right), \boldsymbol{W}^{\prime}\right\rangle \\
& \leq \sqrt{n \mathcal{L}\left(\boldsymbol{W}^{*}\right)} O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{\omega^{1 / 3} L^{2} \sqrt{m \ln m}}{\sqrt{d}}\right)\left\|\boldsymbol{W}^{\prime}\right\|+O\left(n L^{2} m / d\right)\left\|\boldsymbol{W}^{\prime}\right\|^{2} .
\end{aligned}
$$

## B. 6 Conclusion of the Proof of Theorem 3.1

Most of the proof of Theorem 3.1 was given in 4 The only part that remains unverified is to show that during training

$$
\left\|\boldsymbol{W}^{t}-\boldsymbol{W}^{(0)}\right\|<\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)
$$

For this purpose, we establish Lemma $\overline{\text { B. } 9}$ below.
Lemma B.9. Assume the setup of §2, where the learning rate satisfies $\eta<\frac{\delta^{3 / 2} d^{1 / 2}}{n^{3} L^{15 / 2} m^{1 / 2} \ln ^{2} m}$ and the width $m$ of the neural network satisfies $\frac{m}{\ln ^{4} m}>\Omega\left(\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \frac{n^{5} L^{15} d}{\delta^{4}}\right)$. Then in the training stage described by Algorithm 2

$$
\begin{equation*}
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right) \text { with probability at least } 1-e^{-\Omega(\ln m)} \tag{107}
\end{equation*}
$$

Proof. We first establish the bound

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)<O\left(n \ln ^{1 / 2} m\right) \text { with probability at least } 1-e^{-\Omega(\ln m)} \tag{108}
\end{equation*}
$$

We note that $\boldsymbol{B} \boldsymbol{h}_{i, L} \sim N\left(0, \frac{\left\|\boldsymbol{h}_{i, L}\right\|^{2}}{d}\right)$ and thus $\left.\frac{d}{\left\|\boldsymbol{h}_{i, L}\right\|^{2}}\left\|\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2} \right\rvert\, \boldsymbol{h}_{i, L} \sim \chi^{2}(d)$. Applying this observation and Lemma B. 1 (i.e., $\left\|\boldsymbol{h}_{i}\right\| \in[0.5,1.5]$, with probability at least $1-e^{-\Omega(m / L)}$ ) yields

$$
\mathbb{P}\left(\frac{d}{\left\|\boldsymbol{h}_{i, L}\right\|^{2}}\left\|\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2}>(1+\epsilon) d\right)<e^{-\Omega\left(d \epsilon^{2}\right)} .
$$

Choosing $\epsilon=\sqrt{\ln m}$ and applying a union bound over $i \in[n]$ (but noting that since $m>\Omega(n)$ the probability $1-n e^{-\Omega(d \ln m)}$ is of the same order as $1-e^{-\Omega(d \ln m)}$ ), we obtain the bound

$$
\begin{equation*}
\left\|\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2} \leq O(\sqrt{\ln m}) \text { with probability at least } 1-e^{-\Omega(d \ln m)} \tag{109}
\end{equation*}
$$

Therefore, we conclude 108) as follows:

$$
\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)=\sum_{i=1}^{n}\left\|\boldsymbol{y}_{i}-\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2} \leq n(O(1)+O(\sqrt{\ln m}))=O(n \sqrt{\ln m})
$$

Next, we prove 107) by induction on $t=1, \cdots$. It is trivial that the statement holds for $t=0$.
To prove the induction step we follow ideas that were introduced in the proof of Lemma 4.1 in Zou and Gu (2019). Using the induction assumption, we can apply (16) and then (indeed, the conditions for these bounds are guaranteed by the induction assumption) and consequently obtain

$$
\begin{aligned}
\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)}-\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s+1)}\right)} & =\frac{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)-\mathcal{L}\left(\boldsymbol{W}^{(s+1)}\right)}{\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)}+\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s+1)}\right)}} \geq \Omega(1) \frac{\eta\left\|\nabla \mathcal{L}\left(\boldsymbol{W}^{(s)}\right)\right\|_{F}^{2}}{\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)}} \\
& \geq \frac{(1-\alpha)}{\sqrt{1+\alpha^{2}}} \Omega\left(\sqrt{\frac{\delta m}{n d}}\right) \eta\left\|\nabla \mathcal{L}\left(\boldsymbol{W}^{(s)}\right)\right\|_{F}
\end{aligned}
$$

or equivalently,

$$
\begin{equation*}
\eta\left\|\nabla \mathcal{L}\left(\boldsymbol{W}^{(s)}\right)\right\|_{F} \leq \frac{\sqrt{1+\alpha^{2}}}{(1-\alpha)} \Omega\left(\sqrt{\frac{n d}{\delta m}}\right)\left(\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)}-\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s+1)}\right)}\right) \tag{110}
\end{equation*}
$$

Combining the training procedure with 110 yields

$$
\begin{align*}
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| & \leq \eta \sum_{s=0}^{t-1}\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(s)}\right)\right\| \\
& \leq \frac{\sqrt{1+\alpha^{2}}}{(1-\alpha)} \Omega\left(\sqrt{\frac{n d}{\delta m}}\right)\left(\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)}-\sqrt{\mathcal{L}\left(\boldsymbol{W}^{(t)}\right)}\right) \\
& \leq \frac{\sqrt{1+\alpha^{2}}}{(1-\alpha)} \Omega\left(\sqrt{\frac{n d}{\delta m}}\right) \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)} \tag{111}
\end{align*}
$$

Applying 108 to the bound above we conclude that when $\frac{m}{\ln ^{4} m}>\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \Omega\left(n^{5} L^{15} d / \delta^{4}\right)$,

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right) \text { with probability at least } 1-e^{-\Omega(\ln m)}
$$

## B. 7 Proof of Theorem 3.2

Throughout this proof we assume that $\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$ during training, which is a sufficient condition for some of the propositions used, such as for Lemma 4.1. After finalizing the proof under this assumption, we establish Lemma B. 10 that guarantees this assumption.

Applying Lemma 4.1 and taking expectations yield

$$
\begin{align*}
\mathbb{E} \mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right) & =\mathbb{E} \mathcal{L}\left(\boldsymbol{W}^{(t)}-\eta \nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right) \\
& \leq \mathbb{E} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)-\mathbb{E} \eta\left\langle\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right), \nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\rangle \\
& +\frac{\eta(1-\alpha) \omega^{\frac{1}{3}} L^{2} \sqrt{m n \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \ln m}}{\sqrt{d\left(1+\alpha^{2}\right)}} \mathbb{E} O\left(\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|\right)  \tag{112}\\
& +\frac{\eta^{2} n L^{2} m}{d} \mathbb{E} O\left(\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|^{2}\right) .
\end{align*}
$$

Applying the following basic observations:

$$
\begin{gathered}
\mathbb{E}\left\langle\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right), \nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\rangle=\frac{b}{n}\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}^{2} \\
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|=\max _{l \in[L]}\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\| \leq \max _{l \in[L]}\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F} \leq\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F},
\end{gathered}
$$

while selecting $\omega<\frac{\delta^{3 / 2}}{n^{3} L^{6} \ln ^{3 / 2} m}$ and $\eta<\frac{d}{b L^{2} m}$, to 112 results in

$$
\begin{equation*}
\mathbb{E} \mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right) \leq \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)-\frac{\eta b}{n}\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}^{2} \leq\left(1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta \delta m b}{n^{2} d}\right)\right) \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \tag{113}
\end{equation*}
$$

For simplicity, we define

$$
\gamma:=\left(1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta \delta m b}{n^{2} d}\right)\right)
$$

and 113 becomes

$$
\begin{equation*}
\mathbb{E} \mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right) \leq \gamma \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \tag{114}
\end{equation*}
$$

Next, we establish a bound for $\mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right)$ without expectation. We note that 9 implies

$$
\left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}^{2} \leq(b m / d) \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)
$$

and consequently

$$
\begin{equation*}
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}^{2} \leq \frac{b m L}{d} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \text { and }\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|^{2} \leq \frac{b m}{d} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \tag{115}
\end{equation*}
$$

The application of Lemma 4.1, 115, and our choice of $\eta$ results in

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right) & \leq \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)+\eta\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right)\right\|_{F}+\eta \frac{b^{2} m n}{d} \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \\
& \leq\left(1+O\left(\frac{\eta m L \sqrt{n b}}{d}\right)\right) \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \tag{116}
\end{align*}
$$

For simplicity, we define $\beta:=1+O(\eta m L \sqrt{n b} / d)$, and 116 becomes

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{W}^{(t+1)}\right) \leq \beta \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) . \tag{117}
\end{equation*}
$$

We denote

$$
\mathcal{L}^{t}:=\mathcal{L}\left(\boldsymbol{W}^{(t)}\right)
$$

and define the filtration

$$
\mathcal{F}_{t}:=\sigma\left(\boldsymbol{W}^{(0)}, . . \boldsymbol{W}^{(t)}\right) .
$$

We further define

$$
Y_{t}:=\ln \mathcal{L}^{t}-\ln \mathcal{L}^{t-1}-\mathbb{E}\left(\ln \mathcal{L}^{t}-\ln \mathcal{L}^{t-1} \mid \mathcal{F}_{t-1}\right)
$$

and

$$
X_{t}:=\sum_{s=1}^{t} Y_{s} .
$$

We note that $\left\{X_{t}\right\}$ is a martingale.
We will use Azuma's inequality to bound $X_{t}$. We thus need to show that $\left\{X_{t}\right\}$ is $\boldsymbol{c}$-Lipschitz (i.e., $\left|Y_{t}\right| \leq c_{t}$ ). We verify the $\boldsymbol{c}$-Lipschitz property by applying the definition of $Y_{t}, \sqrt{117}$ and 114$\}$ as follows:

$$
\begin{aligned}
\left|Y_{t+1}\right| & =\left|\ln \mathcal{L}^{(t+1)}-\ln \mathcal{L}^{(t)}-\mathbb{E} \ln \mathcal{L}^{(t+1)}-\ln \mathcal{L}^{(t)}\right| \mathcal{F}_{t} \mid \\
& \leq \ln \beta-\ln \gamma=\ln \frac{\beta}{\gamma} .
\end{aligned}
$$

Then by Azuma's inequality,

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{t}-E X_{t}\right| \geq \lambda\right) \leq 2 \exp \left(-\frac{\lambda^{2}}{2 t \ln ^{2} \beta / \gamma}\right) \tag{118}
\end{equation*}
$$

Choosing $\lambda=\sqrt{\operatorname{t}} \ln (\beta / \gamma) \ln m$ in yields

$$
\begin{equation*}
\left|X_{t}\right| \leq \sqrt{t} \ln (\beta / \gamma) \ln m \text { with probability at least } 1-e^{-\Omega\left(\ln ^{2} m\right)} \text {.. } \tag{119}
\end{equation*}
$$

Applying the definition of $Y_{t}$ and results in

$$
\ln \mathcal{L}^{t}=X_{t}+\ln \mathcal{L}^{(0)}+\sum_{s=1}^{t} \mathbb{E}\left(Y_{s}-Y_{s-1} \mid \mathcal{F}_{s-1}\right) \leq X_{t}+\ln \mathcal{L}^{(0)}+t \ln \gamma .
$$

We further apply the above observation and 119 to conclude that with probability at least $1-e^{-\Omega\left(\ln ^{2} m\right)}$

$$
\begin{aligned}
\ln \mathcal{L}^{(t)} & \leq \ln \mathcal{L}^{(0)}+t \ln \gamma+\sqrt{t} \ln \left(\frac{\beta}{\gamma}\right) \ln m \\
& \leq \ln \mathcal{L}^{(0)}+\frac{\ln ^{2}\left(\frac{\beta}{\gamma}\right) \ln ^{2} m}{4|\ln \gamma|}-\left(\sqrt{|\ln \gamma|} \sqrt{t}-\frac{\ln \frac{\beta}{\gamma} \ln m}{2 \sqrt{|\ln \gamma|}}\right)^{2} .
\end{aligned}
$$

We note that for $f(x)=(a x+b)^{2}$ and $x>4 b / a, f(x) \geq \frac{1}{2} a^{2} x^{2}$. Using this fact, we conclude that when $\sqrt{t}>\frac{2 \ln \frac{\beta}{\gamma} \ln m}{|\ln \gamma|}$, or equivalently, when $t>\frac{4 \ln ^{2} \frac{2}{\gamma} \ln ^{2} m}{\ln ^{2} \gamma}$,

$$
\begin{equation*}
\ln \mathcal{L}^{(t)} \leq \ln \mathcal{L}^{(0)}+\frac{\ln ^{2} \frac{\beta}{\gamma} \ln ^{2} m}{4|\ln \gamma|}+t \times 1 \quad\left\{t>\frac{4 \ln ^{2} \frac{\beta}{\ln ^{2} m}}{\ln ^{2} \gamma}\right\}^{\ln \gamma} \text { with probability } \geq 1-e^{-\Omega\left(\ln ^{2} m\right)} . \tag{120}
\end{equation*}
$$

This implies that when $t>\frac{4 \ln ^{2} \frac{\beta}{h^{2}} n^{2} m}{\ln ^{2} \gamma}$ we achieve linear convergence with a convergence rate of $\gamma$. By our choice of $\eta$, the additional term in (120) is bounded as follows

$$
: \frac{\ln ^{2}(\beta / \gamma) \ln ^{2} m}{|\ln \gamma|} \leq O\left(\frac{(\beta-1)^{2}}{1-\gamma} \ln ^{2} m\right)=O\left(\eta \frac{m n^{3} L^{2} \ln ^{2} m}{d \delta}\right)<O(1) .
$$

The above lower bound of $t$ that guarantees linear convergence can be further simplified. Since $\frac{x}{1+x} \leq \ln (1+x) \leq x$, we note $t \geq \frac{\left((\beta-1)^{2}+\frac{(\gamma-1)^{2}}{\gamma^{2}}\right) \gamma^{2} \ln ^{2} m}{(\gamma-1)^{2}}$ and thus

$$
t \geq \ln ^{2} m \times\left(1+\frac{(\beta-1)^{2}}{(\gamma-1)^{2}}\right)
$$

Recalling the expressions for $\beta$ and $\gamma$, we conclude that linear convergence is achieved when

$$
\begin{equation*}
t>\Omega\left(\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \frac{n^{5} L^{2}}{\delta^{2} b} \ln ^{2} m\right) \tag{121}
\end{equation*}
$$

The above argument holds for one training step with probability at least $1-e^{-\Omega(m)}$. It extends to $T$ steps with probability at least $1-T e^{-\Omega(m)}$. We note that the number of epochs $T$ can be bounded using the bound $\epsilon$ on the training error, the convergence rate in (6), and (108), as follows:

$$
T=\ln \left(\epsilon / C_{0} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right) / \ln \gamma<\Theta\left(\ln \left(\epsilon / C_{0} n \sqrt{\ln m}\right) / \ln \gamma\right) \leq O\left(\frac{\eta b \delta m}{n^{2} d}\left(\ln \epsilon^{-1}+\ln \left(C_{0} n \sqrt{\ln m}\right)\right)\right)
$$

Therefore, the probability that ensures $T$-steps training with training error lower than $\epsilon$ is at least

$$
1-O\left(\frac{\eta b \delta m}{n^{2} d}\left(\ln \epsilon^{-1}+\ln \left(C_{0} n \sqrt{\ln m}\right)\right)\right) e^{-\Omega(m)}
$$

Because $m>\Omega\left(\operatorname{poly}\left(n, L, d, \delta^{-1}, b\right)\right)$ and also $m>\Omega\left(\ln \ln \epsilon^{-1}\right)$, this probability is of order $1-e^{-\Omega(m)}$.
Lemma B.10. Assume the setup of $\$ 2$ with learning rate $\eta<\frac{\delta^{3 / 2} d^{1 / 2}}{b^{1 / 2} n^{3} L^{15 / 2} m^{1 / 2} \ln ^{2} m}$ and neural network width $m$ satisfying $\frac{m}{\ln ^{4} m}>\frac{\left(1+\alpha^{2}\right)^{4}}{(1-\alpha)^{8}} \Omega\left(\frac{n^{8} L^{15} d}{\delta^{5} b}\right)$. Then during training according to Algorithm 3

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right) \text { with probability at least } 1-e^{-\Omega(\ln m)}
$$

Proof. The proof is similar to Lemma B.9. but with different bounds in this SGD setting. We first show bound the perturbation at initialization as follows:

$$
\left\|\boldsymbol{W}^{(1)}-\boldsymbol{W}^{(0)}\right\|=\eta\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(0)}\right)\right\| \leq \eta O\left(\sqrt{\frac{m n b}{d}}\right) \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)
$$

We denote $T_{0}:=\Omega\left(\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \frac{n^{5} L^{2}}{\delta^{2} b} \ln ^{2} m\right)$. Combining the SGD update step, 115, 120, 121 and our choice of $\eta$ yields

$$
\begin{aligned}
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| & \leq \eta \sum_{s=0}^{t-1}\left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{B}\left(\boldsymbol{W}^{(s)}\right)\right\| \leq \eta \sum_{s=0}^{t-1} \sqrt{\frac{m b}{d}} \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(s)}\right)} \\
& \leq \sqrt{\frac{m b}{d}} \eta\left(\frac{1}{1-\sqrt{\gamma}}+T_{0}\right) \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)} \\
& \leq O(1) \sqrt{\frac{m b}{d} \eta\left(\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \frac{\left.n^{2} \frac{L \eta}{\delta m b}+\Omega\left(\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \frac{n^{5} L^{2}}{\delta^{2} b} \ln ^{2} m\right)\right) \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)}}{}\right.} \begin{array}{l}
\leq O(1) \sqrt{\frac{m b}{d}} \eta \Omega\left(\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \frac{n^{5} L^{2}}{\delta^{2} b} \ln ^{2} m\right) \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)} \\
\end{array} \\
& \leq O(1) \sqrt{\frac{m b}{d}} \frac{d \delta}{m n^{3} L^{2} \ln ^{2} m} \Omega\left(\frac{\left(1+\alpha^{2}\right)^{2}}{(1-\alpha)^{4}} \frac{n^{5} L^{2}}{\delta^{2} b} \ln ^{2} m\right) \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)} \\
\left(1+\alpha^{2}\right)^{2} & \sqrt{d} n^{2} \\
\sqrt{m b} \delta & \sqrt{\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)} .
\end{aligned}
$$

It is thus clear that when $\frac{m}{\ln ^{4} m}>\left(\frac{1+\alpha^{2}}{(1-\alpha)^{2}}\right)^{4} \Omega\left(\frac{n^{8} L^{15} d}{\delta^{5} b}\right),\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$.

## B. 8 Proof of Lemma 4.3

To simplify the proof, we study the generalization error of each output coordinate separately. We denote the $k$-th row of the matrix $\boldsymbol{B}$ by $\boldsymbol{B}_{k, \text {, and treat it as a column vector. For } k \in[d] \text {, we define function }}$

$$
f_{k}(\boldsymbol{x} ; \boldsymbol{W}):=\boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{h}_{L}(\boldsymbol{x})
$$

that is, $f_{k}(\boldsymbol{x} ; \boldsymbol{W})$ is the $k$-th coordinate of the NN output vector. The loss function can be written as $\operatorname{loss}_{k}(\boldsymbol{x}, \boldsymbol{y} ; \boldsymbol{W}):=\left(f_{k}(\boldsymbol{x} ; \boldsymbol{W})-\boldsymbol{y}_{k}\right)^{2}$. Recall that the underlying measurable function $F(\boldsymbol{x})$ (i.e., $\left.\boldsymbol{y}_{i}=F\left(\boldsymbol{x}_{i}\right)\right)$ is a $d$-dimensional vector-valued function and we denote by $F_{k}(\boldsymbol{x})$ the $k$-th coordinate of $F(\boldsymbol{x})$. The generalization error is similarly defined as $R_{k}(\boldsymbol{W}):=\mathbb{E}_{\boldsymbol{x} \sim \mathcal{D}_{\boldsymbol{X}}}\left(f_{k}(\boldsymbol{x} ; \boldsymbol{W})-F_{k}(\boldsymbol{x})\right)^{2}$. We also denote

$$
B_{\omega}\left(\boldsymbol{W}^{(0)}\right):=\left\{\boldsymbol{W}:\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega\right\} .
$$

From Lemma B. 9 and Lemma B. 10 with high probability, $\boldsymbol{W}^{(t)}$ is close to $\boldsymbol{W}^{(0)}$ during the training. Therefore, we just need to only consider NN functions whose parameters $\boldsymbol{W}$ fall in a small ball around $\boldsymbol{W}^{(0)}$, i.e. $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega$, where $\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$. For a given $k \in[d]$, we denote the corresponding function class as

$$
\mathcal{G}_{k, \omega}:=\left\{g:(x, y) \mapsto f_{k}(\boldsymbol{x} ; \boldsymbol{W}):\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega\right\}
$$

We introduce the empirical Rademacher complexity on the dataset $\left\{x_{i}, y_{i}\right\}_{i=1}^{n}$ as follows:

$$
\hat{\mathcal{R}}\left(\mathcal{G}_{k, \omega}\right):=\mathbb{E}_{\sigma} \sup _{g \in \mathcal{G}_{k, \omega}} \sum_{i=1}^{n} \sigma_{i} g\left(x_{i}, y_{i}\right)
$$

For $k \in[d]$, we first bound the generalization error on the $k-$ th coordinate of the output vector.
We first note that by 109 and Lemma B.4 with high probability that $f_{k}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}\right)<O\left(\ln ^{1 / 4} m\right)$ for all $i \in[n]$ and $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega$. We apply Theorem 11.3 in Mohri et al. (2018) with function class $\mathcal{G}_{k, \omega}$, and thus bound $R_{k}(\boldsymbol{W})$ with probability at least $1-\Omega(1 / m)$ by

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{x} \sim \mathcal{D}_{\boldsymbol{X}}} \operatorname{loss}_{k}(\boldsymbol{x}, F(\boldsymbol{x}) ; \boldsymbol{W}) \leq \frac{1}{n} \sum_{i=1}^{n} \operatorname{loss}_{k}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)+2 O\left(\ln ^{1 / 4} m\right) \hat{\mathcal{R}}\left(\mathcal{G}_{k, \omega}\right)+O\left(\ln ^{1 / 4} m\right) O\left(\sqrt{\frac{\ln 2 m}{2 n}}\right) \tag{122}
\end{equation*}
$$

We note that the first term in 122 is bounded by the previously discussed training error, and the third term in 122 is very small when we collect a sufficiently large dataset since $m$ is polynomially dependent on $n$. Next, we estimate the bound for the second term, the empirical Rademacher complexity.

$$
\begin{align*}
\hat{\mathcal{R}}\left(\mathcal{G}_{k, \omega}\right)= & \mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i}\left(f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}\right)-f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)-\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right. \\
& \left.+f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)+\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right) \\
\leq & \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \sup _{i}\left|f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}\right)-f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)-\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right|  \tag{123}\\
& +\mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)  \tag{124}\\
& +\mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i}\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle . \tag{125}
\end{align*}
$$

We first consider $\sqrt{124}$, since there is no dependence on $\boldsymbol{W}$, it is clear that

$$
\begin{equation*}
\mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)=\frac{1}{n} \sum_{i=1}^{n} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right) \mathbb{E}_{\sigma} \sigma_{i}=0 \tag{126}
\end{equation*}
$$

In order to help bound 123 , which is the first term in our bound of the empirical Rademacher complexity for the NN function class, we introduce the following lemma.

Lemma B.11. If $\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$ and $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega$, then for any $\boldsymbol{x} \in \boldsymbol{R}^{p}$, with probability at least $1-\exp (-\Omega(\sqrt{m} / \ln m)$,

$$
\begin{equation*}
\left|f_{k}(\boldsymbol{x} ; \boldsymbol{W})-f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right)-\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right|<\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\omega^{4 / 3} L^{2} \sqrt{m \ln m}\right) \tag{127}
\end{equation*}
$$

We prove Lemma B. 11 at the end of this section after we finalize the proof of Lemma 4.3 (while applying Lemma B.11. Using Lemma B.11 the term 123 can be bounded as

$$
\begin{aligned}
& \sup _{i}\left|f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}\right)-f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right)-\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(x_{i}, y_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right| \\
& \leq \frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \omega^{4 / 3} L^{2} \sqrt{m \ln m}
\end{aligned}
$$

Applying Cauchy-Schwarz inequality and Jessen's inequality to 125 and using Lemma 4.2 we conclude

$$
\begin{aligned}
& \left|\mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sigma_{i}\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right| \\
& \leq \omega \mathbb{E}_{\sigma} \sup _{\boldsymbol{W} \in B_{\omega}\left(\boldsymbol{W}^{(0)}\right)} \frac{1}{n} \sum_{i=1}^{n} \sum_{l=1}^{L}\left\|\nabla_{\boldsymbol{W}_{l}} f_{k}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F} \\
& \leq \frac{\omega}{n} \sum_{l=1}^{L} \sqrt{\sum_{i=1}^{n}\left\|\nabla_{\boldsymbol{W}_{l}} f_{k}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}} \\
& \leq \frac{\omega}{n} L \sqrt{m n} \leq \frac{\omega L \sqrt{m}}{\sqrt{n}}
\end{aligned}
$$

Using the bound for 123,124 and 125 in 122 , it follows that with probability at least $1-e^{-\Omega(\ln m)}$

$$
R_{k}(\boldsymbol{W}) \leq \frac{1}{n} \operatorname{loss}_{k}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)+\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\ln m \sqrt{m} L^{2} \omega^{4 / 3}\right)+\omega O(L \sqrt{m \ln m / n})+O\left(\sqrt{\frac{\ln m}{n}}\right)
$$

Summing over $k \in[d]$, we conclude Lemma 4.3 as follows

$$
R(\boldsymbol{W}) \leq \frac{1}{n} \operatorname{loss}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)+\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(d \ln m \sqrt{m} L^{2} \omega^{4 / 3}\right)+O(d \sqrt{m \ln m / n} L \omega)+O\left(d \sqrt{\frac{\ln m}{n}}\right)
$$

Finally, we complete this section by presenting the proof of Lemma B.11
 $f_{k}(\boldsymbol{x} ; \boldsymbol{W})$ and recalling that $\boldsymbol{h}_{0}=\boldsymbol{h}_{0}^{(0)}$ and $\boldsymbol{h}_{l}=\boldsymbol{D}_{l} \boldsymbol{W}_{l} \boldsymbol{h}_{l-1}$ we derive the following expression:

$$
\begin{align*}
& f_{k}(\boldsymbol{x} ; \boldsymbol{W})-f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right)=\boldsymbol{B}_{k, \cdot}^{T}\left(\boldsymbol{D}_{L} \boldsymbol{W}_{L} \cdots \boldsymbol{D}_{1} \boldsymbol{W}_{1}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{D}_{1}^{(0)} \boldsymbol{W}_{1}^{(0)}\right) \boldsymbol{A} \boldsymbol{x} \\
& =\boldsymbol{B}_{k, \cdot}^{T}\left(\boldsymbol{D}_{L} \boldsymbol{W}_{L} \boldsymbol{h}_{L-1}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \boldsymbol{h}_{L-1}\right. \\
& \quad+\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \boldsymbol{h}_{L-1}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \boldsymbol{D}_{L-1}^{(0)} \boldsymbol{W}_{L-1}^{(0)} \boldsymbol{h}_{L-2} \\
& \quad+\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \boldsymbol{D}_{L-1}^{(0)} \boldsymbol{W}_{L-1}^{(0)} \boldsymbol{h}_{L-2}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \boldsymbol{D}_{L-1}^{(0)} \boldsymbol{W}_{L-1}^{(0)} \boldsymbol{D}_{L-2}^{(0)} \boldsymbol{W}_{L-2}^{(0)} \boldsymbol{h}_{L-3} \\
& \ldots  \tag{128}\\
& + \\
& \left.+\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{D}_{2}^{(0)} \boldsymbol{W}_{2}^{(0)} \boldsymbol{h}_{1}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{D}_{2}^{(0)} \boldsymbol{W}_{2}^{(0)} \boldsymbol{D}_{1}^{(0)} \boldsymbol{W}_{1}^{(0)} \boldsymbol{h}_{0}\right) .
\end{align*}
$$

Let $a$ and $b$ be two integers in $[1, L]$. If $b \leq a$, we denote

$$
\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{a \mapsto b}:=\boldsymbol{D}_{a}^{(0)} \boldsymbol{W}_{a}^{(0)} \boldsymbol{D}_{a-1}^{(0)} \boldsymbol{W}_{a-1}^{(0)} \cdots \boldsymbol{D}_{b}^{(0)} \boldsymbol{W}_{b}^{(0)}
$$

If $a<b$, we denote

$$
\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{a \mapsto b}:=\boldsymbol{I} .
$$

Applying $\boldsymbol{h}_{l}=\boldsymbol{D}_{l} \boldsymbol{W}_{l} \boldsymbol{h}_{l-1}$ for the first term in each line of 128, 128) can be written as

$$
\begin{align*}
& f_{k}(\boldsymbol{x} ; \boldsymbol{W})-f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right) \\
& =\boldsymbol{B}_{k, \cdot}^{T}\left(\left(\boldsymbol{D}_{L} \boldsymbol{W}_{L}-\boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)}\right) \boldsymbol{h}_{L-1}\right. \\
& +\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto L}\left(\boldsymbol{D}_{L-1} \boldsymbol{W}_{L-1}-\boldsymbol{D}_{L-1}^{(0)} \boldsymbol{W}_{L-1}^{(0)}\right) \boldsymbol{h}_{L-2} \\
& +\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto L-1}\left(\boldsymbol{D}_{L-2} \boldsymbol{W}_{L-2}-\boldsymbol{D}_{L-2}^{(0)} \boldsymbol{W}_{L-2}^{(0)}\right) \boldsymbol{h}_{L-3} \\
& \ldots \ldots \\
& \left.+\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto 2}\left(\boldsymbol{D}_{1} \boldsymbol{W}_{1}-\boldsymbol{D}_{1}^{(0)} \boldsymbol{W}_{1}^{(0)}\right) \boldsymbol{h}_{0}\right) \\
& =\boldsymbol{B}_{k, \cdot}^{T} \sum_{l=1}^{L}\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto l+1}\left(\boldsymbol{D}_{l} \boldsymbol{W}_{l}-\boldsymbol{D}_{l}^{(0)} \boldsymbol{W}_{l}^{(0)}\right) \boldsymbol{h}_{l-1} \\
& =\boldsymbol{B}_{k, \cdot}^{T} \sum_{l=1}^{L}\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto l+1}\left(\boldsymbol{D}_{l}-\boldsymbol{D}_{l}^{(0)}\right) \boldsymbol{W}_{l} \boldsymbol{h}_{l-1}  \tag{129}\\
& \quad+\boldsymbol{B}_{k, \cdot}^{T} \sum_{l=1}^{L}\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto l+1} \boldsymbol{D}_{l}^{(0)}\left(\boldsymbol{W}_{l}-\boldsymbol{W}_{l}^{(0)}\right)\left(\boldsymbol{h}_{l-1}-\boldsymbol{h}_{l-1}^{(0)}\right)  \tag{130}\\
& \quad+\boldsymbol{B}_{k, \cdot}^{T} \sum_{l=1}^{L}\left(\boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto l+1} \boldsymbol{D}_{l}^{(0)}\left(\boldsymbol{W}_{l}-\boldsymbol{W}_{l}^{(0)}\right) \boldsymbol{h}_{l-1}^{(0)} . \tag{131}
\end{align*}
$$

According statement 1 in Lemma B. 4 with probability at least $1-e^{-\Omega(\sqrt{m} / \ln m)},\left\|\boldsymbol{D}_{l}^{\prime} \boldsymbol{g}_{l}\right\|<(1-\alpha) / \sqrt{1+\alpha^{2}} O\left(L^{3 / 2} \omega\right)$ and $\left\|\boldsymbol{D}_{l}^{\prime}\right\|_{0} \leq O\left(m \omega^{2 / 3} L\right)$. Combining this with statement 4 in Lemma B. 3 with $\boldsymbol{v}=(1,1, \cdots, 1)^{T} \in \mathbb{R}^{d}$, we bound the norm $\left\|\left(\boldsymbol{B}_{k}^{T} \boldsymbol{D}^{(0)} \boldsymbol{W}^{(0)}\right)_{L \mapsto l+1}\right\|$ by $O\left(\omega^{1 / 3} \sqrt{m L \ln m}\right)$ with probability at least $1-\exp \left(-\Omega\left(m \omega^{3 / 2} L \ln m\right)\right.$. Then 129 ) can be bounded (with the same probability) by

$$
\begin{equation*}
\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\omega^{4 / 3} L^{2} \sqrt{m \ln m}\right) \tag{132}
\end{equation*}
$$

By using statement 3 in Lemma B.4 i.e., $\left\|\boldsymbol{h}_{l}-\boldsymbol{h}_{l}^{(0)}\right\|<O\left(\omega L^{5 / 2} \ln m\right)$ with probability at least $1-e^{-\Omega(\sqrt{m} / \ln m)}$, we note the norm of the summation in 130 is bounded by $O\left(\omega^{2} L^{5 / 2} \ln m\right)$ (with the latter probability), which is much smaller than 132 when $\omega$ is small as given.

By noting that the gradient of $f_{k}(\boldsymbol{x} ; \boldsymbol{W})$ with respect to $\boldsymbol{W}_{l}$ can be written as

$$
\nabla_{\boldsymbol{W}_{l}} f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right)=\left(\boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{l}^{(0)}\right)^{T} \boldsymbol{h}_{l-1}^{(0) T}
$$

we express the summands in 131 as follows

$$
\begin{equation*}
\left\langle\nabla_{\boldsymbol{W}_{l}} f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}_{l}-\boldsymbol{W}_{l}^{(0)}\right\rangle \equiv \boldsymbol{B}_{k,}^{T} \cdot \boldsymbol{D}_{L}^{(0)} \boldsymbol{W}_{L}^{(0)} \cdots \boldsymbol{W}_{l+1}^{(0)} \boldsymbol{D}_{l}^{(0)}\left(\boldsymbol{W}_{l}-\boldsymbol{W}_{l}^{(0)}\right) \boldsymbol{h}_{l-1}^{(0)} . \tag{133}
\end{equation*}
$$

Using 133 and bounding 129 and 130 by 132 , we conclude that with probability at least $1-e^{-\Omega(\sqrt{m} \ln m)}$

$$
\left|f_{k}(\boldsymbol{x} ; \boldsymbol{W})-f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right)-\left\langle\nabla_{\boldsymbol{W}} f_{k}\left(\boldsymbol{x} ; \boldsymbol{W}^{(0)}\right), \boldsymbol{W}-\boldsymbol{W}^{(0)}\right\rangle\right|<\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} O\left(\omega^{4 / 3} L^{2} \sqrt{m \ln m}\right)
$$

## B. 9 Proof of Theorem 3.4

The key idea of the proof of this theorem is to establish a bound for $\omega$, such that $\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}\right\|<\omega$ during training. Considering the learning rate $\eta$ and training steps $t$, we first establish a simple bound for $\omega$ as

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq \sum_{t=0}^{t-1} \eta\left\|\nabla_{\boldsymbol{W}} \mathcal{L}^{(t)}\right\| \leq \eta \sqrt{\frac{m n}{d}} \sum_{t=0}^{t} \sqrt{\mathcal{L}^{(t)}} \leq \eta t \sqrt{\frac{n m \ln m}{d}}
$$

Furthermore, in the proof of Lemma $\boxed{B .9}$ the following universal bound of $\omega$ was introduced:

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq O\left(\sqrt{\frac{n d}{\delta m}}\right) \sqrt{\mathcal{L}^{(0)}} .
$$

By combining these two bounds with the universal bound $\omega<O\left(\frac{\delta^{3 / 2}}{n^{3 / 2} L^{15 / 2} \ln ^{3 / 2} m}\right)$ and using Lemma 4.3 we conclude the theorem.

## B. 10 Generalization Error Bound for SGD

We present a theorem similar to Theorem 3.4 that establishes the upper bound of the generalization error for SGD.
Theorem B.12. Assume the setup of $\left\{2\right.$ with $S G D$, where $m=\Theta\left(\frac{n^{13+2 \epsilon} L^{15+2 \epsilon} d^{1+2 \epsilon}}{b \delta^{5-2 \epsilon}}\right)$ for $\epsilon>0$ and $\eta=\Theta\left(\frac{d \delta}{n^{3} L^{3} m \ln ^{2} m}\right)$. Assume further that $m$ is larger than its lower bound and $\eta$ is smaller than its upper bound in Theorem 3.2 (by an appropriate choice of the hidden constants in $\Theta$ and in comparison to the constants hidden in the lower bound of $m$ and the upper bound of $\eta$ in Theorem 3.2). Then at a given training epoch $t$, with probability at least $1-e^{-\Omega(\ln m)}$, the generalization error is bounded as follows

$$
\begin{align*}
R\left(\boldsymbol{W}^{(t)}\right) & \leq \gamma^{t} O(\ln m)+\min \left\{\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}}\right) O\left(\frac{d^{1 / 3} t^{4 / 3}}{m^{1 / 6} n^{10 / 3} L^{2} \ln ^{8 / 3} m}\right), O\left(\frac{d^{3 / 2+\epsilon} n^{2+\epsilon}}{b^{1 / 2} \delta^{1 / 2-\epsilon} L^{1 / 2-\epsilon} \ln m}\right)\right\}+ \\
& \min \left\{O\left(\frac{\sqrt{d} t}{n^{3} L^{2} \ln ^{3 / 2} m}\right), O\left(\frac{n^{2+\epsilon} L^{2+\epsilon} d^{1 / 2+\epsilon}}{b^{1 / 2} \delta^{1-\epsilon} \ln m}\right)\right\}+O\left(d \sqrt{\frac{\ln m}{n}}\right) . \tag{134}
\end{align*}
$$

The proof is similar to the proof of Theorem 3.4. We estimate the bound of $\omega$ when $t$ is small as

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|<O\left(\frac{m n \eta t}{d}\right) \sqrt{\mathcal{L}^{(0)}} .
$$

Also, the bound of $\omega$ in the entire training for SGD can be obtained in the proof of Lemma B. 10 as

$$
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|<O\left(\frac{d \sqrt{n}}{\delta \sqrt{m b}} \sqrt{\mathcal{L}^{(0)}}\right)
$$

Then combining these two bounds of $\omega$ and using Lemma 4.3, we could conclude the theorem.

## B. 11 Special dataset

In this section, we consider a special class of datasets and improve our theory for datasets from this class. We first introduce the special dataset and establish the assumption, then present theorems to bound the convergence rate and generalization error under this assumption. The proof will be given in Appendix B. 13

First, with the parameters $\boldsymbol{W}^{(0)}$ before the $l$-th layer, we denote the output at the $l$-th layer as

$$
\mathcal{N}_{l}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)}, \boldsymbol{W}_{2}^{(0)}, \cdots \boldsymbol{W}_{l-1}^{(0)}, \boldsymbol{u}\right)=\tilde{\sigma}_{\alpha}\left(\boldsymbol{u}^{T} \tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l-1}^{(0)} \tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{l-2}^{(0)} \ldots \tilde{\sigma}_{\alpha}\left(\boldsymbol{W}_{1}^{(0)} \boldsymbol{A} \boldsymbol{x}\right)\right)\right)\right)
$$

and define the following class of functions:

$$
\begin{align*}
\mathcal{F}_{l}:=\{ & f(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), \cdots, f_{d}(\boldsymbol{x})\right)^{T}: \mathbb{R}^{p} \mapsto \mathbb{R}^{d}, \text { where } \\
& f_{j}(\boldsymbol{x})=\mathbb{E}_{\boldsymbol{u}} c_{j}(\boldsymbol{u}) \mathcal{N}_{l}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)} \cdots \boldsymbol{W}_{l-1}^{(0)}, \boldsymbol{u}\right) \text { for } \boldsymbol{u} \in \mathbb{R}^{m} \sim N\left(0, \frac{2}{m}\right) \text { and }  \tag{135}\\
& \left.c_{j}: \mathbb{R}^{m} \mapsto \mathbb{R} \text { such that }\left|c_{j}(\cdot)\right| \leq 1 \text { for } j \in[d]\right\} .
\end{align*}
$$

We note that this function class $\mathcal{F}_{l}$ includes functions defined by an $l$-layer leaky ReLU neural network, where the first $l-1$ layers use the initialized parameters $\boldsymbol{W}^{(0)}$ and only the parameters of the $l$-th layer are tuned with a certain regularization condition $\left(\left\|c_{j}\right\|_{\infty}<1\right)$. Given this function class, we restrict our discussion to datasets satisfying the assumption below. For such datasets, we can improve the upper bound for the convergence rate, the lower bound for the width $m$, and the upper bound for the generalization error.
Assumption B.13. For any small constant $0<\lambda<\frac{1}{2 \sqrt{n d}}$, there exists $f \in \mathcal{F}_{L-1}$ such that

$$
\left\|\boldsymbol{f}\left(\boldsymbol{x}_{i}\right)-\left(\boldsymbol{y}_{i}-\hat{\boldsymbol{y}}_{i}\right)\right\|<\lambda, \text { for all } i \in[n] .
$$

Theorem B.14. Assume the setup in \$2 with a dataset satisfying Assumption B.13, where both $m / l n^{4} m>\Omega\left(d^{5} n L^{12}\right)$ and $m>\Omega\left(\ln \ln \epsilon^{-1}\right)$, and the $N N$ is trained according to Algorithm 2, with learning rate $\eta \leq O\left(\frac{d}{n L^{2} m}\right)$. Then with probability at least $1-e^{-\Omega(\ln m)}$

$$
\mathcal{L}\left(\boldsymbol{W}^{(T)}\right)<\epsilon \text { and } \mathcal{L}\left(\boldsymbol{W}^{(t)}\right) \leq \gamma^{t} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right), \forall t \leq T,
$$

where

$$
\gamma=1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta m}{d^{2}}\right) \text { and } T=\frac{\ln \left(\epsilon / \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right)}{\ln \gamma}
$$

Theorem B.15. Assume the setup of \$2 with GD, a dataset satisfying Assumption B.13, $m=\Theta\left(n^{1+2 \tau} L^{12+2 \tau} d^{5+2 \tau}\right)$ for $\tau>0$ and $\eta=\Theta\left(\frac{d}{n L^{2} m}\right)$. Assume further that $m$ is larger than its lower bound and $\eta$ is smaller than its upper bound in Theorem B.14 (by an appropriate choice of the hidden constants in $\Theta$ and compared to the constants hidden in the lower bound of $m$ and in the upper bound of $\eta$ in Theorem B.14). Then at a given training epoch $t \leq T$ (see (4) for $T$ ), with probability at least $1-e^{-\Omega(\ln m)}$, the generalization error is bounded as follows

$$
\begin{aligned}
R\left(\boldsymbol{W}^{(t)}\right) \leq & \gamma^{t} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)+\min \left\{O\left(\frac{d^{3 / 2+\tau} n^{1 / 2+\tau} L^{\tau}}{\ln m}\right), O\left(\frac{1-\alpha}{\sqrt{1+\alpha^{2}}} \frac{d^{1 / 3} t^{4 / 3}}{m^{1 / 6} n^{2 / 3} L^{2 / 3}}\right)\right\} \\
& +\min \left\{O\left(\frac{\sqrt{d \ln m} t}{n L}\right), O\left(\frac{n^{\tau} L^{1+\tau} d^{2+\tau}}{\ln m}\right)\right\}+O\left(d \sqrt{\frac{\ln m}{n}}\right) .
\end{aligned}
$$

We notice that for datasets satisfying Assumption B. 13 several significant improvements from the previous estimates are obtained. Firstly, the lower bound for $m$ is improved to linear dependence on $n$, whereas in the general scenario the lower bound grows as $n^{5}$. Secondly, the bound of $1-\gamma$ is improved in Theorem B. 14 by a factor of $\frac{n}{\delta d}$. Thirdly, several terms in the generalization error bound in Theorem B. 15 are improved from Theorem 3.4 including the first term in the first minimum is improved by a factor of $\frac{1}{L}$ and the second term in the second minimum is improved by a factor of $\frac{\sqrt{d^{3} \delta}}{L \sqrt{n}}$. On the other hand, the optimal choice of $\alpha$ remains the same as the dependence on $\alpha$ is the same as that in Theorems 3.1 and 3.4

## B. 12 Convergence Theorem for General Convex Loss Functions

We extend our convergence theory, in particular Theorem 3.1 to convex loss functions, i.e., loss functions of the form

$$
\begin{equation*}
\mathcal{L}_{\text {convex }}(\boldsymbol{W})=\sum_{i}^{n} l\left(\boldsymbol{y}_{i}, \hat{\boldsymbol{y}}_{i}\right), \text { where } l\left(\boldsymbol{y}_{i}, \cdot\right) \text { is convex. } \tag{136}
\end{equation*}
$$

These include common loss functions for classification, such as the binary cross entropy and categorical cross entropy. Furthermore, it also includes the following loss function suggested in (Kumar et al., 2023):

$$
\begin{equation*}
\mathcal{L}_{\exp }(\boldsymbol{W}):=\frac{1}{2} \sum_{i}^{n} e^{\lambda\left\|\boldsymbol{y}_{i}-\hat{\boldsymbol{y}}_{i}\right\|^{2}} \tag{137}
\end{equation*}
$$

Kumar et al. (2023) obtained a special bound for the generalization error when using this loss function. We later use the following theorem and the proposition of Kumar et al. (2023) to infer that $\alpha=-1$ is also optimal for generalization when using re-weighted gradient descent and overparameterized neural networks.
We next formulate the main theorem using the following definition. Let $\boldsymbol{W}^{*}$ denote the matrix of parameters minimizing the loss function and define

$$
\mathcal{E}^{(t)}:=\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right)
$$

Theorem B.16. Assume the setup of \$2 with the convex loss function defined in (136), where the width $m$ satisfies both $m / \ln ^{4} m \geq \frac{1+\alpha^{2}}{(1-\alpha)^{2}} \Omega\left(\frac{n^{6} L^{16} d}{\delta^{4}}\right)$ and $m>\Omega\left(\ln \left(\epsilon^{-1} \ln \epsilon^{-1}\right)\right)$ and the training is according to Algorithm 2 with learning rate $\eta \leq O\left(\frac{d}{n L^{2} m}\right)$. Then with probability at least $1-\exp ^{-\Omega(\ln m)}$,

$$
\begin{equation*}
\mathcal{E}^{(T)}<\epsilon \text { and } \mathcal{E}^{(t+1)} \leq \gamma^{(t)} \mathcal{E}^{(t)}, \quad \forall t \leq T, \quad \text { where } \tag{138}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{(t)}=1-\mathcal{E}^{(t)} \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta \eta m}{n^{2} d L}\right) \quad \text { and } T \leq O\left(\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \frac{n^{2} d L}{\eta \delta m \epsilon}\left(\ln \epsilon^{-1}+\ln (n \sqrt{\ln m})\right)\right) \tag{139}
\end{equation*}
$$

Combining 138 and the expression for $\gamma^{(t)}$ in 139 , we note that the rate of convergence is slower than the one in (3) and that $\alpha=-1$ corresponds to the smallest upper bound for the number of epochs needed for the training error to be smaller than $\epsilon$.

Proposition 3.1 in Kumar et al. (2023) implies that minimizing the generalization error bound is equivalent to minimizing the training error when using the modified loss function given in 137). Applying (139) of Theorem B. 16 we conclude that when using the modified loss function in 137) for training, the choice of $\alpha=-1$ yields the smallest bound for the required number of training epochs to achieve a bound $\epsilon$ on the training error. Using this observation with arbitrarily small $\epsilon$ and the above discussed theory of Kumar et al. (2023) we can conclude that $\alpha=-1$ minimizes the generalization error bound with the smallest upper bound on the number of training epochs for which the training error is guaranteed to be less than $\epsilon$. Nevertheless, this discussion involves an upper bound we obtained for the number of epochs and does not apply to the actual number of epochs. Consequently, the above stated prediction may not be precise, that is, it is possible that at a smaller number of epochs than the bound, one may obtain an error less than $\epsilon$ by $\alpha \neq-1$. For a synthetic dataset, we empirically verified the predicted optimal choice of $\alpha=-1$ (see Figure 6).

Proof of Theorem B.16. We consider the modified loss function defined in 136, and, for simplicity, we let $\gamma=1$ in this section, while the proof can be easily extended for any $\gamma>0$. By introducing the convex function $l(\boldsymbol{y}, \boldsymbol{z})$, the loss function for each data point $i \in[n]$ can be written as

$$
\operatorname{loss}_{\text {convex }}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right):=l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}\right)\right)
$$

We denote the following notation in this subsection,

$$
\begin{equation*}
\boldsymbol{e}_{i}:=\nabla_{\boldsymbol{z}} l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}\right)\right) . \tag{140}
\end{equation*}
$$

We will establish similar gradient bounds as in Lemma 4.2 and a similar semi-smoothness inequality as in Lemma 4.1 for the loss function defined in $\underline{136}$, and then we will prove the convergence theory with this loss function using some of the above established results.

For the first part, in order to achieve the gradient bound, we follow the proof of Lemma 4.2 with the modified loss function defined in 136. The proof is mostly the same as the one in Appendix B.4. The only difference is the use of the previous definition in 61 . We remark that it is straightforward to verify that $\boldsymbol{G}_{i, l}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}\right) \equiv \nabla_{\boldsymbol{W}_{l}} \operatorname{loss}_{\text {convex }}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i} ; \boldsymbol{W}\right)$ by using the definition of $\boldsymbol{e}_{i}$ in 140 . By Lemma B. 6 and Lemma B. 7

$$
\begin{align*}
& \left\|\nabla_{\boldsymbol{W}_{l}} \mathcal{L}_{\mathrm{convex}}(\boldsymbol{W})\right\|_{F}^{2} \leq \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} O\left(\frac{m n}{d}\right), \quad \text { for } \quad l \in[L]  \tag{141}\\
& \left\|\nabla_{\boldsymbol{W}} \mathcal{L}_{\mathrm{convex}}(\boldsymbol{W})\right\|_{F}^{2} \geq \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta m}{n d}\right) \tag{142}
\end{align*}
$$

Remark: In the above bounds, when we use the MSE loss function, $\sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}\right\|^{2} \equiv \mathcal{L}$, which yields the original bounds provided in Lemma 4.2.

In order to show the semi-smoothness, we follow the proof of Lemma 4.1 in Appendix B.5 where most parts are exactly the same. By using $\left(142\right.$ ) and 141 , and plugging the notation of $\boldsymbol{e}_{i}$ (defined in 140 ) into 95 , the semi-smoothness
inequality becomes

$$
\begin{align*}
\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}+\boldsymbol{W}^{\prime}\right) \leq & \mathcal{L}_{\text {convex }}(\boldsymbol{W})+\left\langle\nabla_{\boldsymbol{W}} \mathcal{L}_{\text {convex }}(\boldsymbol{W}), \boldsymbol{W}^{\prime}\right\rangle \\
& +\frac{n L^{2} m}{d} O\left(\left\|\boldsymbol{W}^{\prime}\right\|_{2}^{2}\right)  \tag{143}\\
& \frac{(1-\alpha) \omega^{1 / 3} L^{2} \sqrt{m n \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{(t)}\right\|^{2} \ln m}}{\sqrt{d\left(1+\alpha^{2}\right)}} O\left(\left\|\boldsymbol{W}^{\prime}\right\|_{2}\right) .
\end{align*}
$$

Lastly, we prove the convergence for this loss function. By using (143) and the same argument discussed in 4.1 the inequality (16) still holds. Then using the lower bound of the gradient in (142), (16) becomes

$$
\begin{equation*}
\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t+1)}\right) \leq \mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t)}\right)-\Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta \eta m}{n d}\right) \sum_{i=1}^{n}\left\|\boldsymbol{e}_{i}^{(t)}\right\|^{2} . \tag{144}
\end{equation*}
$$

By convexity of $l(\boldsymbol{y}, \boldsymbol{z})$, we first establish that for any $i \in[n]$ and any $\boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{d}$,

$$
l\left(\boldsymbol{y}_{i}, \boldsymbol{y}\right)-\boldsymbol{y}_{\boldsymbol{y}_{i}, \boldsymbol{z}} \leq\left\langle\nabla_{\boldsymbol{y}} l\left(\boldsymbol{y}_{i}, \boldsymbol{y}\right), \boldsymbol{y}-\boldsymbol{z}\right\rangle \leq\left\|\nabla_{\boldsymbol{y}} l\left(\boldsymbol{y}_{i}, \boldsymbol{y}\right)\right\|\|\boldsymbol{y}-\boldsymbol{z}\| .
$$

We denote by $\boldsymbol{W}^{*}$ the optimal parameter that minimizes $\mathcal{L}_{\exp }(\boldsymbol{W})$. Letting $\boldsymbol{y}:=\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)$ and $\boldsymbol{z}:=\boldsymbol{g}_{L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)$ and using the above inequality result in

$$
\begin{equation*}
\left\|\boldsymbol{e}_{i}^{(t)}\right\| \geq \frac{l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)\right)-l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)\right)}{\left\|\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)-\boldsymbol{g}_{L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)\right\|} . \tag{145}
\end{equation*}
$$

Using Lemma B. 5 yields that, with probability at least $1-e^{-\Omega(\ln m)}$,

$$
\begin{align*}
& \left\|\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)-\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)\right\| \leq\left\|\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)-\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(0)}\right)\right\| \\
& \quad+\left\|\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)-\boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(0)}\right)\right\| \\
& \leq\left(\left\|\boldsymbol{W}^{(0)}-\boldsymbol{W}^{*}\right\|+\omega\right)\left\|\nabla_{\boldsymbol{W}} \boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(0)}\right)\right\| \leq O(\sqrt{L}) . \tag{146}
\end{align*}
$$

Applying (146) to 145 results in

$$
\begin{equation*}
\left\|\boldsymbol{e}_{i}^{(t)}\right\| \geq\left(l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{i, L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{(t)}\right)\right)-l\left(\boldsymbol{y}_{i}, \boldsymbol{g}_{L+1}\left(\boldsymbol{x}_{i} ; \boldsymbol{W}^{*}\right)\right)\right) / O(\sqrt{L}) . \tag{147}
\end{equation*}
$$

Applying (147) to 144, we derive that

$$
\begin{align*}
& \mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t+1)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right) \\
& \leq \mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right)-\Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta \eta m}{n^{2} d L}\right)\left(\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right)\right)^{2} . \tag{148}
\end{align*}
$$

In order to derive a bound for the number of training epoch $T$ that is required for $\mathcal{L}^{(T)}-\mathcal{L}^{*}<\epsilon$, for $t<T$, by assuming $\mathcal{L}^{(t)}-\mathcal{L}^{*}>\epsilon$, the above equation is bounded by

$$
\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t+1)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right) \leq\left(1-\epsilon \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta \eta m}{n^{2} d L}\right)\right)\left(\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(t)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right)\right) .
$$

The lower bound for $m$ becomes $m \ln ^{4} m>\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \Omega\left(n^{6} L^{16} d / \delta^{4}\right)$ to ensure the same perturbation bound in Lemma B. 9 Denoting $\gamma:=\left(1-\epsilon \Omega\left(\frac{(1-\alpha)^{2}}{\left(1+\alpha^{2}\right)} \frac{\delta \eta m}{n^{2} d L^{2}}\right)\right)$, it follows that

$$
T=\frac{\ln \epsilon^{-1}+\ln \left(\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{(0)}\right)-\mathcal{L}_{\text {convex }}\left(\boldsymbol{W}^{*}\right)\right)}{\ln \gamma^{-1}} \leq O\left(\frac{n^{2} d L}{\eta \delta m \epsilon}\left(\ln \epsilon^{-1}+\ln (n \sqrt{\ln m})\right)\right) .
$$

We follow the exact same steps in the proof of Lemma B. 9 in Appendix B. 6 and verify that when $m>\ln \left(\epsilon^{-1} \ln \epsilon^{-1}\right)$, the probability that 148 holds for $T$-steps is at least $1-e^{-\Omega(\ln m)}$.

## B. 13 Proofs for a special class of datasets

This section includes the proof of Theorems B.14 and B. 15 in Appendix B.11. We first present several lemmas and their proofs, then use these lemmas to prove those theorems.

Lemma B.17. Consider a dataset $\left\{\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right\}_{i \in[n]}$ satisfying Assumption B.13, where $m \geq \Omega(n d)$, then there exists a vector $\boldsymbol{u}_{l, j} \in \mathcal{B}_{1}^{m} \subset \mathbb{R}^{m}$, such that

$$
\left|\left\langle\boldsymbol{u}_{l, j}, \boldsymbol{h}_{i, L-1}^{(0)}\right\rangle-\left(y_{i, j}-\hat{y}_{i, j}\right)\right| \leq O(\lambda), \text { for all } i \in[n], j \in[d] \text {, with probability at least } 1-e^{-\Omega\left(\lambda^{2} m\right)}
$$

Proof. We complete the proof by constructing the following unit vector $\boldsymbol{u}_{j}$ :

$$
\boldsymbol{u}_{j}=\frac{1}{\sqrt{2 m}}\left(c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{1, \cdot}\right), c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{2, \cdot}\right), \cdots, c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{m, \cdot}\right)\right)^{T} .
$$

One can easily verify that $\boldsymbol{u}_{j} \in \mathcal{B}_{1}^{m}$ by using the fact that $\left|c_{j}\right|<1$, which is guaranteed by the definition of the function class in 135.

The inner product of $\boldsymbol{u}_{j}$ and $\boldsymbol{h}_{i, L-1}^{(0)}$ is given by

$$
\begin{aligned}
\left\langle\boldsymbol{u}_{j}, \boldsymbol{h}_{i, L-1}^{(0)}\right\rangle & =\frac{1}{\sqrt{2 m}} \sum_{k=1}^{m} c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{k,}\right) \mathcal{N}_{L-1}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)}, \cdots \boldsymbol{W}_{L-2}^{(0)}, \boldsymbol{W}_{L-1}^{(0)}\right) \\
& =\frac{1}{\sqrt{2 m}} \sum_{k=1}^{m} c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{k, \cdot}\right) \sqrt{\frac{2}{m}} \mathcal{N}_{L-1}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)}, \cdots \boldsymbol{W}_{L-2}^{(0)}, \sqrt{m / 2} \boldsymbol{W}_{L-1}^{(0)}\right) \\
& =\frac{1}{m} \sum_{k=1}^{m} c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{k, \cdot}\right) \mathcal{N}_{L-1}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)}, \cdots \boldsymbol{W}_{L-2}^{(0)}, \sqrt{m / 2} \boldsymbol{W}_{L-1}^{(0)}\right)
\end{aligned}
$$

For simplicity, we denote that $Z_{k, i, j}:=c_{j}\left(\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{k,}\right) \mathcal{N}_{L-1}\left(\boldsymbol{x} ; \boldsymbol{A}, \boldsymbol{W}_{1}^{(0)}, \cdots \boldsymbol{W}_{L-2}^{(0)}, \sqrt{m / 2} \boldsymbol{W}_{L-1}^{(0)}\right)$, and above equation becomes

$$
\begin{equation*}
\left\langle\boldsymbol{u}_{j}, \boldsymbol{h}_{i, L-1}^{(0)}\right\rangle=\frac{1}{m} \sum_{k=1}^{m} Z_{k, i, j} . \tag{149}
\end{equation*}
$$

Noting that $\sqrt{m / 2}\left(\boldsymbol{W}_{L-1}^{(0)}\right)_{k, \cdot} \sim N(0,1)$, by using 135 , it implies that $\mathbb{E}_{\boldsymbol{W}^{(0)}} Z_{k, i, j}\left(\left(\boldsymbol{W}_{L-1}\right)_{k, \cdot}^{(0)}\right)=f_{j}\left(\boldsymbol{x}_{i}\right)$.
Since $\left|c_{j}(\cdot)\right|<1$ is bounded, $Z_{k, i, j}$ is a sub-Gaussian random variable, therefore we can apply Hoeffding's inequality and conclude that

$$
\begin{equation*}
\left|\frac{1}{m} \sum_{k=1}^{m} Z_{k, i, j}-f_{j}\left(\boldsymbol{x}_{i}\right)\right| \leq \lambda, \text { with probability at least } 1-e^{-\Omega\left(\lambda^{2} m\right)} \tag{150}
\end{equation*}
$$

Using 149, 150. and Assumption B.13. it follows that with probability at least $1-(n d) e^{-\Omega\left(\lambda^{2} m\right)}$

$$
\left|\left\langle\boldsymbol{u}_{l, j}, \boldsymbol{h}_{i, L-1}^{(0)}\right\rangle-\left(y_{i, j}-\hat{y}_{i, j}\right)\right| \leq\left|\left\langle\boldsymbol{u}_{l, j}, \boldsymbol{h}_{i, L-1}^{(0)}\right\rangle-f_{j}\left(\boldsymbol{x}_{i}\right)\right|+\left|f_{j}\left(\boldsymbol{x}_{i}\right)-\left(y_{i, j}-\hat{y}_{i, j}\right)\right| \leq 2 \lambda . \text { for all } i \in[n], j \in[d] .
$$

We conclude the Lemma by noting that the probability is at least $1-e^{-\Omega\left(\lambda^{2} m\right)}$ when $m \geq \Omega(n d)$.
Lemma B.18. Under Assumption B.13, when $m \geq \Omega(n d)$, the lower bound for the gradient of the loss function becomes

$$
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{m}{d^{2}}\right) \mathcal{L}\left(\boldsymbol{W}^{(0)}\right), \text { with probability at least } 1-e^{-\Omega(m)}
$$

Proof. We first note that by definition, $\left\|\nabla_{W} \mathcal{L}\right\|_{F} \geq\left\|\nabla_{W_{L}} \mathcal{L}\right\|$. Then by definition of matrix $F-$ norm and (61), it follows that $\left\|\nabla_{\boldsymbol{W}_{L}} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right\|_{F}^{2}=\sum_{k=1}^{m} \| \sum_{i=1}^{n}\left(\boldsymbol{G}_{i, L}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)\right)_{k}$, $\|_{2}^{2}$. We write that the $k$-th row of the matrix $\sum_{i=1}^{n} \boldsymbol{G}_{i, L}\left(\boldsymbol{e}_{i}, \boldsymbol{W}^{(0)}\right)$ by

$$
\begin{equation*}
\left\|\sum_{i=1}^{n}\left(G_{i, L}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)\right)_{k, \cdot}\right\|_{2}^{2}=\left\|\sum_{i=1}^{n} \boldsymbol{B}_{k,,}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}\right\|_{2}^{2} \tag{151}
\end{equation*}
$$

Using the vector $\boldsymbol{u}_{j} \in \mathcal{B}_{1}^{m}$ chosen in Lemma B.17, and denoting $\boldsymbol{u}:=\frac{1}{d} \sum_{j=1}^{d} \boldsymbol{u}_{j}$, we note that $\|\boldsymbol{u}\| \leq 1$. Thus we conclude that

$$
\begin{align*}
& \left\|\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}\right\|_{2}^{2} \geq\left|\left\langle\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} \\
& =\left|\sum_{i=1}^{n} \boldsymbol{B}_{k, .}^{T} \boldsymbol{e}_{i} D_{i, L, k k}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} \\
& =\frac{1}{1+\alpha^{2}}\left|\sum_{i=1}^{n} \boldsymbol{B}_{k,}^{T}, \boldsymbol{e}_{i}\left(\alpha+(1-\alpha) 1_{\boldsymbol{h}_{i, L, k}>0}\right)\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} \\
& =\frac{1}{1+\alpha^{2}}\left|(1-\alpha) \sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle+\alpha \sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} \tag{152}
\end{align*}
$$

By Jensen's inequality, we note that the expectation of 152 becomes

$$
\begin{align*}
& \mathbb{E}_{\boldsymbol{h}_{L-1}}\left|(1-\alpha) \sum_{i=1}^{n} \boldsymbol{B}_{k, .}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle+\alpha \sum_{i=1}^{n} \boldsymbol{B}_{k,,}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} \\
& \geq\left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left((1-\alpha) \sum_{i=1}^{n} \boldsymbol{B}_{k,}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle+\alpha \sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right|^{2} . \tag{153}
\end{align*}
$$

Since $1_{\boldsymbol{h}_{i, L, k}>0}$ is independent with $\boldsymbol{h}_{i, L-1}$, for any integer $N$, the conditional expectation can be given as

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle \mid \sum 1_{\boldsymbol{h}_{i, L, k}>0}=N\right)=\frac{N}{n} \mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\sum_{i=1}^{n} \boldsymbol{B}_{k,}^{T}, \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right) \tag{154}
\end{equation*}
$$

Moreover, since $1_{\boldsymbol{h}_{i, L, k}>0}$ a Bernoulli random variable $B(0.5)$, when $n>100$, using an approximation of the probability by the central limit theorem, we know that

$$
\begin{align*}
& \sum_{i} 1_{\boldsymbol{h}_{i, L, k}>0}>n / 2+\sqrt{n}, \text { with probability at least } 0.1,  \tag{155}\\
& \sum_{i} 1_{\boldsymbol{h}_{i, L, k}>0}<n / 2-\sqrt{n}, \text { with probability at least } 0.1 \tag{156}
\end{align*}
$$

To find a lower bound for 153 , we consider two cases for the second term, when $\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \alpha \sum_{i=1}^{n} \boldsymbol{B}_{k, .}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1, \boldsymbol{u}}\right\rangle\right|>$ $\frac{n}{2}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\boldsymbol{B}_{k,}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right|$, then by 156 and 154 , we know that with probability at least 0.1 that

$$
\begin{align*}
& \left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left((1-\alpha) \sum_{i=1}^{n} \boldsymbol{B}_{k, .}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle+\alpha \sum_{i=1}^{n} \boldsymbol{B}_{k,}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right| \\
& \geq \frac{1}{\sqrt{n}}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\sum_{i=1}^{n}(1-\alpha) \boldsymbol{B}_{k,,}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right| \tag{157}
\end{align*}
$$

Using similar argument, when $\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \alpha \sum_{i=1}^{n} \boldsymbol{B}_{k, \text {. }}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1, \boldsymbol{u}}\right\rangle\right| \leq \frac{n}{2}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right|$, by using 155 , it also follows that with probability at least 0.1 that (157) holds. Thus we conclude that

$$
\begin{align*}
& \left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left((1-\alpha) \sum_{i=1}^{n} \boldsymbol{B}_{k, .}^{T} \boldsymbol{e}_{i} 1_{\boldsymbol{h}_{i, L, k}>0}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle+\alpha \sum_{i=1}^{n} \boldsymbol{B}_{k,,}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right| \\
& \geq \frac{1}{\sqrt{n}}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}}\left(\sum_{i=1}^{n}(1-\alpha) \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right|, \text { with probability at least 0.1. } \tag{158}
\end{align*}
$$

Combining 152,153 , and 158 , it follows that

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{h}_{L-1}}\left\|\left.\left|\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1} \| \geq \frac{(1-\alpha)^{2}}{n\left(1+\alpha^{2}\right)}\right| \mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2},\right. \text { with probability at least 0.1. } \tag{159}
\end{equation*}
$$

By using the lower bound of $\left|\boldsymbol{B}_{\cdot, k}^{T} \boldsymbol{a}\right|$ derived in 74 , we obtain that with at least a constant probability $p_{0}:=1-\exp (-\Omega(1))$

$$
\begin{equation*}
\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2}=\left|\boldsymbol{B}_{k, \cdot}^{T}\left(\mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{e}_{i}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right)\right|^{2} \geq \sum_{j=1}^{d}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} . \tag{160}
\end{equation*}
$$

We thus conclude that by 151 , Hoeffding inequality, 159 and 160, with probability at least $1-e^{-\Omega(m)}$

$$
\begin{equation*}
\sum_{k=1}^{m}\left\|\sum_{i=1}^{n}\left(\boldsymbol{G}_{i, L}\left(\boldsymbol{e}_{i} ; \boldsymbol{W}^{(0)}\right)\right)_{k, \cdot}\right\|=\sum_{k=1}^{m} \mathbb{E}_{\boldsymbol{h}_{L-1}}\left\|\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}\right\| \geq \frac{0.1 p_{0} m}{2} \frac{(1-\alpha)^{2}}{n\left(1+\alpha^{2}\right)} \sum_{j=1}^{d}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|^{2} . \tag{161}
\end{equation*}
$$

Using (161, Assumption B. 13 and the fact that $\mathbb{E} \boldsymbol{e}_{i, j} \boldsymbol{e}_{i, j^{\prime}}=0$ if $j \neq j^{\prime}$, when $\mathcal{L}>1$ imply

$$
\begin{aligned}
& \sum_{j=1}^{d}\left|\mathbb{E}_{\boldsymbol{h}_{L-1}} \sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}\right\rangle\right|=\frac{1}{d}\left|\mathbb{E} \sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left(\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}_{j}\right\rangle-y_{i, j}+\hat{y}_{i, j}+y_{i, j}-\hat{y}_{i, j}\right)\right| \\
& \geq \frac{1}{d} \sum_{j=1}^{d}\left|\sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left(y_{i, j}-\hat{y}_{i, j}\right)\right|-\frac{1}{d} \sum_{j=1}^{d}\left|\sum_{i=1}^{n} \boldsymbol{e}_{i, j}\left(\left\langle\boldsymbol{h}_{i, L-1}, \boldsymbol{u}_{j}\right\rangle-\left(y_{i, j}-\hat{y}_{i, j}\right)\right)\right| \\
& \geq \frac{1}{d} \sum_{j=1}^{d}\left|\sum_{i=1}^{n} \boldsymbol{e}_{i, j}^{2}\right|-\frac{\lambda}{d} \sum_{j=1}^{d}\left|\sum_{i=1}^{n} \boldsymbol{e}_{i, j}\right| \geq \frac{1}{d} \mathcal{L}-\lambda \frac{\sqrt{n}}{\sqrt{d}} \mathcal{L} \geq \frac{1}{2 d} \mathcal{L} .
\end{aligned}
$$

Applying 161 and 162 , we conclude that

$$
\begin{equation*}
\sum_{k=1}^{m}\left\|\sum_{i=1}^{n} \boldsymbol{B}_{k, \cdot}^{T} \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}\right\|_{2}^{2} \geq \frac{m}{n d^{2}} \frac{(1-\alpha)^{2}}{1+\alpha^{2}} \mathcal{L}^{2}, \text { with probability at least } 1-e^{-\Omega(m)} . \tag{162}
\end{equation*}
$$

Considering at initial parameter $\boldsymbol{W}^{(0)}$,

$$
\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)=\sum_{i=1}^{n}\left\|\boldsymbol{y}_{i}-\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2}=\sum_{i=1}^{n}\left\|\boldsymbol{y}_{i}\right\|^{2}+\left\|\boldsymbol{B} \boldsymbol{h}_{i, L}\right\|^{2}-2\left\langle\boldsymbol{y}_{i}, \boldsymbol{B} \boldsymbol{h}_{i, L}\right\rangle .
$$

Using the fact that $\mathbb{E}\left\langle\boldsymbol{y}_{i}, \boldsymbol{B} \boldsymbol{h}_{i, L}\right\rangle=0$ and Lemma B.1. we establish a lower bound for $\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)$,

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{W}^{(0)}\right) \geq \Omega(n) \tag{163}
\end{equation*}
$$

Applying the definition of the gradient norms, and 162 with the lower bound of $\mathcal{L}\left(\boldsymbol{W}^{(0)}\right)$ in 163 , we conclude that $\left\|\nabla_{W} \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)\right\|_{F}^{2} \geq \sum_{k=1}^{m}\left\|\sum_{i=1}^{n} \boldsymbol{B}_{k,}^{T}, \boldsymbol{e}_{i} D_{i, L, k k} \boldsymbol{h}_{i, L-1}\right\|_{2}^{2} \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{m}{d^{2}}\right) \mathcal{L}\left(\boldsymbol{W}^{(0)}\right)$, with probability at least $1-e^{-\Omega(m)}$.

Lemma B.19. Assume the setup of \{2 and the dataset satisfy Assumption B.13, when $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega<$ $O\left(\frac{1}{d^{3 / 2} L^{6} \ln ^{3 / 2} m}\right)$, with probability at least $1-e^{-\Omega(m)}$,

$$
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W})\right\| \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{m}{d^{2}}\right) \mathcal{L}(\boldsymbol{W})
$$

Proof. For $\boldsymbol{W}$ such that $\left\|\boldsymbol{W}^{(0)}-\boldsymbol{W}\right\|<\omega$, we use the same argument in the proof of Lemma 4.2 It is straightforward to verify that $\omega^{2 / 3} L^{4} m \ln m / d$ (this is the right hand side of 90 ) is smaller than $O\left(m / d^{2}\right)$ by plugging in $\omega<O\left(\frac{1}{d^{3 / 2} L^{6} \ln ^{3 / 2} m}\right)$. We conclude that for $\boldsymbol{W}$ such that $\left\|\boldsymbol{W}-\boldsymbol{W}^{(0)}\right\|<\omega$, with probability at least $1-e^{-\Omega(m)}$

$$
\begin{equation*}
\left\|\nabla_{\boldsymbol{W}} \mathcal{L}(\boldsymbol{W})\right\| \geq \Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{m}{d^{2}}\right) \mathcal{L}(\boldsymbol{W}) \tag{164}
\end{equation*}
$$

Compared to the conclusion in Lemma 4.2 with Lemma B.19 the lower bound is improved by a factor of $\frac{n}{\delta d}$ when the dataset satisfies Assumption B.13.

Proof of Theorem B.14. We follow the exact same proof of Theorem 3.1. with the lower bound of the gradient given in Lemma B. 19 It is straight-forward to derive the same inequality 16, and by the lower bound in 164, we obtain that with probability $1-e^{-\Omega(m)}$

$$
\mathcal{L}^{(t+1)} \leq\left(1-\Omega\left(\frac{(1-\alpha)^{2}}{1+\alpha^{2}} \frac{\eta m}{d^{2}}\right)\right) \mathcal{L}^{(t)}
$$

We conclude the theorem by verifying that during the training process, we always have $\left|\boldsymbol{W}^{(0)}-\boldsymbol{W}^{(0)}\right|<\omega<$ $O\left(\frac{1}{d^{3 / 2} L^{6} \ln 3 / 2 m}\right)$, which satisfies the condition for both Lemmas B. 19 and 4.1 Following the same argument that derives (111) and using the lower bound in (164), we achieve that

$$
\begin{equation*}
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq \frac{\sqrt{1+\alpha^{2}}}{1-\alpha} \Omega\left(\frac{d}{\sqrt{m}}\right) \sqrt{\mathcal{L}^{\boldsymbol{W}^{(0)}}} \tag{165}
\end{equation*}
$$

By further applying $\sqrt{108}$, we verify that when $m / \ln ^{4} m>\frac{1+\alpha^{2}}{(1-\alpha)^{2}} \Omega\left(d^{5} n L^{12}\right)$, we can derive that

$$
\begin{equation*}
\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\| \leq O\left(\frac{1}{d^{3 / 2} L^{6} \ln ^{3 / 2} m}\right) \tag{166}
\end{equation*}
$$

Proof of Theorem B.15. The universal bound of $\left\|\boldsymbol{W}^{(t)}-\boldsymbol{W}^{(0)}\right\|$ is improved as shown in 165 and 166. Then, we can conclude the theorem by following exactly the same as the proof of Theorem 3.4 which is shown in Appendix B. 9

## C Supplemental numerical experiments and details for the previous experiments

Section C. 1 provides the full details of implementation for both the previous and the new experiments. Section C. 2 describes new numerical experiments.

## C. 1 Details of Implementation

We provide some general implementation details and also details specific to the different datasets. Two datasets are new to this section. For completeness, we repeat some information that was provided in Section 5.1

General implementation details: Throughout the numerical experiments, we applied Algorithm 1 to initialize the parameters of the neural networks. In order to implement the rescaled leaky ReLU as given in (2), we introduce a MULTIPLIER $(c)$ layer, which simply does element-wise multiplication with a given constant $c$. By combining Leaky $\operatorname{ReLU}(\alpha)$ and MULTIPLIER $\left(1 / \sqrt{1+\alpha^{2}}\right)$, we replicate the rescaled Leaky ReLU with parameter $\alpha$.
In the experiments, we train the NN on the training set and report the error on a reserved testing set (we view it as an approximation for the generalization error). For the synthetic dataset, we generated additional 500 synthetic data points for the testing set. For the real dataset, we performed a standard training-testing split for each dataset.

Synthetic dataset: The architecture of the NNs that we used for the synthetic dataset is shown in Table 2. We generate 1,000 data points as the training dataset and 500 data points as the testing dataset (following the model and sampling procedure described in the main text). We train the NN with GD and a learning rate of $10^{-4}$.

California housing: We use an updated version of the California housing dataset, which can be downloaded from Kaggle (https://www.kaggle.com/datasets/camnugent/california-housing-prices) and is licensed by CC0.

This dataset was drawn from the 1990 U.S. Census and contains 20,640 observations with 10 different characteristics. Nine of them are numerical ones (e.g., the median income for households and the median value of the houses within a block) and are given in the original dataset Pace and Barry (1997). An additional categorical characteristic is the ocean proximity. Borisov et al. (2022) used this dataset as a benchmark for regression, where one needs to predict the value of the house given the other numerical characteristics. The last characteristic, which is the median house value for households within a block, provides labels for the dependent variable. We follow a similar setting of regression, but we also use the categorical feature of the updated dataset. We standardize the 9 numerical characteristics using the respective means and standard deviations of the training data. We generated a one-hot coding vector for the feature "ocean proximity", including 5 categories, <1H OCEAN, INLAND, NEAR OCEAN, NEAR BAY, and ISLAND. In total, the input $\boldsymbol{x}$ is a 13 -dimensional vector. The training data contains 15,480 data points and the testing data contains 5,160 data points.

We built NNs to predict the median housing value in the dataset. The architecture of the NNs is given in Table 3 We applied Algorithm 3 with a batch size of 512 and a learning rate of $10^{-5}$ to train the NNs.

Table 2: Architecture of the NNs with Leaky ReLU parameter $\alpha$ used for the synthetic dataset.

|  | Layer | Parameter |
| :---: | :--- | :---: |
|  | Linear | $(5,5000)$ |
| Repeat | Linear | $(5000,5000)$ |
| 5 | Leaky Relu | $\alpha$ |
| times | Multipler | $1 /\left(1+\alpha^{2}\right)^{1 / 2}$ |
|  | Linear | $(5000,1)$ |

MNIST: We used the MNIST dataset of $28 \times 28$ images of handwritten digits in order to classify handwritten digits. This dataset is licensed by CC BY-SA 3.0. We flattened each image to a vector of length 784 . We randomly sample 2,100 data points from the training set of MNIST as our training set, and use the rest as our testing set. We normalized the training data with 0.5 mean and 0.5 standard deviation. We applied SGD with batch size 64 and a learning rate of $10^{-3}$. The architecture of the NN is presented in Table 4 and we use leaky ReLUs with $\alpha \in\{-2,-1,0,0.01,0.05\}$. MNIST was also used to test the Transformer networks. In this case, we normalized the training set with 0.1307 mean and 0.3081 standard deviation. Furthermore, we used the Vision Transformer (ViT) (Dosovitskiy et al. 2020) architecture and applied SGD with batch size 100 and learning rate $10^{-4}$. The details of this architecture are shown in Table 5

F-MNIST: We used the F-MNIST dataset of $28 \times 28$ images of clothing or accessory items for classification. This dataset is licensed by MIT. We flattened each image to vectors of length 784 . We randomly sample 3000 data points from the training set of F-MNIST as the training set, and use the rest for testing. We normalized the training data with 0.5 mean and 0.5 standard deviation. We applied SGD with batch size 64 and a learning rate of $10^{-5}$. The architecture of the NN is presented in Table 6 and we use leaky ReLUs with $\alpha \in\{-2,-1,0,0.01,0.05\}$.

CIFAR-10: We used the CIFAR-10 dataset of $32 \times 32$ RGB images with 10 categories for classification. This dataset is licensed by MIT. We randomly sample 2560 data points from the training set of CIFAR-10 as our training set, and randomly sample 2560 data points from the testing set of CIFAR-10 as our testing set. We normalized the training data with 0.5 mean and 0.5 standard deviation. Then we applied SGD with batch size 64 and a learning rate of $10^{-6}$. The architecture of the NN is presented in Table 7.

IMDB movie reviews dataset: This is a dataset of highly popular movie review paragraphs and it is used for positive or negative sentiment classification (Maas et al. 2011). We downloaded it from the following URL: http://ai.stanford.edu/~amaas/data/sentiment/ We randomly sample 5,000 data points from the IMDB movie reviews as the training dataset and use the rest as the testing dataset. We processed the data as follows. We first recorded the words that appeared at least once in the training dataset. For each word, a unique integer was assigned to index it. Then we mapped each paragraph to a vector, whose $i$-th entry is the assigned index of the $i$-th word of the paragraph. Finally, we padded each vector with zeros, so that each vector was of the same length. We used the zero-padded vectors as the input of our neural network. After preprocessing, we applied SGD with batch size 50 and learning rate $10^{-5}$ with an LSTM network, whose architecture is presented in Table 8 .

## C. 2 Additional numerical results

We describe here two additional experiments.

Table 3: Architecture of the NNs with Leaky ReLU parameter $\alpha$ used for California housing.

|  | Layer | Parameter |
| :---: | :--- | :---: |
|  | Linear | $(13,5000)$ |
| Repeat | Linear | $(5000,5000)$ |
| 7 | Leaky Relu | $\alpha$ |
| times | Multipler | $1 /\left(1+\alpha^{2}\right)^{1 / 2}$ |
|  | Linear | $(5000,1)$ |

Table 4: Architecture of the neural networks with $\alpha$ Leaky ReLU parameter used for MNIST.

| LAYER | Parameter |
| :--- | :---: |
| Linear | $(784,2000)$ |
| LINEAR | $(2000,2000)$ |
| LEAKy ReLU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| LINEAR | $(2000,2000)$ |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| LINEAR | $(2000,10)$ |

Table 5: Architecture of the Transformer neural networks with $\alpha$ Leaky ReLU parameter used for IMDB movie reviews.
\(\left.\begin{array}{lc}\hline LAYER \& Parameter <br>
\hline Positional Embedding \& (49,64) <br>
\hline Transformer \& HEAD DIM=64, <br>
EnCoder \& OUTPUT DIM=64, <br>
\& nUMBER OF HEADS=8 <br>
NUMBER OF LAYERS=6 <br>

MLP DIM=8192\end{array}\right]\)| LINEAR | $(64,8192)$ |
| :--- | :---: |
| LEAKY RELU | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| MULTIPLIER | $(8192,10)$ |
| LINEAR |  |

Table 6: Architecture of the neural networks with $\alpha$ Leaky ReLU parameter with width of $m$ and depth of $L$ used for Fashion MNIST.

|  | Layer | Parameter |
| :--- | :--- | :---: |
|  | Linear | $(784, m)$ |
| Repeat | Linear | $(m, m)$ |
| $L$ | Leaky Relu | $\alpha$ |
| times | Multipler | $1 /\left(1+\alpha^{2}\right)^{1 / 2}$ |
|  | Linear | $(m, 10)$ |

Additional experiments using MNIST and California housing: We ran the same experiments done in Section 5.1. but with MNIST and California housing. Figure 3 demonstrates the training errors (top) and testing errors (bottom) for the two datasets. For MNIST (left) we used the cross entropy loss and for California housing (right) the MSE loss. For the training errors, we note that the convergence rate is the fastest at $\alpha=-1$ for both datasets and this observation aligns with our theoretical prediction and the previous experiments. The testing errors are rather similar for different choices of $\alpha$. For the California housing dataset, we note that $\alpha=-1$ achieves the smallest testing error at an early epoch (about $t=20$ ), but the advantage is marginal compared to other $\alpha$ 's. For MNIST, we note that $\alpha=-1$ gets to the

Table 7: Architecture of the neural networks with $\alpha$ Leaky ReLU parameter used for CIFAR-10.

| LAYER | PARAMETER |
| :--- | :---: |
| CNN | CONV3-512 |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| CNN | CONV3-512 |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| MAX POOLING | $2 \times 2$ |
| CNN | CONV3-512 |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| CNN | CONV3-512 |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| MAX POOLING | $2 \times 2$ |
| FLATTEN |  |
| LINEAR | $(32,768,512)$ |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| LINEAR | $(512,10)$ |

Table 8: Architecture of the neural networks with $\alpha$ Leaky ReLU parameter used for IMDB movie reviews dataset

| LAYER | Parameter |
| :--- | :---: |
| Embedding | $(1000,64)$ |
| LSTM | INPUT DIM $=64$, <br> HIDDEN DIM $=256$, <br> NUMBER OF LAYERS $=2$ |
| DROPOUT | 0.3 |
| LINEAR | $(256,4096)$ |
| LEAKY RELU | $\alpha$ |
| MULTIPLIER | $\frac{1}{\sqrt{1+\alpha^{2}}}$ |
| LINEAR | $(4096,1)$ |

same level of testing error as the other $\alpha$ s from a much larger initial testing error. We note that $\alpha=-1$ is not optimal for the testing error. This might happen because the number of samples and the depth are not sufficiently large enough.

Experiments with Long Short-Term Memory (LSTM) and Transformer networks: We ran the same experiment done in Section 5 on MNIST and IMDB with Transformer and LSTM networks, respectively. These architectures are described in Section C.1. Figure 4 demonstrates the training errors (top) and testing errors (bottom). For MNIST (right) we used the negative log likelihood loss and for IMDB (left) we used the binary cross entropy loss. For both algorithms, the training errors converge fastest with $\alpha=-1$. This observation agrees with our theoretical findings and previous experiments. The testing error for IMDB decreases during the first 100 epochs and then increases for the rest of the training. This is because of severe overfitting that is due to the following property of IMDB: the training dataset is small (we used randomly sampled 5,000 data points to be able to deal with sufficiently large widths for overparameterization) compared to the input data dimension (we have 1,000 unique words). The testing error on MNIST, on the other hand, is also the lowest for $\alpha=-1$, but there's no overfitting phenomenon since MNIST is a simple dataset.

Dependence on $\boldsymbol{m}$ and $\boldsymbol{L}$ : We demonstrate the dependence of the training error on $m$ and the testing error on $L$. We thus ran additional experiments on F-MNIST with different choices of $L$ and $m$ and $\alpha \in\{-2,-1,0,0.01,0.05\}$. First, we fixed $L=2$ and tested $m \in\{1,000,2,000,5,000,10,000\}$. Next, we fixed $m=5,000$ and tested $L \in\{2,3,4\}$. The architectures of thes NNs were given in Table 6 but with the latter choices of $m$ and $L$.

Figure 5 shows the dependence of training errors on $m$ and the dependence of testing errors on $L$. We note that the


Figure 3: Log-scale training and testing errors using different datasets and different $\alpha$ 's. Left: cross entropy errors for MNIST; Right: MSE for California housing. Top row: training errors. Bottom row: testing errors.
training error is monotonically decreasing w.r.t. the width $m$. We also note that the minimal training error is always achieved at $\alpha=-1$ for different choices of $m$. This matches our theoretical predictions. We note that the testing error is decreasing for $L \leq 4$. This aligns with equation (134) when $t$ is small. Moreover, when $L=4$, we observe that the minimal testing error is achieved at $\alpha=-1$.

Results using the loss function given in (137): We perform numerical experiments using the exponential loss function in the two datasets for the regression task, the synthetic dataset and the California housing dataset. Figure 6 reports the results. We observe that $\alpha=-1$ achieves both the optimal training error and the optimal generalization error in the synthetic dataset. Furthermore, $\alpha=-1$ achieves optimal training error and second optimal generalization error for the California housing dataset, though the difference in the testing error is small.


Figure 4: Log-scale training and testing errors using different datasets and different $\alpha$ 's. Left: binary entropy errors for IMDB; Right: negative log likelihood errors for Transformer on MNIST. Top row: training errors. Bottom row: testing errors.


Figure 5: Log-scale errors on F-MNIST with different $\alpha$ 's. Left: training errors at the last epoch with $L=2$ and different widths $(\mathrm{ms})$; Right: testing errors at the epoch $t=300$ with $m=5000$ and different depths $(L \mathrm{~s})$.


Figure 6: Log-scaled mean square errors for the synthetic dataset with different $\alpha$ 's using the loss function of 137 . Left: MSE for the synthetic dataset. Right: MSE for California housing dataset. Top row: training errors. Bottom row: testing errors.

