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Abstract

We introduce On-Demand Federated Learning (On-Demand FL), which enables on-demand federated learning of a deep model for an arbitrary target data distribution of interest by making the best use of the heterogeneity (non-IID-ness) of local client data, unlike existing approaches trying to circumvent the non-IID nature of federated learning. On-Demand FL composes a dataset of the target distribution, which we call the composite dataset, from a selected subset of local clients whose aggregate distribution is expected to emulate the target distribution as a whole. As the composite dataset consists of a precise yet diverse subset of clients reflecting the target distribution, the on-demand model trained with exactly enough selected clients becomes able to improve the model performance on the target distribution compared when trained with off-target and/or unknown distributions while reducing the number of participating clients and federating rounds. We model the target data distribution in terms of class and estimate the class distribution of each local client from the weight gradient of its local model. Our experiment results show that On-Demand FL achieves up to 5% higher classification accuracy on various target distributions just involving 9\times fewer clients with FashionMNIST, CIFAR-10, and CIFAR-100.

1 INTRODUCTION

Federated learning (FL) \cite{konecny2016federated} enables data in a large quantity to be learnable in a distributed manner with a set of local clients without explicit data movement. However, existing methods, such as FedAvg \cite{mcmahan2017communication}, are known to suffer from unstable learning and poor performance \cite{sattler2019,li2019}, especially with heterogeneous (non-IID) local data distributions. Moreover, a single global FL model can hardly generalize to various data distributions, e.g., local client-specific datasets \cite{zhao2018}. Many approaches, e.g., clustered federated learning (CFL) \cite{sattler2020a}, federated multi-task learning (FMTL) \cite{smith2017}, personalized federated learning (PFL) \cite{hanzely2020}, etc., have been proposed to achieve effective federated learning on heterogeneous (non-IID) data distributions. Although they can improve the performance of federated learning by mitigating the data heterogeneity to some degree, their scope is still limited to a pre-defined and fixed data distribution, e.g., IID, client-specific, or clustered distributions, which does not flexibly apply to arbitrary and multifarious data distributions.

Unlike existing works that regard data heterogeneity (non-IID) as an obstacle to overcome \cite{zhu2021}, we argue that the non-IID-ness is natural and intrinsic in federated learning and can be even beneficial when carefully exploited. By actively leveraging the heterogeneity (non-IID) of local client data instead of trying to surmount it, it becomes possible to provide high-performing models on diverse and ever-evolving non-stationary data distributions. In particular, we consider a number of disparate local client data as the collective pool of a diverse and rich dataset from which we can flexibly derive an arbitrary target distribution of interest by composing an adequate subset of clients.
In this paper, we propose **On-Demand Federated Learning (On-Demand FL)**—a new FL paradigm capable of optimizing a deep classification model to an arbitrary target distribution on demand, including physically non-existing distributions, requested from a user, especially given heterogeneous (non-IID) distributions. The specified target distribution is composed of a subset of clients’ local datasets, called the composite dataset, selected to collectively constitute the target distribution. Given the diverse data distributions among local clients in federated learning, the desired target distribution can be effectively formed by combining local clients appropriately. With the composite dataset, On-Demand FL produces an on-demand model customized to the target distribution, while a much smaller number of local clients participates in federated learning. Thus, the idea of On-Demand FL can be seen as a generalization of existing works that produce a single global distribution, several clustered, or many personalized models.

We argue that On-Demand FL possesses inherent properties that render it a natural and advantageous choice in many real business and industry scenarios.

**Sharing Economy** In the sharing economy, resources are shared instead of owned, leading to frequently changing users. Traditional intelligent systems struggle to train personalized models for individual users. However, On-Demand FL allows users to efficiently use a system tailored to each individual’s data class distribution by simply providing their usage patterns’ data class distribution.

**Industrial Internet of Things (IIoT)** On-Demand FL is also suitable for IIoT, where a multitude of sensors monitors the industrial environment and control processes. Since On-Demand FL does not have to communicate with all clients in the industrial field, it can select only a necessary subset of clients required to construct the target distribution with fewer clients than the entire client pool, enabling efficient model training for the desired target class distribution.

Figure 1 depicts the four steps of On-Demand FL, which are described as follows.

(Fig.1) On-Demand FL first takes the desired target distribution of interest from a user or application. When dealing with data distribution, On-Demand FL utilizes the class distribution of data, defined as the relative ratio of each class, which is practical, efficient, and well-fit to describe and compose the desired target distribution. From a user’s perspective, specifying the desired target distribution in terms of class is intuitive and user-friendly, not entailing complex technicalities.

(Fig.1.2) Before composing the target class distribution from a subset of clients, the local class distribution of each client is estimated. To this end, we propose the class distribution predictor, a deep neural network (DNN) that predicts the local data distribution of a client from the weight gradient of the local model, similar to conventional federated learning (e.g., FedAvg [McMahan et al., 2017]) that uses only the weight parameters for model training [Konečný et al., 2016]. The class distribution predictor is trained via regular federated learning, without requiring to modify any conventional federated learning protocols in contrast to previous approaches [Sattler et al., 2020a; Smith et al., 2017]. The run-time estimation of local class distributions enables training an on-demand model for the target class distribution, even if client distributions change due to continuous data acquisition.

(Fig.1.3) Once the local class distribution of each client is estimated, the composite dataset is organized from a selected subset of clients such that their aggregate class distribution becomes close to the target class distribution. The selected clients not only match the target class distribution but also improve the performance of the on-demand model. They maintain the precise target data distribution while collectively increasing the diversity of the composite dataset, thus enhancing the potential learning capability of the on-demand model.

(Fig.1.4) Finally, on-demand federated learning starts to train the on-demand model for the target class distribution only using the selected clients. Starting from the model trained with all clients, the on-demand model is fine-tuned to fit the composite dataset of the target distribution, achieving improved learning performance.
with fewer local clients being involved.

We evaluate On-Demand FL on FashionMNIST [Xiao et al., 2017], CIFAR-10, and CIFAR-100 [Krizhevsky et al., 2009]. achieving improved model performance on various target distributions, while a much less number of clients participate in federated learning, e.g., 5% higher classification accuracy on CIFAR-10 with 9× fewer clients. It shows that On-Demand FL improves the flexibility, training efficiency, and even model performance of federated learning for arbitrary class distributions, extending the capability of federated learning in non-IID setups beyond the pre-defined and fixed data configurations.

We implement the proposed On-Demand FL with PyTorch [Paszke et al., 2017], which is available at a public git repository.

2 RELATED WORK

Client Selection Similar to On-Demand FL, some approaches select a subset of participating clients in homogeneous data distributions, trying to improve model generalization capability. FA-VOR [Wang et al., 2020] counterbalances the bias introduced by non-IID data and speeds up convergence using deep Q-learning [Mnih et al., 2015]. Another method [Yang et al., 2021] selects a subset of clients based on the combinatorial multi-armed bandit algorithms [Chen et al., 2013] to minimize class imbalance. Although the latter estimates the local class distributions based on the local gradient updates in a similar way to On-Demand FL, they need to be compared against the gradients inferred from an auxiliary dataset transferred to the server, violating the privacy-preserving property of federated learning. On the contrary, On-Demand FL transmits only the weight gradient, not any local data or distributions, to the server, so that it keeps data privacy and efficiency in the same way as the original federated learning [Konečný et al., 2016].

Clustered Federated Learning To improve the generalization performance of the model, clustered federated learning (CFL) has been introduced in which clients are grouped into several clusters with jointly trainable data distributions [Sattler et al., 2020a, Briggs et al., 2020, Sattler et al., 2020b]. Although it improves the accuracy of clustered models by examining the geometric properties of the loss surface, it comes with high computation and communication costs of the recursive bi-partitioning process with similarity measurements between the gradient updates of clients, making it difficult to scale out when the number of clients increases [Ghosh et al., 2020]. In contrast, On-Demand FL conducts large-scale federated learning without repetitive clustering, selecting clients only once.

Personalized Federated Learning Although per-cluster models perform better than a single global model, it is not guaranteed to find optimal clusters and generalize well for all clients in the same cluster. Alternatively, personalized federated learning (PFL) optimizes an independent local model for each individual client, tailored to a particular distribution of local data [Tan et al., 2022, Arivazhagan et al., 2019]. Other methods [Hanzely and Richtárik, 2020] learn personalized models using a mixture of global and local models to balance generalization with personalization. Similarly, APFL [Deng et al., 2020] and others [Mansour et al., 2020] try to find the optimal combination of global and local models in a communication-efficient manner using a weighting factor on a specific local model. FedFomo [Zhang et al., 2020] generates a personalized model for specific data distribution but relies on client’s validation datasets, and exchanges local models between clients. On-Demand FL can also be considered as a variant of personalized federated learning as it optimizes an individual model to best fit a particular data distribution. However, On-Demand FL is capable of deriving custom models optimized for any desired target distributions by composing them from diverse local datasets.

Federated Multi-Task Learning By treating each client as a single task in multi-task learning (MTL) [Zhang and Yang, 2018, Caruana, 1997], federated multi-task learning (FMTL) learns a better local model on heterogeneous local data from the relationships across clients. MOCHA [Smith et al., 2017] uses a primal-dual formulation to optimize a personalized model for each client by extending distributed MTL into federated learning. However, it is not suitable for many real-world applications as all clients are required to participate in every round of model training. Also, it does not apply to deep neural networks as it is devised only for convex models. Although VIRTUAL [Corinzia et al., 2019] can handle non-convex models by using a variational inference, it is computationally expensive for large-scale cases. FedAMP [Huang et al., 2021] is an attention-based mechanism that encourages collaboration among clients with similar distributions in which a personalized model becomes the linear combination of local client models. However, its storage and communication overhead increase linearly as the client’s personalized model is maintained on the server. Unlike such methods, On-Demand FL does not modify existing federated learning mechanisms and communication protocols, making it easy to implement in practice.
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3 CLIENT DISTRIBUTION PREDICTION

We first describe the concept of class distribution used in On-Demand FL and the class distribution predictor that estimates the class distribution of a client from the weight gradient of its local model.

3.1 Class Distribution

Class Distribution For the client device \( c \) having a total of \( n \) classes, its class distribution vector \( \vec{d}_c \) is composed of \( n \) distribution factors, \( d^i_c \) for \( 1 \leq i \leq n \), where \( d^i_c \) represents the relative ratio of data samples belonging to the \( i \)-th class in the local dataset available on the client \( c \) as:

\[
\vec{d}_c = [d^1_c \ d^2_c \ \cdots \ d^n_c] \quad \text{where} \quad d^i_c = \frac{|D^i_c|}{\sum_{k=1}^n |D^k_c|} \tag{1}
\]

Here, \( D_c \) is the local dataset on the client \( c \), \( D^i_c \) is the set of data samples of the \( i \)-th class, and \( |D^i_c| \) is the number of samples in \( D^i_c \). The sum of class distribution vector \( \vec{d}_c \) is to be one, i.e., \( \sum_{i=1}^n d^i_c = 1 \).

Privacy-Preserving Prediction Following the spirit of federated learning [McMahan et al., 2017], which trains a model on local clients and only transmits the local weight parameters without data movement for privacy preservation and communication efficiency, On-Demand FL estimates the class distribution vector \( \vec{d}_c \) of the client \( c \) without directly exposing data or class distribution outside of the client. In particular, the class distribution is estimated from only the weight gradient of the local model without exchanging any other data between the client and server, minimizing the risk of potential data leakages.

From Gradient to Class Distribution As briefly mentioned above, On-Demand FL takes the weight gradient of a local client model as the input for class distribution prediction due to its effectiveness and efficiency in finding class distribution patterns. We assume that the primary task of On-Demand FL is a classification deep neural network (DNN) having a softmax output at the last layer with the cross-entropy loss \( L_t \), which is given by:

\[
L_t(x^j) = -\sum_{i=1}^k y^i_j \log y^i_j \quad \text{where} \quad y^j = \text{Softmax}(h^{l,j}) \tag{2}
\]

and \( h^{l,j} = h^{l-1,j}w^j + b^j \)

Given Equation 2, the gradient of \( L_t(x^j) \) w.r.t. the weight parameter \( w^j \) is obtained by the chain rule.

\[
\frac{\partial L_t(x^j)}{\partial w^j} = \frac{\partial L_t(x^j)}{\partial y^j} \frac{\partial y^j}{\partial h^{l,j}} \frac{\partial h^{l,j}}{\partial w^j} \tag{3}
\]

where \( y^j = 1/\hat{y}^j \) if \( \hat{y}^j = 1 \), and \( y^j = 0 \) otherwise. Since the ground-truth label \( \hat{y}^j \) is a one-hot vector, only one of them is non-zero, i.e., \( \hat{y}^j = 1/\hat{y}^j \) for \( i \) and \( \hat{y}^j = 0 \) for all \( k \neq i \) when \( \hat{y}^j = 1 \). For example, when \( \hat{y}^j = 1 \) and \( \hat{y}^j = 0 \) for all \( i \neq 1 \), i.e., \( \hat{y} = [1 \ 0 \ \cdots \ 0] \), the first component of Equation 3 becomes

\[
\frac{\partial L_t(x^j)}{\partial w^j} = [y^j_1 y^j_2 \cdots y^j_k - y^j_1 y^j_n] \frac{\partial h^{l,j}}{\partial w^j} \tag{4}
\]

where \( -1 \leq y^j_1 - 1 \leq 0 \), and \( 0 \leq y^j_i \leq 1 \) for all \( i \neq 1 \) since \( y^j \) is softmax, i.e., \( 0 \leq y^j_i \leq 1 \) for all \( i \).

Given \( \frac{\partial h^{l,j}}{\partial w^j} = h^{l-1,j} \) is at least zero as \( h^{l,j} \) and \( h^{l-1,j} \) are the outputs of the last layer and penultimate layer, respectively, the first column of the matrix \( \frac{\partial L_t(x^j)}{\partial w^j} \) in Equation 4 becomes negative, while the other columns remain non-negative. Hence, the summation of the gradient (Equation 3) over \( k \) data samples (mini-batch) of the client \( c \) can be represented by the class distribution factor \( \vec{d}_c \) in Equation 1 as:

\[
\sum_{j=1}^k \frac{\partial L_t(x^j)}{\partial w^j} = \sum_{j=1}^k [y^j_1 - y^j_2 \cdots y^j_k - y^j_n] \frac{\partial h^{l,j}}{\partial w^j} \propto \sum_{i=1}^n d^i_c [s_1 \ s_n] \sum_{j \in \text{class } i} \frac{\partial h^{l,j}}{\partial w^j} \tag{5}
\]

where \( s_b \) is the sign indicator on the \( b \)-th column, i.e., \( -1 \leq s_b \leq 0 \) if \( b = i \) and \( 0 \leq s_b \leq 1 \) otherwise for all \( 1 \leq b \leq n \). By assuming that \( \lim_{k \to \infty} \sum_{j \in \text{class } i} \frac{\partial h^{l,j}}{\partial w^j} \) converges to a constant, we hypothesize that the gradient summation
When the local client update is complete, the server aggregates the weight parameters of each local client to generate the global class distribution predictor via federated learning. As the training procedure of the class distribution predictor follows the regular federated learning protocol, any existing weight-based techniques can be used for weight aggregation, such as FedAvg [McMahan et al., 2017], Scaffold [Karimireddy et al., 2019], FedMD [Li and Wang, 2019], and FedDF [Lin et al., 2020].

### 3.2 Class Distribution Predictor

**Class Distribution Prediction** Based on the class distribution analysis given above, we propose a class distribution predictor DNN (deep neural network) that provides the estimated class distribution of local client data from the weight gradient of the local client model.

Given the weight parameter set at the last layer of the local task model, $w^l_c$, on the client $c$, the class distribution predictor $C_p$ estimates the class distribution vector, $\tilde{d}_c$, defined in Equation 1 as follows:

$$
\sum_{x^l \in D_c} C_p \left( g^{w^l_c}(x^l) \right) = \tilde{d}_c
$$

Here, $g^{w^l_c}(x^l)$ is the gradient of the weight parameter set $w^l_c$ given $x^l_c$ on the client $c$ in Equation 3 and $D_c$ is the entire dataset of the client $c$. We consider that $\sum_{j=1}^{k} g^{w^l_c}(x^j)$ (Equation 5) with a reasonable size of $k$ or a mini-batch of $g^{w^l_c}(x^j)$ can approximate the gradient over the entire dataset $\sum_{x^l \in D_c} g^{w^l_c}(x^l)$, and thus feed $\sum_{j=1}^{k} g^{w^l_c}(x^j)$ to the class distribution predictor $C_p$. The class distribution predictor DNN consists of $n$ fully-connected layers, as the amount of the weight gradient at the last layer of local models is relatively small, enabling efficient training of the class distribution predictor locally on clients with affordable overhead.

**Training of Class Distribution Predictor** The class distribution predictor is trained through regular federated learning, e.g., FedAvg [McMahan et al., 2017], in parallel with the task model. For each round of federating iteration, the task model is trained with a batch of $k$ local data samples in client update, executing the local update of its weight parameters, including the last layer $w^l$. After several local training (federating) iterations of the task model, a pair of training examples for the class distribution predictor is produced as $\{g^{w^l_c}, \tilde{d}_c\}$ where $\tilde{d}_c$ is the class distribution vector of $k$ data samples of client $c$.

Once several pairs of training examples, $\{g^{w^l_c}, \tilde{d}_c\}$, are collected as a mini-batch, the class distribution predictor is trained with them by executing the local update of its own weight parameters. Specifically, it is trained to minimize the mean squared error (MSE). When the local client update is complete,

\[\sum_{j=1}^{k} \partial L_i(x^j)/\partial w^l_c \] reflects the class distribution pattern of the $i$-th class, $d^l_i$, as $\sum_{j=1}^{k} \partial L_i(x^j)/\partial w^l_c \propto \sum_{n} d^l_i [s_1, s_2, \ldots, s_n]$. As a result, we can make reliable inferences on the $i$-th class distribution of the client $c$ from the weight gradient sum $\sum_{j=1}^{k} \partial L_i(x^j)/\partial w^l_c$ obtained from the local client model.

### 4 ON-DEMAND FEDERATED LEARNING

Once the class distribution of each client is estimated through the class distribution prediction DNN, a subset of clients is selected to organize the composite dataset whose aggregate distribution emulates the target class distribution. Then, the on-demand model is optimized (trained) for the target class distribution by performing on-demand federated learning with the selected clients.

#### 4.1 Target Distribution Composing

Given the target class distribution vector for $n$ classes as $\hat{d}_t = [d^l_1, d^l_2, \ldots, d^l_n]$ and the estimated class distribution vector for the $k$-th client as $\bar{d}_c = [d^l_1, d^l_2, \ldots, d^l_m]$, a subset of clients is chosen from a total of $m$ clients to perform On-Demand FL by solving the linear equation.

$$
\begin{bmatrix}
  d^l_1 \\
  \vdots \\
  d^l_m
\end{bmatrix} = 
\begin{bmatrix}
  d^l_{c_1} & d^l_{c_2} & \cdots & d^l_{c_m} \\
  \vdots & \vdots & \ddots & \vdots \\
  d^l_{c_1} & d^l_{c_2} & \cdots & d^l_{c_m}
\end{bmatrix} \begin{bmatrix}
  r_{c_1} \\
  \vdots \\
  r_{c_m}
\end{bmatrix}
$$

The ratio vector $\bar{r} = [r_{c_1}, r_{c_2}, \ldots, r_{c_m}]$ ($\bar{r} \geq 0$) on the right-hand side denotes the relative ratio of each client we want to find whose summation is one, i.e., $\sum_{k=1}^{K} r_{c_k} = 1$. In order to determine $\bar{r}$, we solve Equation 7 by using Non-Negative Least Squares (NNLS) [Lawson and Hanson, 1995] that finds the best $\hat{x}$ when it is supposed to have no solution $x$ in the $Ax = b$ ($x \geq 0$) problem. Applying NNLS to Equation 7 gives:

$$
\arg \min_{\bar{r}} \| \bar{D} \cdot \bar{r} - \hat{d}_t \|_2 \quad \text{s.t.} \quad \bar{r} \geq 0
$$

where $\bar{D}$ denotes the estimated distribution matrix having $\bar{d}_c$ as column vectors for clients, i.e., the first component on the right-hand side of Equation 7.

Once having the ratio vector $\bar{r}$, the clients with non-zero ratio value, $r_{c_i} > 0$, are selected as the subset $S_s$ of the entire client set $S_m$ as follows.

$$
S_s = \{c_i | c_i \in S_m \land r_{c_i} > 0\}
$$

Then, in every round of on-demand federated learning, a fraction of the selected clients, denoted as $S_r \subseteq S_s$,
is randomly sampled for the model update by using \( r \) as the client distribution of \( S_r \) as:

\[
S_r = \{ c_i | c_i \in S_c \} \text{ s.t. } S_r \sim r \text{ and } |S_r| = |S_c| \times f \tag{10}
\]

where \( f \) is the federated learning fraction. Here, \( r \) is used as the per-client ratio, working as a client selection factor that maintains the target class distribution.

### 4.2 On-Demand FL Algorithm

Algorithm 1 describes the entire procedure of On-Demand FL, where Krizhevsky et al., 2009. Their classes are allocated to NIST, CIFAR-10, and CIFAR-100 [Xiao et al., 2017, experiments on three datasets, i.e., FashionMNIST, CIFAR-10, and CIFAR-100 [Xiao et al., 2017, Krizhevsky et al., 2009]. Their classes are allocated to each local client based on the Dirichlet distribution [Yurochkin et al., 2019]. We set the distribution of the \( i \)-th class on \( m \) clients (i.e., from \( c_1 \) to \( c_m \)) as \( \tilde{p} = [p_{c_1}, p_{c_2}, \ldots, p_{c_m}] \sim \text{Dirichlet}(\alpha) \) with parameter \( \alpha \in \{0.1, 0.5, 1.0\} \) such that \( \sum_{k=1}^{m} p_{c_k} = 1 \). The parameter \( \alpha \) determines the degree of IID-ness of data; a smaller \( \alpha \) generates a more non-IID distribution and vice versa. Figure 2 shows examples of client distribution on CIFAR-100.

**Target Distribution (TD)** Two types of target distributions (TD) are constructed for the experiment. First, we construct TD classified into three groups according to the ratio of classes of interest (TD 1, 2, and 3), such that each TD only contains data samples belonging to the class \( \{ c_1, \ldots, c_k \} \), where \( k \in \{3 \times N, 4 \times N, 5 \times N\} \) and \( N \) is the number of classes divided by 10. Second, we construct a set of TD mapped with the local class distribution of clients (Local). Figure 3 depicts a visual representation of the four TDs.

**Algorithm 1 On-Demand Federated Learning**

**Input:** Client set \( S_m \), local dataset \( D_c \) on each client \( c \in S_m \), and target class distribution vector \( \tilde{d} \).

**Output:** On-demand model \( w_t \) optimized for \( \tilde{d} \).

**On-Demand FL begin**

\[
\text{FedLearning}(S_m, w_t, w_p) \quad \text{[train of } C_j]\]

\[
S_r \leftarrow \text{select clients for } \tilde{d}_t \text{ from } S_m \quad \text{[Eq 8 and 9]}\]

\[
\text{FedLearning}(S, w_t, 0) \quad \text{[train of } w_t]\]

**end**

**FedLearning(S, w_t, w_p) begin**

\[
\text{for each round } r = 1, 2, 3, \ldots, \text{ do}
\]

\[
S_r \leftarrow \text{random subset of } S \quad \text{[using Eq 10 if } w_p=\emptyset]\]

\[
\text{for each client } c \in S_r \text{ do}
\]

\[
\text{if } w_p=\emptyset \text{ then } (w_t^c, \emptyset) \leftarrow \text{ClientUpdate}(w_t^c, \emptyset)
\]

\[
\text{else } (w_t^c, w_p^c) \leftarrow \text{ClientUpdate}(w_t^c, w_p^c)
\]

\[
\text{end}
\]

\[
\text{if } w_p=\emptyset \text{ then } w_t \leftarrow \sum_c n_c\frac{\delta c}{n} w_t^c \text{ and } w_p \leftarrow \sum_c n_c\frac{\delta c}{n} w_p^c
\]

\[
\text{else } w_t \leftarrow \sum_c r^c \frac{n_c}{n} w_t^c \quad r_c \text{ calculated in Eq 7 and 8}
\]

**end**

**ClientUpdate(w_t^c, w_p^c) begin**

\[
G \leftarrow \emptyset
\]

\[
\text{for each local epoch } i_t \in \{1, \ldots, E_t\} \text{ do}
\]

\[
\text{for } x_l \in \text{random batch of } D_c \text{ (dataset of client } c) \text{ do}
\]

\[
w_t^c \leftarrow w_t^c - \eta \frac{\partial L_t(x_l)}{\partial w_t^c}
\]

\[
\text{if } w_p^c=\emptyset \text{ then } G \leftarrow G \cup \frac{\partial L_t(x_l)}{\partial w_t^c};
\]

**end**

\[
\text{for each local epoch } i_p \in \{1, \ldots, E_p\} \text{ do}
\]

\[
\text{if } w_p^c=\emptyset \text{ then for each gradient } g^{w_{l^c}} \in G \text{ do}
\]

\[
w_p^c \leftarrow w_p^c - \eta_p \frac{\partial L_p(x_l^{w_{l^c}})}{\partial w_p^c} \quad \text{[Eq 9 update]}
\]

**end**

**end**

**return (w_t^c, w_p^c) to server**

end

### 5 EXPERIMENTS

**Implementation** We implement On-Demand FL with PyTorch [Paszke et al., 2019] and open-source it with an anonymous public git repository [\(\text{\url{https://github.com/ON-Demand-Fed}}\)]

**Experimental Setting** Table 1 summarizes three experimental settings we use to evaluate the proposed On-Demand FL. The details of the experimental settings are given as follows.

Table 1: Three experimental settings with different datasets, class numbers, and task models.

<table>
<thead>
<tr>
<th>Experiment Setting</th>
<th>Dataset</th>
<th>Class Num</th>
<th>Task Model</th>
<th>Class Distribution Predictor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FashionMNIST</td>
<td>10</td>
<td>LEAF (2 conv + 2 fc)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CIFAR-10</td>
<td>10</td>
<td>LEAF (2 conv + 2 fc)</td>
<td>3 layer fc</td>
</tr>
<tr>
<td>3</td>
<td>CIFAR-100</td>
<td>100</td>
<td>MobileNetV2</td>
<td></td>
</tr>
</tbody>
</table>

**Dataset and Client Distribution** We conduct experiments on three datasets, i.e., FashionMNIST, CIFAR-10, and CIFAR-100 [Xiao et al., 2017, Krizhevsky et al., 2009]. Their classes are allocated...
Task Models For FashionMNIST and CIFAR-10, we use a variant of the CNN model, which consists of two convolution and two fully-connected layers, proposed by LEAF [Caldas et al., 2018], a popularly used benchmark framework for federated learning. For CIFAR-100, we use MobileNetV2 [Sandler et al., 2018].

Class Distribution Predictor We build the class distribution predictor DNN as a fully-connected network with variations in the architecture depending on the dataset, task model, and other factors.

5.1 Performance of On-Demand Model

As the first evaluation, the end-to-end performances of On-Demand FL and On-Demand FL (GT) are assessed by comparing the classification accuracy of on-demand models on the four target distributions against those obtained by four baseline methods, i.e., FedAvg [McMahan et al., 2017], clustered federated learning (CFL) [Sattler et al., 2020b], federated multi-task learning (FMTL), MOCHA [Smith et al., 2017] in particular, and personalized federated learning (FedFOMO) [Zhang et al., 2020]. On-Demand FL (GT) selects client subsets based on their ground truth class distribution. We generate a total of $m=100$ clients from the Dirichlet distribution with $\alpha \in \{0.1, 0.5, 1.0\}$ and the federated learning fraction $f=0.1$ and test them with the four target distributions, i.e., TD 1, 2, 3, and Local client distributions. We allow On-Demand FL to select at least $m \times f = 10$ clients as a subset by repeatedly applying NNLS (Non-Negative Least Squares) [Lawson and Hanson, 1995] to ensure a minimum number of clients and data required by federated learning when composing the target distributions (TDs).

Table 2 summarizes the result. Overall, On-Demand FL outperforms or performs at least competitively to all the baselines for TD 1, 2, 3, and Local TDs regardless of the non-IID-ness represented by the parameter $\alpha$, as it fine-tunes the on-demand model with a diverse subset of clients that collectively reflects the target distribution. The slight performance difference between On-Demand FL and On-Demand FL (GT) indicates a well-optimized distribution predictor is capable of accurately predicting the class distribution needed to construct a subset. On-Demand FL achieves higher accuracy on FashionMNIST (+0.6%), CIFAR-10 (+5.1%), and CIFAR-100 (+0.9%) on average, compared to the best-performing baseline, respectively, with a subset of clients that are $9.1 \times$, $8.9 \times$, and $5.2 \times$ fewer than the entire client pool. As intended, On-Demand FL leverages heterogeneity and outperforms other FL methods in a non-IID environment ($\alpha=0.1$). Furthermore, On-Demand FL shows competitive or superior performance in a more-IID environment ($\alpha=1.0$). The results demonstrate that On-Demand FL enables robust and stable federated learning across various TDs with fewer clients, which is not achievable by the baseline methods.

Figure 3: The four target distributions (TD). Each cell represents a class, with color indicating sample count; the darker, the more data samples.

Figure 4: The test classification accuracy of task models over FL rounds optimized by On-Demand FL and the baseline methods. The gray dotted line indicates the starting round of On-Demand FL.

Figure 2: The client distributions generated from the Dirichlet distribution with different $\alpha$ for the CIFAR-100 dataset on 100 clients.
Table 2: The test classification accuracy of task models obtained by FedAvg, CFL, FMTL, FedFOMO, On-Demand FL, and On-Demand FL (GT) on all three experimental settings. On-Demand FL starts from 100, 150, and 1200 rounds from FashionMNIST, CIFAR-10, and CIFAR-100, respectively. On-Demand FL outperforms in heterogeneous (non-IID) data distributions (i.e., $\alpha = 0.1$ and 0.5) while providing comparable performance in more homogeneous (IID) data distributions (i.e., $\alpha = 1.0$) using up to 9.1× fewer clients.

5.2 Class Distribution Prediction

In the second experiment, we evaluate the class distribution predictor. After generating a set of 10 clients with different class distributions from the Dirichlet distribution with $\alpha \in \{0, 1, 0.5, 1.0\}$, we measure the difference between the ground-truth class distribution of clients and the predicted class distribution estimated by the class distribution predictor. Table 3 shows the differences between them measured by the mean absolute error (MAE) multiplied by the number of classes. The proposed class distribution predictor consistently achieves lower MAEs (an average of 0.45) in all experiments, indicating it provides accurate estimations.

5.3 Target Distribution Composing

In the last experiment, we evaluate the difference between the target class distributions and the final class distribution composed by the selected clients.

Figure 5 visualizes the comparison between MAE of the estimated class distribution before and after training of the class distribution predictor. After training, the color representing overall MAE becomes brighter, indicating improved accuracy in estimating class distributions. Although it does not perfectly predict the class distribution of individual client/class, it well reflects the tendency of distribution. We empirically found that it is fairly sufficient to compose a variety of target class distributions with small errors as a whole, as shown in both the previous and next subsections.
Table 5: The MAE between the target and the composed distributions organized by the selected clients multiplied by the number of classes. The number in parentheses indicates the number of selected clients among a total of 100 clients.

<table>
<thead>
<tr>
<th>Experimental Setting</th>
<th>α = 0.1</th>
<th>α = 0.5</th>
<th>α = 1.0</th>
<th>TD1</th>
<th>TD2</th>
<th>TD3</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEAF (FashionMNIST)</td>
<td>0.1</td>
<td>0.63 (12)</td>
<td>0.68 (12)</td>
<td>0.96 (11)</td>
<td>0.82 (11.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEAF (CIFAR-10)</td>
<td>0.5</td>
<td>1.04 (10)</td>
<td>0.65 (11)</td>
<td>0.38 (11)</td>
<td>0.62 (11.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MobileNetV2 (CIFAR-100)</td>
<td>0.1</td>
<td>1.03 (21)</td>
<td>0.93 (29)</td>
<td>0.74 (28)</td>
<td>0.95 (18.14)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4 Overhead of On-Demand FL

On-Demand FL requires additional on-demand model training when requested a new target distribution. To measure the overhead of On-Demand FL, we count the number of federated learning rounds as the proxy of the computational complexity required to train the on-demand model under a target distribution. Table 4 presents the number of rounds for On-Demand FL and our backbone algorithm (FedAvg) to reach three accuracy points (AP), i.e., 95%, 98%, and the peak point from the point of On-Demand FL initialization. The results demonstrate that On-Demand FL outperforms FedAvg in terms of efficiency, achieving a reduction of 4.0×, 2.4×, and 1.5× in the number of rounds needed to reach each AP compared to FedAvg.

6 LIMITATIONS

There are some limitations that can be addressed in future work. First, On-Demand FL necessitates a class distribution predictor. We view this as a reasonable trade-off, offering advantages such as smaller client subsets, swift convergence, and the ability to generate task models for different target distributions. While receiving class distribution directly from clients is more efficient, we believe predicting it from the model parameters is a natural and secure method against potential sniffing. Second, although On-Demand FL requires additional on-demand model training when requesting a new target distribution, it demonstrates rapid accuracy improvement, as shown in Table 4. Moreover, it reduces communication costs compared to other federated learning methods with a small client pool. Our future research aims to minimize training costs by concurrently training models for different target distributions and grouping similar ones.

7 CONCLUSION

We introduce On-Demand FL, a new paradigm of federated learning which optimizes a deep model for an arbitrary target class distribution. To estimate the class distribution of clients, we propose the class distribution predictor that takes the weight gradient of the local model on a client. Once the composite dataset is organized from a set of selected clients, the on-demand model is trained via federated learning. The evaluation shows On-Demand FL achieves up to 5% higher accuracy on the target distribution using 9× fewer clients compared to SOTA federated learning methods.
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