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Abstract

We prove that black-box variational inference (BBVI) with control variates, particularly the sticking-the-landing (STL) estimator, converges at a geometric (traditionally called “linear”) rate under perfect variational family specification. In particular, we prove a quadratic bound on the gradient variance of the STL estimator, one which encompasses misspecified variational families. Combined with previous works on the quadratic variance condition, this directly implies convergence of BBVI with the use of projected stochastic gradient descent. For the projection operator, we consider a domain with triangular scale matrices, which the projection onto is computable in \( \Theta(d) \) time, where \( d \) is the dimensionality of the target posterior. We also improve existing analysis on the regular closed-form entropy gradient estimators, which enables comparison against the STL estimator, providing explicit non-asymptotic complexity guarantees for both.

1 INTRODUCTION

Despite the massive success of black-box variational inference (BBVI; Kucukelbir et al., 2017; Ranganath et al., 2014; Titsias and Lázaro-Gredilla, 2014), our understanding of its computational properties has only recently started to make progress (Domke, 2019, 2020; Domke et al., 2023a; Hoffman and Ma, 2020; Kim et al., 2023a,b). Notably, Domke et al. (2023a); Kim et al. (2023a) have independently established the convergence of “full” BBVI. This is a significant advancement from the previous results where simplified versions of BBVI were analyzed (Bhatia et al., 2022; Hoffman and Ma, 2020) and results that a-priori assumed regularity of the ELBO (Alquier and Ridgway, 2020; Buchholz et al., 2018; Chérief-Abdellatif et al., 2019; Fujisawa and Sato, 2021; Khan et al., 2016, 2015; Liu and Owen, 2021; Regier et al., 2017). We now have rigorous convergence guarantees that, for certain well-behaved posteriors, BBVI achieves a convergence rate of \( \mathcal{O}(1/T) \), corresponding to a computational complexity of \( \mathcal{O}(1/\varepsilon) \) (Domke et al., 2023a; Kim et al., 2023a).

For stochastic gradient descent (SGD; Bottou, 1999; Nemirovski et al., 2009; Robbins and Monro, 1951), it is known that improving the \( \mathcal{O}(1/T) \) convergence rate is challenging (Harvey et al., 2019; Rakhlin et al., 2012). This is because, once in the stationary regime, it is necessary to either decrease the stepsize or average the iterates, where the latter reduces SGD to Markov chain Monte Carlo (Dieuleveut et al., 2020). Not surprisingly, both cases result in a significant slowdown compared to deterministic gradient descent. Overall, SGD is known to achieve \( \mathcal{O}(1/\sqrt{T}) \) for general convex functions and \( \mathcal{O}(1/T) \) for strongly convex functions (Moulines and Bach, 2011; Nemirovski et al., 2009; Shalev-Shwartz et al., 2011; for more modern analysis techniques, see Garrigos and Gower, 2023).

Meanwhile, under a condition known as “interpolation,” which assumes that the gradient variance becomes zero at the optimum, SGD is known to achieve a linear convergence rate (Schmidt and Roux, 2013). This can automatically hold for certain problems, such as empirical risk minimization (ERM) with overparameterized models, explaining the fast empirical convergence of modern machine learning models (Ma et al., 2018; Vaswani et al., 2019). Also, control variate methods such as “variance-reduced” gradients (Gower et al., 2020; Johnson and Zhang, 2013; Schmidt et al.,
algorithmically achieve the same effect and have been successful both in theory and practice. Unfortunately, variance-reduced gradient methods are strictly restricted to the finite-sum setting, which BBVI is not part of (See §2.4 by Kim et al., 2023a). Thus, it is yet unclear how BBVI could benefit from the advances in variance-reduced gradients.

Fortunately, other types of control variates have been actively pursued in BBVI (Geffner and Domke, 2018, 2020a; Miller et al., 2017; Paisley et al., 2012; Ranganath et al., 2014; Wang et al., 2024). In particular, the sticking-the-landing (STL; Roeder et al., 2017) estimator satisfies the interpolation condition (e.g., achieves zero gradient variance at the optimum) when the variational family \( \mathcal{Q} \) contains the true posterior \( \pi \). It is thus natural to ask whether existing control variate approaches such as STL are sufficient to achieve linear convergence under realizable conditions. In fact, this possibility has been mentioned by Hoffman and Ma (2020, §5).

In this work, we confirm these conjectures by establishing a linear convergence rate of BBVI with STL when the variational family contains the true posterior—i.e., is perfectly specified. For a \( d \)-dimensional strongly log-concave posterior with a condition number of \( \kappa \) and a location-scale variational family with a full rank scale, BBVI with the STL estimator finds variational parameters \( \epsilon \)-close to the global optimum at a rate of \( O(dx^2 \log(1/\epsilon)) \). Even beyond the perfectly specified setting, our theoretical results characterize the behavior of the STL estimator in the misspecified setting, which is closer to practice. This provides some intuition as to why the comparisons between the STL and the “standard” closed-form entropy (CFE; Kucukelbir et al., 2017; Titsias and Lázaro-Gredilla, 2014) estimators appear mixed in practice (Agrawal et al., 2020; Geffner and Domke, 2020b).

While our results are built on top of the theoretical framework of Domke et al. (2023a), a similar convergence result on the STL estimator appeared in a later, recent preprint version (Domke et al., 2023b) concurrently with this work. The details of the result differ, and we provide additional contributions specific to the STL estimator. We discuss the differences in more detail in Appendix B along with other related works.

**Contributions** Our contributions are summarized in the following list. An overview of the theorems is provided in Table 1 of Appendix A. We also provide an overview of previous rigorous complexity analyses on BBVI in Table 2 of Appendix B.

- **We prove that BBVI with the STL estimators can converge at a linear rate.** When the variational family is perfectly specified such that the posterior is contained in the variational family, Theorem 6 establishes this through Theorem 1. This is the first result for “full” BBVI without algorithmic simplification.

- **Our analysis encompasses variational family misspecification.** When the variational family is misspecified, the Fisher-Hyvärinen divergence between the variational posterior and the true posterior captures the behavior of STL.

- **We establish a matching lower bound on the gradient variance.** Our upper bound in Theorem 1 and the concurrent result by Domke et al. (2023b) are proven to be tight by a constant factor through Theorem 3.

- **We improve previously obtained gradient variance bounds for the CFE estimator.** In Theorem 4, we tighten the constants of the bounds previously obtained by Domke et al. (2023a). This makes the theoretical results for the CFE and STL estimators comparable.

- **We provide a parameterization with a projection operator with \( \Theta(d) \) complexity.** In §3.1, we propose a triangular scale parameterization with a corresponding projection operator that can be computed in \( \Theta(d) \) time. This improves over the matrix square-root parameterization used by Domke et al. (2023a), which involved a \( \Theta(d^3) \) projection operator based on the singular value decomposition.

- **We prove precise quantitative complexity guarantees for SGD with QV gradient estimators.** We obtain quantitative non-asymptotic complexity guarantees from the “anytime convergence” results of Domke et al. (2023a).

## 2 PRELIMINARIES

**Notation** Random variables are denoted in sans-serif (e.g., \( x, \mathbf{x} \)), vectors in bold (e.g., \( \mathbf{x}, \mathbf{X} \)), and matrices are in bold capitals (e.g., \( A \)). For a vector \( x \in \mathbb{R}^d \), we denote the inner product as \( \langle \mathbf{x}, \mathbf{x} \rangle \) and the \( \ell_2 \) norm as \( \|x\|_2 = \sqrt{x^\top x} \). For a matrix \( A \), \( \|A\|_F = \sqrt{\text{tr}(A^\top A)} \) denotes the Frobenius norm, and for some matrix \( B \), \( A \succeq B \) is the Loewner order implying that \( A - B \) is a positive semi-definite matrix. \( S^d, S^d_+, L^d, L^d_+ \) are the set of symmetric, positive definite, triangular, and triangular matrices with strictly positive eigenvalues (Cholesky factors). \( \sigma_{\text{min}}(A) \) is the smallest eigenvalue of \( A \).
2.1 Variational Inference

Variational inference (VI, Blei et al., 2017; Jordan et al., 1999; Zhang et al., 2019) aims to minimize the exclusive (or reverse) Kullback-Leibler (KL; Kullback and Leibler, 1951) divergence as:

\[ \min_{\lambda \in \Lambda} D_{KL}(q_\lambda, \pi) \triangleq \mathbb{E}_{z \sim q_\lambda} - \log \pi(z) - \mathbb{H}(q_\lambda), \]

where \( D_{KL} \) is the KL divergence, \( \mathbb{H} \) is the differential entropy, \( \pi \) is the (target) posterior distribution, \( q_\lambda \) is the variational approximation.

For Bayesian posterior inference, the KL divergence is, unfortunately, intractable. Instead, one equivalently minimizes the negative evidence lower bound (ELBO; Jordan et al., 1999) \( F \) such that:

\[ \min_{\lambda \in \Lambda} F(\lambda) \triangleq \mathbb{E}_{z \sim q_\lambda} - \log \ell(z) - \mathbb{H}(q_\lambda), \]

where \( \ell(z) \propto \pi(z) \) is the unnormalized posterior proportional up to a multiplicative constant. In typical use cases of VI, we only have access to \( \ell \) but not \( \pi \), and the normalizing constant is intractable.

Black-Box Variational Inference  
Black-box variational inference (BBVI; Ranganath et al., 2014; Titsias and Lázaro-Gredilla, 2014) minimizes \( F \) by leveraging stochastic gradient descent (SGD; Bottou, 1999; Nemirovski et al., 2009; Robbins and Monro, 1951). By obtaining a stochastic estimate \( g(\lambda) \) which is unbiased as \( \mathbb{E}g(\lambda) = \nabla F(\lambda) \), BBVI repeats:

\[ \lambda_{t+1} = \text{proj}(\lambda_t - \gamma_t g), \]

where \( \gamma_t \) is called the stepsize. The use of the projection operator \( \text{proj}(\cdot) \) forms a subset of the broad SGD framework called projected SGD. The convergence of BBVI with projected SGD has recently been established by Domke et al. (2023a).

In addition to the KL divergence, our analysis invokes the Fisher-Hyvärinen divergence (Hyvärinen, 2005; Otto and Villani, 2000):

**Definition 1 (Fisher-Hyvärinen Divergence).** The \( p \)th order Fisher-Hyvärinen divergence between two distributions \( \pi \) and \( q \) is given as

\[ D_p(\pi, q) \triangleq \mathbb{E}_{z \sim q} \| \nabla \log \pi(z) - \nabla \log q(z) \|_2^p. \]

Here, we use the \( p \)th order generalization (Huggins et al., 2018) of the original Fisher-Hyvärinen divergence. We denote the standard 2nd order Fisher-Hyvärinen divergence as \( D_2(\pi, q) \triangleq D_{\nabla^2}(\pi, q) \). This divergence was first defined by Otto and Villani (2000) (attributed by Zegers, 2015) as the “relative Fisher information” in the context of optimal transport. It was later introduced to the machine learning community by Hyvärinen (2005) for score matching.

2.2 Variational Family

Throughout this paper, we restrict our interest to the location-scale variational family, which has been successfully used by Domke (2019, 2020); Domke et al. (2023a); Fujisawa and Sato (2021); Kim et al. (2023a,b); Titsias and Lázaro-Gredilla (2014) for analyzing the properties of BBVI. It encompasses many practical families such as the Gaussian, Student-t, and elliptical distributions. In particular, the location-scale family is part of the broader reparameterized family:

**Definition 2 (Reparameterized Family).** Let \( \phi \) be some \( d \)-variate distribution. Then, \( q_\lambda \) that can be equivalently represented as

\[ z \sim q_\lambda \iff z \sim \mathcal{F}_\lambda(u); \quad u \sim \phi, \]

where \( \approx \) is equivalence in distribution, is said to be part of a reparameterized family generated by the base distribution \( \phi \) and the reparameterization function \( \mathcal{F}_\lambda \).

Naturally, this means we focus on the reparameterization gradient estimator (Kingma and Welling, 2014; Rezende et al., 2014; Titsias and Lázaro-Gredilla, 2014), often observed to achieve lower variance than alternatives (Xu et al., 2019). (See Mohamed et al. 2020 for a comprehensive overview.) From this, we obtain the location-scale family through the following reparameterization function:

**Definition 3 (Location-Scale Reparameterization Function).** A mapping \( \mathcal{F}_\lambda : \mathbb{R}^p \times \mathbb{R}^d \to \mathbb{R}^d \) defined as

\[ \mathcal{F}_\lambda(u) \triangleq Cu + m \]

with \( \lambda \in \mathbb{R}^p \) containing the parameters for forming the location \( m \in \mathbb{R}^d \) and scale \( C \in \mathbb{R}^{dxd} \) is called the location-scale reparameterization function.

For the scale matrix \( C \), various parameterizations are used in practice, as shown by Kim et al. (2023b, Table 1). We discuss our parameterization of choice in § 2.3.

The choice for the base distribution \( \phi \) completes the specifics of the variational family. For example, choosing \( \phi \) to be a univariate Gaussian result in the Gaussian variational family. We impose the following general assumptions on the base distribution:

**Assumption 1 (Base Distribution).** \( \phi \) is a \( d \)-dimensional distribution such that \( u \sim \phi \) and \( u = (u_1, \ldots, u_d) \) with independently and identically distributed components. Furthermore, \( \phi \) is (i) symmetric and standardized such that \( \mathbb{E}u_i = 0 \), \( \mathbb{E}u_i^2 = 1 \), \( \mathbb{E}u_i^4 = 0 \), and (ii) has finite kurtosis \( \mathbb{E}u_i^4 = x < \infty \).
2.3 Scale Parameterization

For the scale parameterization $\lambda \mapsto C$, in principle, any choice that results in a positive-definite covariance matrix is valid. However, recently, Kim et al. (2023a) have shown that a seemingly innocent choice of parameterization can have a massive impact on computational performance. For example, nonlinear parameterizations can easily break the strong convexity of the ELBO (Kim et al., 2023a), which could have been otherwise obtained (Domke, 2020). Therefore, the scale parameterization is subject to the constraints:

(i) **Positive Definiteness**: $CC^\top > 0$.

This is needed to ensure that $CC^\top$ forms a valid covariance in $S^d_{++}$.

(ii) **Linearity**: $\|\lambda - \lambda'\|_2^2 = \|m - m'\|_2^2 + \|C - C'\|_F^2$.

As shown by Kim et al. (2023a), this constraint is sufficient to form a $\mu$-strongly convex ELBO from a $\mu$-strongly log-concave posterior.

(iii) **Convexity**: The mapping $\lambda \mapsto CC^\top$ is convex on $\Lambda_S$.

This is needed to ensure that the ELBO is convex whenever the target posterior is log-concave (Domke et al., 2023a; Kim et al., 2023a).

(iv) **Smooth Log-Determinant**: $\lambda \mapsto \log \det C$ is Lipschitz smooth on $\Lambda_S$.

This condition is only required by projected SGD so that the ELBO is Lipschitz smooth on $\Lambda_S$.

Domke (2020); Domke et al. (2023a) guaranteed (iv) by setting the domain of $\lambda$ to be

$$\{ (m, C) \in \mathbb{R}^d \times S^d_{++} \mid CC^\top \succeq S^{-1} I \},$$

with $S = L$, where $L$ is the log-smoothness constant of the posterior. That is, $C$ is chosen to be a proper matrix square root of the covariance $\Sigma = CC^\top$ such that $C = C^\top = \Sigma^{1/2}$. This parameterization ensures that a proper projection operator exists onto $\Lambda_S$, where they proposed to use the singular value decomposition. This projection operator is quite costly as it imposes a $\Theta(d^3)$ complexity. We will later propose a different parameterization based on triangular matrices, where the projection operator only costs $\Theta(d)$ while obtaining the same convergence guarantees.

2.4 Gradient Estimators

The gradient estimators considered in this work are the closed-form entropy (CFE; Kucukelbir et al., 2017; Titsias and Lázaro-Gredilla, 2014) and sticking the landing (STL; Roeder et al., 2017) estimators.

**Closed-From Entropy Estimator** The CFE estimator is the “standard” estimator used for BBVI.

**Definition 4 (Closed-Form Entropy Estimator)**. The closed-form entropy gradient estimator is

$$g(\lambda) \triangleq \nabla_\lambda \log \ell (\mathcal{F}_\lambda(u)) + \nabla_\lambda \mathbb{H}(q_\lambda),$$

where the gradient of the entropy term is computed deterministically.

It can be used whenever the entropy $\mathbb{H}(q_\lambda)$ is available in a closed form. For location-scale families, this is always the case up to an additive constant.

**Sticking-the-Landing Estimator** On the other hand, the STL estimator estimates the entropy through a special Monte Carlo strategy:

**Definition 5 (Sticking-the-Landing Estimator; STL)**. The sticking-the-landing gradient estimator

$$g_{\text{STL}}(\lambda) \triangleq \left. \nabla_\lambda \log \ell (\mathcal{F}_\lambda(u)) - \nabla_\lambda \log q_\nu(\mathcal{F}_\lambda(u)) \right|_{\nu=\lambda},$$

is given by stopping the gradient from propagating through $\log q_\lambda$.

Notice that, the gradient of $\log q$ is “stopped” by the assignment $\nu = \lambda$. This creates a control variate effect, where the control variate $cv$ is implicitly formed as

$$cv(\lambda; u) = \mathbb{V}_\lambda \mathbb{H}(\lambda) + \nabla_\lambda \log q_\nu(\mathcal{F}_\lambda(u)) \big|_{\nu=\lambda}.$$ Substituting this to the CFE estimator leads to the STL estimator.

2.5 Quadratic Variance Condition

The convergence of BBVI has recently been established concurrently by Domke et al. (2023a); Kim et al. (2023a). However, the analysis of Domke et al. presents a broadly applicable framework based on the quadratic variance (QV) condition.

**Definition 6 (Quadratic Variance; QV)**. A gradient estimator $g$ is said to satisfy the quadratic variance condition if the following bound holds:

$$E\|g(\lambda)\|_2^2 \leq \alpha \|x - x^*\|_2^2 + \beta,$$

for any $\lambda \in \Lambda_S$ and some $0 \leq \alpha, \beta < \infty$, where $x^*$ is a stationary point.
This basically assumes that the gradient variance grows no more than a quadratic plus a constant. For non-asymptotic analysis of SGD, this bound was first used by Moulines and Bach (2011) as an intermediate step implied by the condition:

$$E\|g(\lambda) - g(\lambda')\|_2^2 \leq \mathcal{L}\|\lambda - \lambda'\|_2^2,$$

for all $\lambda, \lambda' \in \Lambda$ and some $0 < \mathcal{L} < \infty$. This, combined with the assumption $E\|g(\lambda')\|_2^2 < \infty$, implies the QV condition. They used this strategy to prove the convergence of SGD on strongly convex functions. A comprehensive convergence analysis of projected and proximal SGD with the QV condition was conducted by Domke et al. (2023a), where they also prove the convergence on general convex functions. This work will invoke the analysis of Domke et al. by establishing the QV condition of the considered gradient estimators.

2.6 Interpolation Condition

To establish the linear, or more intuitively “exponential,” convergence of SGD, Schmidt and Roux (2013) have relied on the interpolation condition:

**Definition 7 (Interpolation).** A gradient estimator $g$ is said to satisfy the interpolation condition if $E\|g(\lambda')\|_2^2 = 0$ for $\lambda^* \in \Lambda$ such that $\|VF(\lambda^*)\|_2 = 0$.

This assumes that the gradient variance vanishes at a stationary point, gradually retrieving the convergence behavior of deterministic gradient descent. For the QV condition, this corresponds to $\beta = 0$.

Achieving “Interpolation” Currently, there are two ways where the interpolation condition can be achieved. The first case is when interpolation is achieved naturally. That is, in ERM, when the model is so overparameterized that certain parameters can “interpolate” all of the data points in the train data (Ma et al., 2018; Vaswani et al., 2019), the gradient becomes 0. Otherwise, a control variate approach such as stochastic average gradient (SAG; Schmidt et al., 2017) or stochastic variance-reduced gradient (SVRG; Johnson and Zhang, 2013) and their many variants (Gower et al., 2020) can be used.

Does STL “Interpolate?” As we previously discussed, the STL estimator is essentially a control variate method. Thus, an important question is whether it can achieve the same effect, notably linear convergence, as variance-reduced SGD methods. While Roeder et al. (2017) have already shown that the STL estimator achieves interpolation when $g_\pi = \pi$, our research question is whether this fact can be rigorously used to establish linear convergence of SGD.

3 MAIN RESULTS

3.1 Triangular Scale Parameterization

First, we will demonstrate a parameterization that is more computationally efficient than the matrix square-root parameterization considered in § 2.3, while satisfying the constraints (i) to (iv). We first turn our attention to the following domain for the variational parameters:

$$\Lambda_S \triangleq \{(m, C) \in \mathbb{R}^d \times \mathbb{L}^{d \times d} \mid \sigma_{\min}(C) \geq 1/\sqrt{S}\},$$

where $\mathbb{L}^{d \times d}$ is the set of Cholesky factors. A key special case is the mean-field variational family, which is a strict subset of $\Lambda_S$, where we restrict $C$ to be diagonal matrices. With that said, we consider the two following parameterizations:

- $C = L,$  (full-rank)
- $C = \text{diag}(L_{11},...,L_{dd}),$  (mean-field)

where $L$ is a Cholesky factor. In practice, the triangular matrix parameterization is most commonly used (Kucukelbir et al., 2017), and results in lower gradient variance than the square root parameterization (Kim et al., 2023b).

**Projection Operator** The key advantage of operating with triangular scale matrices is that the entropy is the log-sum of their eigenvalues, which turns out to be their diagonal elements. This implies that the gradient of the entropy term $\lambda \mapsto \mathcal{H}(q_\lambda)$ only resides on the diagonal subspace of $C$. Therefore, the “smoothness” of $\lambda \mapsto \mathcal{H}(q_\lambda)$ can be achieved by only controlling the eigenvalues (or diagonal elements) of $C$. This sharply contrasts with the square-root parameterization where the constraint is on the singular values, which are much harder to control. Nevertheless, the canonical Euclidean projection operator is:

**Proposition 1.** The Euclidean projection operator onto $\Lambda_S$, $\text{proj}_{\Lambda_S}: \mathbb{R}^d \times \mathbb{L}^{d \times d} \to \Lambda_S$, is given as

$$\text{proj}_{\Lambda_S}(\lambda) = \arg \min_{\lambda' \in \Lambda_S} \|\lambda - \lambda'\|_2^2 = (m, \tilde{C}),$$

where $\tilde{C}$ is the projection of $C$ such that

$$\tilde{C}_{ij} = \begin{cases} \max(C_{ii}, 1/\sqrt{S}) & \text{for } i = j, \\ C_{ij} & \text{for } i \neq j. \end{cases}$$

**Proof.** Since the eigenvalues of a triangular matrix are its diagonal elements, we notice that $\Lambda_S$ is a constraint only on the diagonal elements of $C$ such that $C_{ii} \geq 1/\sqrt{S}$. Conveniently, this is an element-wise half-space constraint for which the projection follows as

$$\tilde{C}_{ii} = \arg \min_{c \geq 1/\sqrt{S}} \|C_{ii} - c\|_2^2 = \max(C_{ii}, 1/\sqrt{S}).$$
Theoretical Properties We will now prove that our construction is valid. It is trivial that (i) to (iii) are satisfied. We formally prove that $\Lambda_S$ satisfies (iv):

**Proposition 2.** The entropy $\lambda \mapsto \mathcal{H}(q_\lambda)$ is $S$-Lipschitz smooth on $\Lambda_S$.

**Proof.** See Appendix C.3.

Given these results, we will hereafter assume projected SGD is run on $\Lambda_S$ with the projection operator $\text{proj}_{\Lambda_S}$.

3.2 Theoretical Analysis of the STL Estimator

Before presenting our analysis on BBVI gradient estimators, we will discuss a notable aspect of our strategy and the key step in our proof.

Our main assumption on the target posterior is that it is $L$-log-(Lipschitz) smooth:

**Definition 8.** $\pi$ is said to be $L$-log-(Lipschitz) smooth if its log-density $\log \pi : \mathbb{R}^d \to \mathbb{R}$ is $L$-Lipschitz smooth such that

$$\|\nabla \log \pi (z) - \nabla \log \pi (z')\|_2 \leq L\|z - z'\|_2,$$

for all $z, z' \in \mathbb{R}^d$ and some $0 < L < \infty$.

If this holds for $\pi$, the same bound holds for $\ell$ as well since they are proportional up to a constant such that $\nabla \log \ell = \nabla \log \pi$. This assumption has been used by Domke (2019) to establish similar results for the CFE estimator and is also widely used in the analysis of sampling algorithms based on log-concave analysis. (See Dwivedi et al. (2019, §2.3) for such example.) For probability measures, log-smoothness implies that the density of $\pi$ can be upper bounded by some Gaussian. Naturally, this essentially corresponds to assuming $\pi$ has sub-Gaussian tails.

Adaptive Bounds with the Peter-Paul Inequality Unlike the QV bounds obtained by Domke et al. (2023a), our bounds involve a free parameter $\delta \geq 0$. We call these bounds adaptive QV bounds.

**Assumption 3 (Adaptive QV).** The gradient estimator $\mathbf{g}$ satisfies the bound

$$\mathbb{E}\|\mathbf{g}(\lambda)\|^2_2 \leq (1 + C\delta) \|\lambda - \lambda^*\|^2_2 + (1 + C^{-1}\delta^{-1}) \overline{\beta},$$

for any $\delta > 0$, any $\lambda \in \Lambda_S$, and some $0 < \overline{\alpha}, \overline{\beta} < \infty$, where $\lambda^*$ is a stationary point.

This is a consequence of the use of the “Peter-Paul” inequality such that

$$(a + b)^2 \leq (1 + \delta) a^2 + (1 + \delta^{-1}) b^2,$$

and can be seen as a generalization of the usual inequality $$(a + b)^2 \leq 2a^2 + 2b^2$$. Adjusting $\delta$ can occasionally tighten the analysis. In fact, $\delta$ can be optimized to become adaptive to the downstream analysis. Indeed, in our complexity analysis, $\delta$ automatically trades-off the influence of $\overline{\alpha}$ and $\overline{\beta}$ according to the accuracy budget $\epsilon$.

**Key Lemma** The key first step in all of our analysis is the following decomposition:

**Lemma 1.** Assume Assumption 2. The expected-squared norm of STL is bounded as

$$\mathbb{E}\|\mathbf{g}_{\text{STL}}(\lambda)\|^2_2 \leq (2 + \delta) V_1 + (2 + \delta) V_2 + (1 + 2\delta^{-1}) V_3,$$

where the terms are

$$V_1 = \mathbb{E}J_{\tau}(u)\|\nabla \log \ell (\mathcal{T}_{\lambda}(u)) - \nabla \log \ell (\mathcal{T}_{\lambda^*}(u))\|_2^2,$$

$$V_2 = \mathbb{E}J_{\tau}(u)\|\nabla \log q_{\lambda^*}(\mathcal{T}_{\lambda}(u)) - \nabla \log q_{\lambda^*}(\mathcal{T}_{\lambda^*}(u))\|_2^2,$$

$$V_3 = \mathbb{E}J_{\tau}(u)\|\nabla \log \ell (\mathcal{T}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{T}_{\lambda^*}(u))\|_2^2,$$

for any $\delta > 0$ and $\lambda \in \mathbb{R}^p$. $J_{\tau} : \mathbb{R}^d \to \mathbb{R}$ is a function depending on the variational family as

$$J_{\tau}(u) = 1 + \sum_{i=1}^d u_i^2$$

for full-rank and

$$J_{\tau}(u) = 1 + \sqrt{\sum_{i=1}^d u_i^2}$$

for mean-field.

**Proof.** See Appendix C.4.1.

Here, $J_{\tau}$ is a term that stems from the Jacobian of $\mathcal{T}$. Thus, $J_{\tau}$ contains the properties unique to the chosen variational family. $V_1$ and $V_2$ measure how far the current variational approximation $q_\lambda$ is from a stationary point $\lambda^*$. Thus, both terms will eventually reach 0 as BBVI converges, regardless of family specification. The key is $V_3$, which captures the amount of mismatch between the score of the true posterior $\pi$ and variational posterior $q_\lambda^*$. Establishing the “interpolation condition” amounts to analyzing when $V_3$ becomes 0.

3.2.1 Upper Bounds

We now present our upper bound on the expected-squared norm of the STL gradient estimator.

**Theorem 1.** Assume Assumption 2 and that $\ell$ is $L$-log-smooth. For the full-rank parameterization, the expected-squared norm of the STL estimator is bounded as

$$\mathbb{E}\|\mathbf{g}_{\text{STL}}(\lambda)\|^2_2 \leq \alpha_{\text{STL}}\|\lambda - \lambda^*\|^2_2 + \beta_{\text{STL}}$$

where

$$\alpha_{\text{STL}} = (2 + \delta)\left(2d + k_p\right) + S^2(2d + 1)$$

$$\beta_{\text{STL}} = (1 + 2\delta^{-1})\left(2d + k_p\right)\sqrt{D_{\text{FR}}(q_{\lambda^*}, \epsilon)}$$

for any $\lambda, \lambda^* \in \Lambda_S$ and any $\delta > 0$.

**Proof.** See Appendix C.4.2.
Remark 1 (Mean-Field Variational Family). We prove an equivalent result for the mean-field variational family, Theorem 7 in Appendix C.4.3, which has an $O(\sqrt{d})$ dimensional dependence.

Remark 2 (Interpolation Condition). Theorem 1 encompasses both settings where the variational family is well-specified and misspecified. That is, when the variational family is well specified, i.e., $D_{\text{KL}}(q_{\lambda^*}, \pi) = 0$, we obtain interpolation such that $\beta_{\text{STL}} = 0$.

Remark 3 (Adaptivity of Bound). When the variational family is well specified such that $D_{\text{KL}}(q_{\lambda^*}, \pi) = 0$, we can adaptively tighten the bound by setting $\delta = 0$, where $\sigma_{\text{STL}}$ is reduced by a constant factor.

3.2.2 Lower Bounds

We also obtain lower bounds on the expected-squared norm of the STL estimator to analyze its best-case behavior and the tightness of the bound.

**Necessary Conditions for Interpolation** First, we obtain lower bounds that generally hold for all $\lambda \in \Lambda_S$ and any $\pi$. Our analysis relates the gradient variance with the Fisher-Hyvärinen divergence. This can be related back to the KL divergence through an assumption on the posterior $\pi$ known as the log-Sobolev inequality. The general form of the log-Sobolev inequality was originally proposed by Gross (1975) to study diffusion processes. In this work, we use the form used by Otto and Villani (2000):

**Assumption 4 (Log-Sobolev Inequality; LSI).**

$\pi$ is said to satisfy the log-Sobolev inequality if, for any variational family $\mathcal{Q}$ and all $q_{\lambda} \in \mathcal{Q}$, the following inequality holds:

$$D_{\text{KL}}(q, \pi) \leq \frac{C_{\text{LSI}}}{2} D_F(q, \pi).$$

Strongly log-concave distributions are known to satisfy the LSI, where the strong log-concavity constant becomes the (inverse) LSI constant (see also Villani, 2016, Theorem 9.9):

**Remark 4 (Bakry and Émery, 1985).** Let $\pi$ be $\mu$-strongly log-concave. Then, LSI holds with $C_{\text{LSI}}^{-1} = \mu$.

We now present a lower bound which holds for all $\lambda \in \Lambda_S$ and any log-differentiable $\pi$:

**Theorem 2.** Assume Assumption 2. The expected-squared norm of the STL estimator is lower bounded as

$$\mathbb{E}\|g_{\text{STL}}(\lambda)\|^2 \geq D_F(q_{\lambda}, \pi) \geq \frac{2}{C_{\text{LSI}}} D_{\text{KL}}(q_{\lambda}, \pi),$$

for all $\lambda \in \Lambda_S$ and any $0 < S < \infty$, where the last inequality holds if $\pi$ is LSI.

**Proof.** See Appendix C.5.1.

**Corollary 1 (Necessary Conditions for Interpolation).** For the STL estimator, the interpolation condition does not hold if

(i) $D_F(q_{\lambda^*}, \pi) > 0$, or,

(ii) when $\pi$ is LSI, $D_{\text{KL}}(q_{\lambda^*}, \pi) > 0$,

where $\lambda^* \in \arg\min_{\lambda \in \Lambda_S} D_F(q_{\lambda}, \pi)$, and $\lambda^* \in \arg\min_{\lambda \in \Lambda_S} D_{\text{KL}}(q_{\lambda}, \pi)$, for any $0 < S < \infty$.

**Tightness Analysis** The bound in Theorem 2 is unfortunately not tight regarding the constants. It, however, holds for all $\lambda$ and $\pi$. Instead, we establish an alternative lower bound that holds for some $\lambda$ and $\pi$ but is tight regarding the dependence on $d$ and $L$.

**Theorem 3.** Assume Assumption 2. There exists a strongly-convex, L-log-smooth posterior and some variational parameter $\tilde{\lambda} \in \Lambda_L$ for all $L \geq 1$ such that

$$\mathbb{E}\|g_{\text{STL}}(\tilde{\lambda})\|^2 \geq (L^2 (d + k_{\Psi}) - 2(d + 1)) ||C||_F^2 - 2(k_{\Psi} - 1)||\tilde{m} - z||_2^2,$$

where $\tilde{\lambda} = (\tilde{m}, \tilde{C})$ and $z$ is a stationary point of the said log posterior.

**Proof.** See Appendix C.5.2.

**Remark 5.** Theorem 3 implies that Theorem 1 with $S = L$ is tight with respect to the dimension dependence $d$ and the log-smoothness $L$ except for a factor of 4.

**Remark 6 (Room for Improvement).** Part of the factor of 4 looseness is due to the extreme worst case: when $\nabla \log \pi$ and $\nabla \log q_{\lambda}$ are anti-correlated. This worst case is unlikely to appear in practice, thus making a tighter lower bound challenging to obtain. But at the same time, we were unsuccessful at seeking a general assumption that would rule out these worst cases in the upper bound. Specifically, we tried very hard to apply coercivity/gradient monotonicity of log-concave distributions, but to no avail, leaving this to future works.

3.3 Theoretical Analysis of the CFE Estimator

We now present the analysis of the CFE estimator. While the CFE estimator has been studied in-depth by Domke (2019); Domke et al. (2023a); Kim et al. (2023b), we slightly improve the latest analysis of Domke et al. (2023a, Theorem 3). Specifically, we improve the constants and obtain an adaptive bound. This ensures that we have a fair comparison with the STL estimator.
Theorem 4. Assume Assumption 2 and that $\ell$ is $L$-log-smooth. For the full-rank parameterization, the expected-squared norm of the CFE estimator is bounded as 

$$E\|\varepsilon_{\text{CFE}}(\lambda)\|_2^2 \leq \alpha_{\text{CFE}}\|\lambda - \lambda^*\|_2^2 + \beta_{\text{CFE}}$$

where 

$$\alpha_{\text{CFE}} = L^2 (d + k_f) (1 + \delta) + (L + 5)^2$$

$$\beta_{\text{CFE}} = L^2 (d + k_f) (1 + \delta^{-1})||\lambda^* - \lambda||_2^2$$

for any $\lambda, \lambda^* \in \Lambda_S$ and $\delta > 0$, where $\lambda = (z, 0)$ and $z$ is any stationary point of $f$.

Proof. See Appendix C.6.1.

Remark 7 (Comparison with STL). Compared to the STL estimator, the constant $\alpha$ of the CFE estimator is tighter by a factor of 4. Considering Theorem 3, the constant factor difference should be marginal in practice.

Remark 8 (Intuitions on $\|\hat{\lambda} - \lambda^*\|_2^2$). The quantity $\|\hat{\lambda} - \lambda^*\|_2^2$ can be expressed in the Wasserstein-2 distance as 

$$d_{W_2}(q_{\lambda^*}, \delta_{\lambda}) = \sqrt{\|m^* - \bar{z}\|_2^2 + \|C^*\|_F^2} = \|\lambda - \lambda^*\|_2,$$

where $\delta_{\lambda}$ is a delta measure centered on the posterior mode $\bar{z}$. Also, when the variational posterior mean $m^*$ is close to $\bar{z}$ such that $\|m^* - \bar{z}\|_2 \approx 0$, $\|\lambda - \lambda^*\|_2$ corresponds to the variational posterior variance as 

$$\|\lambda - \lambda^*\|_2 \approx \|C^*\|_F^2 = \text{tr} V_{z - q_{\lambda^*}} [z].$$

3.4 Non-Asymptotic Complexity of Black-Box Variational Inference

Strongly Log-Concave Posteriors First, let us define the following:

Definition 9. $\pi$ is said to be $\mu$-strongly log-concave if its log-density $\log \pi : \mathbb{R}^d \rightarrow \mathbb{R}$ (equivalently $\log \ell$) satisfies the inequality 

$$\langle \nabla \log \pi (z), z - z' \rangle \geq \log \pi (z) - \log \pi (z') + \frac{\mu}{2} \|z - z'\|_2^2$$

for all $z, z' \in \mathbb{R}^d$ and some $\mu > 0$.

Essentially, this assumes that the log-density of $\pi$ is $\mu$-strongly convex. It also implies that the density of $\pi$ is lower bounded by some Gaussian. A consequence of $\mu$-strong log-concavity is that, combined with the constraints on the variational parameterization in § 2.3, the ELBO is also $\mu$-strongly convex (Challis and Barber, 2013; Domke et al., 2023a; Kim et al., 2023a). $\mu$-strongly log-concave posteriors can easily be constructed by combining a log-concave likelihood with a Gaussian prior, and are popularly used to analyze BBVI and sampling algorithms.

Theoretical Setup We now apply the general complexity results for projected SGD established in Appendix C.7 to BBVI. (i) strongly log-concave posteriors, (ii) SGD run with fixed stepsizes, and (iii) the full-rank variational family. This is because the convergence analyses for (ii) $\cap$ (iii) are the tightest. Although the bounds for the mean-field parameterization have better dependences on $d$, so far, it is unknown whether they are tight (Kim et al., 2023b). (See also Kim et al., 2023a, Conjecture 1.)

Complexity of BBVI on Strongly-Log-Concave $\pi$ We can now plug in the constants obtained in § 3.2. This immediately establishes the iteration complexity resulting from the use of different gradient estimators.

Theorem 5 (Complexity of Fixed Stepsize BBVI with CFE). The last iterate $\lambda_T \in \Lambda_L$ of BBVI with the CFE estimator and projected SGD with a fixed stepsize applied to a $\mu$-strongly log-concave and L-log-smooth posterior is $\varepsilon$-close to $\lambda^* = \arg\min_{\lambda \in \Lambda_L} F(\lambda)$ such that $\|\lambda_T - \lambda^*\|_2^2 \leq \varepsilon$ if 

$$T \geq 2x^2 (d + k_f + 4) (1 + 2\|\bar{\lambda} - \lambda^*\|_2^2 \varepsilon) \log \left(2\Delta^2 \frac{1}{\varepsilon}\right)$$

for some fixed stepsize $\gamma$, where $\Delta = \|\lambda_0 - \lambda^*\|_2$, and $\kappa = L/\mu$ is the condition number.

Proof. See Appendix C.8.1.

In particular, the following theorem establishes that BBVI with the STL estimator can achieve linear convergence under perfect variational family specification.

Theorem 6 (Complexity of Fixed Stepsize BBVI with STL). The last iterate $\lambda_T \in \Lambda_L$ of BBVI with the STL estimator and projected SGD with a fixed stepsize applied to a $\mu$-strongly log-concave and L-log-smooth posterior is $\varepsilon$-close to $\lambda^* = \arg\min_{\lambda \in \Lambda_L} F(\lambda)$ such that $\|\lambda_T - \lambda^*\|_2^2 \leq \varepsilon$ if 

$$T \geq 8x^2 (d + k_f) \left(1 + \frac{1}{L^2} \sqrt{D_q^4 (q_{\lambda^*}, \pi)} \frac{1}{\varepsilon}\right) \log \left(2\Delta^2 \frac{1}{\varepsilon}\right)$$

for some fixed stepsize $\gamma$, where $\Delta = \|\lambda_0 - \lambda^*\|_2$ is the distance to the optimum and $\kappa = L/\mu$ is the condition number.

Proof. See Appendix C.8.2.

Corollary 2 (Linear Convergence of BBVI with STL). If the variational family is perfectly specified such that $D_q^4 (q_{\lambda^*}, \pi) = 0$ for $\lambda^* = \arg\min_{\lambda \in \Lambda_L} F(\lambda)$, then BBVI with the STL estimator converges linearly with a complexity of $O(dx^2 \log (1/\varepsilon))$. 


Remark 9. Convergence is slowed when using a decreasing step size schedule, as shown in Theorem 12. Thus, one does not achieve a linear convergence rate under this schedule even if the variational family is perfectly specified. However, when the variational family is misspecified, this achieves a better rate of $O(1/\varepsilon)$ compared to the $O(1/\varepsilon \log 1/\varepsilon)$ of Theorem 6.

Remark 10 (Variational Family Misspecification). Under variational family misspecification, STL has an $O(1/\varepsilon)$ dependence on the 4th order Fisher divergence $D_{F4}(q_{\bar{\eta}}, \pi) > 0$. To compare the computational performance of CFE and STL in this setting, one needs to compare $L^{-2}\sqrt{D_{F4}(q_{\bar{\eta}}, \pi)}$ versus $\|\hat{\lambda} - \lambda^*\|^2_2$.

Remark 11. Theorem 7 also implies that the mean-field parameterization improves the dimension dependence to a complexity of $O(\sqrt{d}\log(1/\varepsilon))$.

3.5 Should we stick the landing?

When the variational family is misspecified, it is hard to tell when STL would be superior to CFE; the Fisher-Hyvärinen divergence and the posterior variance are fundamentally unrelated quantities. Furthermore, the Fisher-Hyvärinen divergence is hard to interpret apart from some relationships with other divergences (Huggins et al., 2018). Thus, we conclude by providing a characterization of the Fisher-Hyvärinen divergence.

Our final analysis will focus on Gaussian posteriors and the mean-field Gaussian family. In practice, the STL estimator becomes infeasible to use with full-rank variational families as each evaluation of the log-density $\log q_\eta$ involves a back-substitution with a $O(d^3)$ cost and numerical stability becomes a concern. Therefore, studying the effect of misspecification of mean-field is particularly relevant.

Proposition 3. Let $\pi = N(\mu, \Sigma)$ and $Q$ be the mean-field Gaussian variational family. Then, the Fisher-Hyvärinen divergence of the KL minimizer

$q_\ast = \arg\min_{q \in Q} D_{KL}(q, \pi)$

is bounded as

$\max(D)^{-1}\|R^{-1} - I\|^2_F \leq D(q_\ast, \pi) \leq \min(D)^{-1}\|R^{-1} - I\|^2_F$, where $D = \text{diag}(\Sigma)$ and $R$ is the correlation matrix of $\pi$ such that $\Sigma = DRD$.

Proof. See Appendix C.9.

Remark 12. For Gaussians, the 4th-order Fisher-Hyvärinen divergence term in Theorem 1 can be replaced by its 2nd-order counterpart. Thus, combined with Theorem 2, the 2nd-order Fisher-Hyvärinen divergence fully characterizes the variance of STL.

Remark 13. Proposition 3 implies that, when approximating a full-rank Gaussian with a mean-field Gaussian, the value of the Fisher-Hyvärinen divergence is tightly characterized by the degree of correlation in the posterior; it will increase indefinitely as the posterior correlation matrix becomes singular.

Remark 14. We have provided a sufficient condition for the STL estimator to perform poorly compared to the CFE estimator. It is foreseeable that alternative types of model misspecification abundant in practice should yield additional sufficient conditions, i.e., tail mismatch, but we leave this to future works.

4 DISCUSSIONS

Empirically Comparing Estimators. From our analysis and that of Domke et al. (2023a), it is apparent that for a QV gradient estimator, $\alpha$ and $\beta$ sufficiently characterize its behavior on log-concave posteriors: $\alpha$ characterizes the convergence speed, while $\beta$ determines the complexity with respect to $\varepsilon$. It is conceivable that estimating these quantities in practical settings would provide a principled way to compare and evaluate different estimators. Previously, the signal-to-noise (SNR) ratio have been popularized by Rainforth et al. (2018), and since been used by, for example, by Fujisawa and Sato (2021); Geffner and Domke (2021); Rudner et al. (2021). In contrast to the QV coefficients, a constant SNR relates with convergence only through the expected strong growth condition (Schmidt and Roux, 2013; Solodov, 1998; Vaswani et al., 2019), which requires strong assumptions to hold (perfect variational family specification, strong log-concavity). The QV coefficients, $\alpha$ and $\beta$, on the other hand, apply to a broader range of settings.

Conclusions. We have analyzed the sticking-the-landing (STL) estimator by Roeder et al. (2017). When the variational family is perfectly specified, our complexity guarantees automatically guarantees a logarithmic complexity. Also, from the results of Domke (2019) and Theorem 4 it is known that the gradient variance of CFE at the optimum depends on the mode mismatch $\|m^\ast - \bar{z}\|^2_2$ plus the variational posterior variance $\|C^\ast\|^2_F$. We show that the STL estimator instead depends on the Fisher-Hyvärinen divergence of the variational posterior. Furthermore, our work demonstrates that it is possible to rigorously show that control variates can accelerate the convergence of BBVI. It will be interesting to analyze and compare the existing control variates by Geffner and Domke (2020a); Miller et al. (2017); Wang et al. (2024).
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## A OVERVIEW OF THEOREMS

Table 1: Overview of Results

<table>
<thead>
<tr>
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<th>RESULT</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gradient Variance Bounds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoothness of the entropy with triangular scale parameterization</td>
<td>Proposition 2</td>
<td>C.3</td>
</tr>
<tr>
<td><strong>Gradient Variance Bounds</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper bound for the gradient variance of the STL estimator with the full-rank parameterization</td>
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<td>C.4.2</td>
</tr>
<tr>
<td>Upper bound for the gradient variance of the STL estimator with the mean-field parameterization</td>
<td>Theorem 7</td>
<td>C.4.3</td>
</tr>
<tr>
<td>Lower bound for the gradient variance of the STL estimator with the full-rank parameterization</td>
<td>Theorem 2</td>
<td>C.5.1</td>
</tr>
<tr>
<td>Worst case lower bound (unimprovability) for the gradient variance of the STL estimator with the full-rank parameterization</td>
<td>Theorem 3</td>
<td>C.5.2</td>
</tr>
<tr>
<td>Upper bound for the gradient variance of the CFE estimator with the full-rank parameterization</td>
<td>Theorem 4</td>
<td>C.6.1</td>
</tr>
<tr>
<td>Upper bound for the gradient variance of the CFE estimator with the mean-field parameterization</td>
<td>Theorem 8</td>
<td>C.6.2</td>
</tr>
<tr>
<td><strong>Complexity of Projected SGD</strong></td>
<td></td>
<td></td>
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<tr>
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<td>Theorem 9</td>
<td>C.7.1</td>
</tr>
<tr>
<td>Iteration complexity of projected SGD with a decreasing stepsize schedule and a gradient estimator satisfying the QV condition on a strongly convex objective function</td>
<td>Theorem 10</td>
<td>C.7.1</td>
</tr>
<tr>
<td>Iteration complexity of projected SGD with a fixed stepsize and a gradient estimator satisfying the adaptive QV condition on a strongly convex objective function</td>
<td>Lemma 9</td>
<td>C.7.2</td>
</tr>
<tr>
<td>Iteration complexity of projected SGD with a decreasing stepsize schedule and a gradient estimator satisfying the adaptive QV condition on a strongly convex objective function</td>
<td>Lemma 10</td>
<td>C.7.2</td>
</tr>
<tr>
<td><strong>Complexity of BBVI</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iteration complexity of BBVI with projected SGD using a fixed stepsize and the CFE gradient estimator on a strongly log-concave posterior</td>
<td>Theorem 5</td>
<td>C.8.1</td>
</tr>
<tr>
<td>Iteration complexity of BBVI with projected SGD using a decreasing stepsize schedule and the CFE gradient estimator on a strongly log-concave posterior</td>
<td>Theorem 11</td>
<td>C.8.1</td>
</tr>
<tr>
<td>Iteration complexity of BBVI with projected SGD using a fixed stepsize and the STL gradient estimator on a strongly log-concave posterior</td>
<td>Theorem 6</td>
<td>C.8.2</td>
</tr>
<tr>
<td>Iteration complexity of BBVI with projected SGD using a decreasing stepsize schedule and the STL gradient estimator on a strongly log-concave posterior</td>
<td>Theorem 12</td>
<td>C.8.2</td>
</tr>
</tbody>
</table>
Theorem 12

STL

Theorem 6

STL

Analyzing the regularity of the ELBO such as convexity and smoothness (Challis and Barber, 2013; Titsias and Lázaro-Gredilla (2014), theoretical results on BBVI have been developing on two different axes:

Analyzing the Computational Properties of BBVI
Since its inception by Ranganath et al. (2014); Domke et al. (2023b) concurrently with our work. However, our results differ in several aspects:

Concurrent Results by Domke et al. (2023b)
While our work builds on top of the QV-based framework of Domke et al. (2023a), a similar convergence result on the STL estimator appeared in its later version (Domke et al., 2023b) concurrently with our work. However, our results differ in several aspects:

1. We bound the family-misspecification term $T_\Theta$ with the Fisher-Hyvärinen divergence $D_{\text{KL}}(q_{\lambda^*}, \pi)$, while Domke et al. (2023b) bound it with a quadratic involving the smoothness constant of the residual function $r(\mathbf{z}) \triangleq \log q_{\lambda^*}(\mathbf{z}) - \log \pi(\mathbf{z})$.

2. For the Gaussian posterior case, the constants of Theorem 1 are tighter that of Domke et al. (2023b).

3. We also provide an upper bound for the mean-field variational family in Theorem 7.

4. We establish a lower bound on the gradient variance of STL, quantifying the tightness of the bounds.
C PROOFS

C.1 Definitions

**Definition (L-Smoothness).** A function $f : \mathcal{X} \to \mathbb{R}$ is $L$-smooth if it satisfies

$$\|\nabla f(x) - \nabla f(y)\|_2 \leq L\|x - y\|_2$$

for all $x, y \in \mathcal{X}$ and some $0 < L < \infty$.

**Definition (µ-Strong Convexity).** A function $f : \mathcal{X} \to \mathbb{R}$ is $\mu$-strongly convex if it satisfies

$$\frac{\mu}{2}\|x - y\|_2^2 \leq f(y) - f(x) - \langle \nabla f(x), y - x \rangle$$

for all $x, y \in \mathcal{X}$ and some $0 < \mu < \infty$.

**Remark 15.** We say a function $f$ is only convex if it satisfies the strong convexity inequality with $\mu = 0$. 

---

Linear Convergence of Black-Box Variational Inference
C.2 Auxiliary Lemmas

**Lemma 2** (Domke 2019, Lemma 9). Let \( \mathbf{u} = (u_1, u_2, \ldots, u_d) \) be a \( d \)-dimensional vector-valued random variable with zero-mean independently and identically distributed components. Then,

\[
\begin{align*}
\mathbb{E}\mathbf{u}\mathbf{u}^T &= (\mathbb{E}u_1^2) \mathbf{I}, \\
\mathbb{E}\mathbf{u} (1 + \|\mathbf{u}\|_2^2) &= (\mathbb{E}u_1^2) \mathbf{1}, \\
\mathbb{E}\mathbf{u}^T \mathbf{u}^T &= (d - 1) (\mathbb{E}u_1^2)^2 + \mathbb{E}u_1^4) \mathbf{1}.
\end{align*}
\]

**Lemma 3.** Let \( \mathcal{T}_\lambda : \mathbb{R}^p \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) be the location-scale reparameterization function (Definition 3). Then, for any differentiable function \( f \), we have

\[
\|\nabla_\lambda f(\mathcal{T}_\lambda(\mathbf{u}))\|_2^2 = J_{\mathcal{T}}(\mathbf{u}) \|\nabla f(\mathcal{T}_\lambda(\mathbf{u}))\|_2^2.
\]

for any \( \lambda \in \mathbb{R}^P \) and \( \mathbf{u} \in \mathbb{R}^d \), where \( J_{\mathcal{T}}(\mathbf{u}) : \mathbb{R}^d \rightarrow \mathbb{R} \) is a function defined as

\[
\begin{align*}
J_{\mathcal{T}}(\mathbf{u}) &= 1 + \sum_{i=1}^d u_i^2 & \text{for the full-rank and} \\
J_{\mathcal{T}}(\mathbf{u}) &= 1 + \sqrt{\sum_{i=1}^d u_i^4} & \text{for the mean-field parameterizations}.
\end{align*}
\]

**Proof.** The result is a collection of the results of Domke (2019, Lemma 1) for the full-rank parameterization and Kim et al. (2023b, Lemma 2) for the mean-field parameterization.

**Lemma 4** (Corollary 2; Kim et al., 2023a). Assume Assumption 1 and let \( \mathcal{T}_\lambda : \mathbb{R}^d \rightarrow \mathbb{R}^d \) (Definition 3) be the location-scale reparameterization function. Then, for any \( \lambda, \lambda' \in \mathbb{R}^P \),

\[
\mathbb{E}J_{\mathcal{T}}(\mathbf{u}) \|\mathcal{T}_{\lambda'}(\mathbf{u}) - \mathcal{T}_\lambda(\mathbf{u})\|_2^2 \leq C(d, \varphi) \|\lambda - \lambda'\|_2^2,
\]

where \( C(d, \varphi) = d + k_\varphi \) for the full-rank and \( C(d, \varphi) = 2k_\varphi \sqrt{d} + 1 \) for the mean-field parameterizations.

**Lemma 5** (Lemma 2; Domke, 2019). Assume Assumption 1 and let \( \mathcal{T}_\lambda : \mathbb{R}^d \rightarrow \mathbb{R}^d \) (Definition 3) be the location-scale reparameterization function. Then, for the full-rank parameterization,

\[
\mathbb{E}J_{\mathcal{T}}(\mathbf{u}) \|\mathcal{T}_\lambda(\mathbf{u}) - \mathbf{z}\|_2^2 = C_1(d, \varphi) \|\mathbf{m} - \mathbf{z}\|_2^2 + C_2(d, \varphi) \|\mathbf{C}\|_F^2,
\]

where

\[
\begin{align*}
C_1(d, \varphi) &= d + 1, & C_2(d, \varphi) &= d + k_\varphi, & \text{for the full-rank} \\
C_1(d, \varphi) &= \sqrt{d} k_\varphi + k \sqrt{d} + 1, & C_2(d, \varphi) &= 2k_\varphi \sqrt{d} + 1, & \text{for the mean-field}.
\end{align*}
\]

**Proof.** The result is a collection of the results of Domke (2019, Lemma 2) for the full-rank parameterization and Kim et al. (2023b, Lemma 2) for the mean-field parameterization.

**Lemma 6.** For any \( a, b, c \in \mathbb{R} \),

\[
(a + b + c)^2 \leq (2 + \delta) a^2 + (2 + \delta) b^2 + (1 + 2\delta^{-1}) c^2,
\]

for any \( \delta > 0 \).

**Proof.** The Peter-Paul generalization of Young’s inequality states that, for \( d, e \geq 0 \), we have

\[
d e \leq \frac{\delta}{2} d^2 + \frac{\delta^{-1}}{2} e^2.
\]
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Applying this,

\[(a + b + c)^2 = a^2 + b^2 + c^2 + 2ab + 2ac + 2bc\]
\[\leq a^2 + b^2 + c^2 + 2|a||b| + 2|a||c| + 2|b||c|\]
\[\leq a^2 + b^2 + c^2 + 2 \left( \frac{1}{2} a^2 + \frac{1}{2} b^2 \right) + 2 \left( \frac{\delta}{2} a^2 + \frac{\delta^{-1}}{2} c^2 \right) + 2 \left( \frac{\delta}{2} b^2 + \frac{\delta^{-1}}{2} c^2 \right)\]
\[= a^2 + b^2 + c^2 + (a^2 + b^2) + (\delta a^2 + \delta^{-1} c^2) + (\delta b^2 + \delta^{-1} c^2)\]
\[= (2 + \delta) a^2 + (2 + \delta) b^2 + (1 + 2\delta^{-1}) c^2.\]

Lemma 7. Let \(T_\lambda : \mathbb{R}^p \times \mathbb{R}^d \to \mathbb{R}^d\) be the location-scale reparameterization function (Definition 3) and \(u \sim \varphi\) satisfy Assumption 1. Then,

\[\mathbb{E} \left( 1 + \sum_{i=1}^d u_i^2 \right) (T_\lambda(u) + z) = (d + 1)(m + z)\]

for any \(z \in \mathbb{R}^d\).

Proof.

\[\mathbb{E} \left( 1 + \sum_{i=1}^d u_i^2 \right) (T_\lambda(u) + z) = \mathbb{E} \left( 1 + \|u\|_2^2 \right) (Cu + m + z)\]
\[= CE \left( 1 + \|u\|_2^2 \right) u + \mathbb{E} \left( 1 + \|u\|_2^2 \right) (m + z)\]
\[= (d + 1)(m + z),\]

where the last equality follows from Lemma 2 and Assumption 1.

Lemma 8. Let \(A = \text{diag}(A_1, \ldots, A_d) \in \mathbb{R}^{d \times d}\) be some diagonal matrix, define

\[B = \begin{bmatrix}
L^{-1/2} & \quad & \quad \\
L^{1/2} & \quad & \quad \\
\ddots & \quad \quad \ddots & \quad \quad \\
L^{1/2} & \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \\
\end{bmatrix}, \quad C = L^{-1/2} I,
\]
some \(u \in \mathbb{R}^d\), \(m \in \mathbb{R}^d\), and \(z \in \mathbb{R}^d\) such that \(m_1 = z_1\). For \(\lambda = (m, C)\), the expression

\[\|B^{-1} C^{-1} (Au + m - z)\|_2^2\]

can be bounded for the following instances of \(A\):

(i) If \(A = C\),

\[\|B^{-1} C^{-1} (Cu + m - z)\|_2^2 = \|Cu + m - z\|_2^2 + (L - L^{-1}) u_1^2,\]

(ii) while if \(A = O\),

\[\|B^{-1} C^{-1} (m - z)\|_2^2 = \|m - z\|_2^2.\]

Proof. First notice that

\[B^{-1} C^{-1} = \begin{bmatrix}
L & \quad & \quad \\
1 & \quad & \quad \\
\ddots & \quad \quad \ddots & \quad \quad \\
1 & \quad \quad \quad \quad \\
\end{bmatrix}.\]
Denoting the 1st coordinate of $Au + m$ as $[Au + m]_1 = A_1 u_1 + m_1$, we have

$$
\|B^{-1}C^{-1}(Au + m - z)\|_2^2
$$

$$
= \left\| \begin{bmatrix}
L \\
1 \\
\vdots \\
1
\end{bmatrix} (Au + m - z) \right\|_2^2
$$

$$
= \|Au + m - z\|_2^2 + (L^2 - 1)\|Au + m\|_2^2
$$

$$
= \|Au + m - z\|_2^2 + (L^2 - 1)(A_1 u_1 + m_1 - z_1)^2,
$$

and using the fact that $m_1 = z_1$

$$
= \|Au + m - z\|_2^2 + (L^2 - 1) A_1^2 u_1^2.
$$

Proof of (i) If $A = C = L^{-1/2}I$, Eq. (3) yields,

$$
\|B^{-1}C^{-1}(Au + m - z)\|_2^2 = \|Cu + m - z\|_2^2 + (L^2 - 1)L^{-1} u_1^2
$$

$$
= \|Cu + m - z\|_2^2 + (L - L^{-1}) u_1^2.
$$

Proof of (ii) If $A = O$, Eq. (3) yields,

$$
\|B^{-1}C^{-1}(Au + m - z)\|_2^2 = \|m - z\|_2^2.
$$
C.3 Smoothness Under Triangular Scale Parameterization

**Proposition 2.** The entropy $\lambda \mapsto \mathbb{H}(q_{\lambda})$ is $S$-Lipschitz smooth on $\Lambda_S$.

**Proof.** From the definition of the entropy of location-scale variational families, we have

$$
\| \nabla_{\lambda} \mathbb{H}(q_{\lambda}) - \nabla_{\lambda'} \mathbb{H}(q_{\lambda'}) \|^2_2 = \| \nabla_{C} \log \det C - \nabla_{C'} \log \det C' \|^2_2,
$$

since $C, C' \in L^d_{++}$,

$$
= \| \nabla_{C} \log \det (\text{diag}(C)) - \nabla_{C'} \log \det (\text{diag}(C')) \|^2_2,
$$

since the determinant of triangular matrices is the product of the diagonal,

$$
= \sum_{i=1}^d \left| \frac{\partial \log C_{ii}}{\partial C_{ii}} - \frac{\partial \log C'_{ii}}{\partial C'_{ii}} \right|^2
$$

$$
= \sum_{i=1}^d \left| \frac{1}{C_{ii}} - \frac{1}{C'_{ii}} \right|^2
$$

$$
= \sum_{i=1}^d C^{-2}_{ii} |C'_{ii} - C_{ii}|^2 (C'_{ii})^{-2},
$$

and since $\sigma_{\text{min}}(C) \geq S^{-1/2} \Leftrightarrow C_{ii}^{-2} \leq S$ for all $i = 1, \ldots, d$,

$$
\leq S^2 \sum_{i=1}^d |C'_{ii} - C_{ii}|^2
$$

$$
= S^2 \| \text{diag}(C) - \text{diag}(C') \|^2_2
$$

$$
\leq S^2 \| \lambda - \lambda' \|^2_2.
$$

\qed
C.4 Upper Bound on Gradient Variance of STL

C.4.1 General Decomposition

Lemma 1. Assume Assumption 2. The expected-squared norm of STL is bounded as
\[
\mathbb{E}\|g_{\text{STL}}(\lambda)\|_2^2 \leq (2 + \delta)V_1 + (2 + \delta)V_2 + (1 + 2\delta^{-1})V_3,
\]
where the terms are
\[
V_1 = \mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \ell(\mathcal{F}_{\lambda^*}(u))\|_2^2,
V_2 = \mathbb{E}J_\mathcal{F}(u) \|\nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda}(u))\|_2^2,
V_3 = \mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\|_2^2,
\]
for any \(\delta > 0\) and \(\lambda \in \mathbb{R}^p\). \(J_\mathcal{F}: \mathbb{R}^d \to \mathbb{R}\) is a function depending on the variational family as
\[
J_\mathcal{F}(u) = 1 + \sum_{i=1}^d u_i^2 \quad \text{for full-rank and}
J_\mathcal{F}(u) = 1 + \sqrt{\sum_{i=1}^d u_i^4} \quad \text{for mean-field}.
\]

Proof. From the definition of the STL estimator Definition 5,
\[
\mathbb{E}\|g_{\text{STL}}(\lambda)\|_2^2 = \mathbb{E}\|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \mathcal{Q}_{\lambda}(\mathcal{F}_\lambda(u))\|_2^2|_{\lambda = \lambda},
\]

by Lemma 3,
\[
= \mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \mathcal{Q}_{\lambda}(\mathcal{F}_\lambda(u))\|_2^2|_{\lambda = \lambda},
\]

adding the terms \(\nabla \log \ell(\mathcal{F}_{\lambda^*}(u))\) and \(\nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\) that cancel,
\[
= \mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \ell(\mathcal{F}_{\lambda^*}(u))
+ \nabla \log \ell(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))
+ \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\|_2^2,
\]

applying Lemma 6,
\[
\leq \mathbb{E}J_\mathcal{F}(u) \left( (2 + \delta)\|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \ell(\mathcal{F}_{\lambda^*}(u))\|_2^2
+ (2 + \delta)\|\nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda}(u))\|_2^2
+ (1 + 2\delta^{-1})\|\nabla \log \ell(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\|_2^2 \right),
\]

and distributing \(J_\mathcal{F}\) and the expectation,
\[
= (2 + \delta)\mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_\lambda(u)) - \nabla \log \ell(\mathcal{F}_{\lambda^*}(u))\|_2^2
+ (2 + \delta)J_\mathcal{F}(u) \mathbb{E}\|\nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\|_2^2
+ (1 + 2\delta^{-1})\mathbb{E}J_\mathcal{F}(u) \|\nabla \log \ell(\mathcal{F}_{\lambda^*}(u)) - \nabla \log \mathcal{Q}_{\lambda^*}(\mathcal{F}_{\lambda^*}(u))\|_2^2.
\]
C.4.2 Full-Rank Parameterization

**Theorem 1.** Assume Assumption 2 and that $\ell$ is $L$-log-smooth. For the full-rank parameterization, the expected-squared norm of the STL estimator is bounded as

$$
\mathbb{E} \| g_{\text{STL}}(\lambda) \|^2_2 \leq \alpha_{\text{STL}} \| \lambda - \lambda^* \|^2_2 + \beta_{\text{STL}}
$$

where

$$
\alpha_{\text{STL}} = (2 + \delta) \left( L^2 (d + k_\varphi) + S^2 (d + 1) \right)
$$

$$
\beta_{\text{STL}} = (1 + 2\delta^{-1}) \left( 2d + k_\varphi \right) \sqrt{D_{F^+}(q_\lambda^*, \ell)}
$$

for any $\lambda, \lambda^* \in \Lambda_S$ and any $\delta > 0$.

**Proof.** We analyze each of the terms in Lemma 1.

**Bound on $V_1$** For $V_1$, we obtain the quadratic bound from the optimum as

$$
V_1 = \mathbb{E} J_{\mathcal{F}}(u) \| \nabla \log \ell (\mathcal{F}_\lambda(u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda(u)) \|^2_2
\leq L^2 \mathbb{E} J_{\mathcal{F}}(u) \| \mathcal{F}_\lambda(u) - \mathcal{F}_{\lambda^*}(u) \|^2_2 \quad \text{(L-log-smoothness)}
\leq L^2 (d + k_\varphi) \| \lambda - \lambda^* \|^2_2. \quad \text{(Lemma 4)}
$$

**Bound on $V_2$** Now for,

$$
V_2 = \mathbb{E} J_{\mathcal{F}}(u) \| \nabla \log q_{\lambda^*} (\mathcal{F}_{\lambda^*}(u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda(u)) \|^2_2,
$$
we use the fact that, for location-scale family distributions, the log-probability density is

$$
\log q_\lambda(z) = \log \varphi \left( C^{-1} (z - m) \right) - \log |C|.
$$

Considering reparameterization,

$$
\log q_\lambda(\mathcal{F}_\lambda(u)) = \log \varphi \left( C^{-1} (\mathcal{F}_\lambda(u) - m) \right) - \log |C| = \log \varphi \left( (Cu + m) - m \right) - \log |C| = \log \varphi (u) - \log |C|.
$$

This implies

$$
\nabla \log q_\lambda(\mathcal{F}_\lambda(u)) = \nabla \log \varphi (u) - \nabla \log |C| = -\nabla \log |C| = \nabla \mathcal{H}(q_\lambda).
$$

Thus,

$$
V_2 = \mathbb{E} J_{\mathcal{F}}(u) \| \nabla \log q_{\lambda^*} (\mathcal{F}_{\lambda^*}(u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda(u)) \|^2_2
\leq S^2 \mathbb{E} J_{\mathcal{F}}(u) \| \lambda - \lambda^* \|^2_2 \quad \text{(Proposition 2)}
\leq S^2 \left( 1 + \mathbb{E} \sum_{i=1}^d \xi_i^2 \right) \| \lambda - \lambda^* \|^2_2 \quad \text{(definition of $J_{\mathcal{F}}$ in Lemma 3)}
= S^2 (1 + d) \| \lambda - \lambda^* \|^2_2. \quad \text{(Assumption 1)}
$$

**Bound on $V_3$** Finally, for $V_3$,

$$
V_3 = \mathbb{E} J_{\mathcal{F}}(u) \| \nabla \log \ell (\mathcal{F}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*} (\mathcal{F}_{\lambda^*}(u)) \|^2_2,
$$
Thus, and since by Lemma 2 and Assumption 1, the $\mathbb{E}$ differs as
\[
\mathbb{E}\left(1 + \|u\|_2^2\right)\|\nabla \log (\mathcal{J}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{J}_{\lambda^*}(u))\|_2^2
\]
through the Cauchy-Schwarz inequality,
\[
\leq \sqrt{\mathbb{E}\left(1 + \|u\|_2^2\right)^2} \sqrt{\mathbb{E}\|\nabla \log (\mathcal{J}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{J}_{\lambda^*}(u))\|_2^2}
\]
by Lemma 2 and Assumption 1, the $2 \mathbb{E}\|u\|_2^2$ term becomes
\[
= \sqrt{1 + 2d + \mathbb{E}\|u\|_2^4} \sqrt{\mathbb{E}\|\nabla \log (\mathcal{J}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{J}_{\lambda^*}(u))\|_2^4}.
\]
Meanwhile, $\mathbb{E}\|u\|_2^4$ follows as
\[
\mathbb{E}\|u\|_2^4 = \mathbb{E}\left(\|u\|_2^2\right)^2 = \mathbb{E}\left(\sum_{i=1}^{d} u_i^2\right)^2 = \mathbb{E}\left(\sum_{i=1}^{d} u_i^4 + \sum_{i\neq j} u_i^2 u_j^2\right),
\]
while from Assumption 1, $u_i$ and $u_j$ are independent for $i \neq j$. Thus
\[
= \sum_{i=1}^{d} \mathbb{E}u_i^4 + \sum_{i\neq j} \mathbb{E}u_i^2 u_j^2,
\]
and by Assumption 1, we have $\mathbb{E}u_i^4 = k_\varphi$, $\mathbb{E}u_i^2 = 1$, and $\mathbb{E}u_j^2 = 1$. Therefore,
\[
= dk_\varphi + 2\binom{d}{2},
\]
and applying the well-known upper bound on the binomial coefficient $\binom{d}{2} \leq \left(\frac{ed}{2}\right)^2$,
\[
\leq dk_\varphi + 2\left(\frac{e}{2}d\right)^2 = dk_\varphi + \frac{e^2}{2}d^2,
\]
where $e$ is Euler’s constant.

Applying this to first term in Eq. (8),
\[
\sqrt{1 + 2d + \mathbb{E}\|u\|_2^4} \leq \sqrt{1 + 2d + k_\varphi d + \frac{e^2}{2}d^2} = \sqrt{\frac{e^2}{2}d^2 + (2 + k_\varphi)d + 1},
\]
and since $k_\varphi \geq 1$, $d \geq 1$, and $e^2/2 \leq 4$,
\[
\leq \sqrt{4d^2 + (2k_\varphi + k_\varphi)d + k_\varphi^2} = \sqrt{4d^2 + 3k_\varphi d + k_\varphi^2}
\]
\[
\leq \sqrt{4d^2 + 4dk_\varphi + k_\varphi^2}
\]
\[
= (2d + k_\varphi)
\]
(9)

Thus, $V_3$ can be bounded as
\[
V_3 \leq \sqrt{1 + 2d + \mathbb{E}\|u\|_2^4} \sqrt{\mathbb{E}\|\nabla \log (\mathcal{J}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{J}_{\lambda^*}(u))\|_2^4},
\]
applying Eq. (9),
\[
\leq (2d + k_\varphi) \sqrt{\mathbb{E}\|\nabla \log (\mathcal{J}_{\lambda^*}(u)) - \nabla \log q_{\lambda^*}(\mathcal{J}_{\lambda^*}(u))\|_2^4}
\]
applying Change-of-Variable on the score term,

\[
= (2d + k\varphi) \sqrt{\mathbb{E}_{z \sim q_\lambda^*} \| \nabla \log \ell (z) - \nabla \log q_\lambda^* (z) \|_2^4}
\]

and by the definition of the 4th order Fisher-Hyvärinen divergence,

\[
\leq (2d + k\varphi) \sqrt{D_{F4} (q_\lambda^*, \ell)}.
\]

Combining Eqs. (5), (7) and (10) with Lemma 1,

\[
\mathbb{E} \| g_{STL} (\lambda) \|_2^2 \leq (2 + \delta)V_1 + (2 + \delta)V_2 + (1 + 2\delta^{-1})V_3
\]

\[
\leq L^2 (2 + \delta) (d + k\varphi) \| \lambda - \lambda^* \|_2^2 + S^2 (2 + \delta) (d + 1) \| \lambda - \lambda^* \|_2^2
\]

\[
+ (1 + 2\delta^{-1}) (2d + k\varphi) \sqrt{D_{F4} (q_\lambda^*, \ell)}
\]

\[
= (2 + \delta) (L^2 (d + k\varphi) + S^2 (d + 1)) \| \lambda - \lambda^* \|_2^2
\]

\[
+ (1 + 2\delta^{-1}) (2d + k\varphi) \sqrt{D_{F4} (q_\lambda^*, \ell)}.
\]
C.4.3 Mean-Field Parameterization

**Theorem 7.** Assume Assumption 2 and that $\ell$ is $L$-log-smooth. For the mean-field parameterization, the expected-squared norm of the STL estimator is bounded as

$$E\|g_{STL}(\theta)\|_2^2 \leq (2 + \delta) \left( L^2 \left( 2k_\varphi \sqrt{d} + 1 \right) + S^2 \left( \sqrt{dk_\varphi} + 1 \right) \right) \left\| \lambda - \lambda^* \right\|_2^2 + (1 + 2\delta) \left( 1 + \sqrt{dk_\varphi} \right) \sqrt{D_{F^4}(q_{\lambda^*}, \ell)}$$

for any $\lambda, \lambda^* \in \Lambda_S$ and any $\delta > 0$.

**Proof.** Similarly with Theorem 1, we analyze each term in Lemma 1.

**Bound on $V_1$** The process for $V_1$ is more or less identical to Theorem 1. Starting from Eq. (4),

$$V_1 \leq L^2 EJ_\mathcal{F}(u) \left\| J_\mathcal{F}(\theta) - J_\mathcal{F}(\theta^*) \right\|_2^2,$$

$$\leq \left( 2k_\varphi \sqrt{d} + 1 \right) \left\| \lambda - \lambda^* \right\|_2^2.$$  \hspace{1cm} (Lemma 4) \hspace{1cm} (11)

**Bound on $V_2$** This is also identical to Theorem 1 apart from $J_\mathcal{F}$. Resuming from Eq. (6),

$$V_2 \leq S^2 EJ_\mathcal{F} \left\| \lambda - \lambda^* \right\|_2^2,$$

$$= S^2 \left( 1 + \mathbb{E} \left( \sum_{i=1}^d u_i^4 \right) \left\| \lambda - \lambda^* \right\|_2^2, \hspace{1cm} \text{definition of } J_\mathcal{F} \text{ in Lemma 3} \right.$$

$$\leq S^2 \left( 1 + \sqrt{\sum_{i=1}^d u_i^4} \left\| \lambda - \lambda^* \right\|_2^2, \hspace{1cm} \text{Jensen’s inequality} \right.$$

$$\leq S^2 \left( 1 + \sqrt{dk_\varphi} \right) \left\| \lambda - \lambda^* \right\|_2^2.$$  \hspace{1cm} (Assumption 1). \hspace{1cm} (12)

**Bound on $V_3$** The derivation for $V_3$ is less technical than the full-rank case. Denoting $U = \text{diag}(u_1, ..., u_d)$ for clarity, we have

$$\sqrt{\sum_{i=1}^d u_i^4} = \|U^2\|_F.$$  \hspace{1cm} (13)

Then,

$$V_3 = EJ_\mathcal{F}(u) \left\| \nabla \log \ell (J_{\lambda^*}(u)) - \nabla \log q_{\lambda^*} (J_{\lambda^*}(u)) \right\|_2^2,$$

by the definition of $J_\mathcal{F}$ in Lemma 3 and Eq. (13),

$$= E \left( 1 + \|U^2\|_F^2 \right) \left\| \nabla \log \ell (J_{\lambda^*}(u)) - \nabla \log q_{\lambda^*} (J_{\lambda^*}(u)) \right\|_2^2,$$

through the Cauchy-Schwarz inequality,

$$\leq \sqrt{E \left( 1 + 2\|U^2\|_F^2 + \|U^2\|_F^2 \right)} \sqrt{E \left\| \nabla \log \ell (J_{\lambda^*}(u)) - \nabla \log q_{\lambda^*} (J_{\lambda^*}(u)) \right\|_2^4}.$$  \hspace{1cm} \(T_\circledast\)

$T_\circledast$ follows as

$$T_\circledast = \sqrt{E \left( 1 + 2\|U^2\|_F^2 + \|U^2\|_F^2 \right)}$$

$$= \sqrt{E \left( 1 + 2\sqrt{\sum_{i=1}^d u_i^4 + \sum_{i=1}^d u_i^4} \right)},$$
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distributing the expectation,
\[
= \sqrt{1 + 2E\left(\sqrt{\sum_{i=1}^d u_i^4}\right) + \sum_{i=1}^d E u_i^4},
\]

applying Jensen’s inequality to the middle term,
\[
\leq \sqrt{1 + 2\sqrt{\sum_{i=1}^d E u_i^4} + \sum_{i=1}^d E u_i^4},
\]

and from Assumption 1,
\[
= \sqrt{1 + 2\sqrt{d\kappa + d\kappa} = \sqrt{\left(1 + \sqrt{d\kappa}\right)^2}}
= 1 + \sqrt{d\kappa}.
\] (14)

As in the proof of Lemma 1, we obtain the 4th order Fisher-Hyvärinen divergence after Change-of-Variable. Combining this fact with Eqs. (11), (12) and (14) and Lemma 1,

\[
E\|g_{ STL}(\lambda)\|_2^2 \leq (2 + \delta)V_1 + (2 + \delta)V_2 + (1 + 2\delta^{-1})V_3
\]
\[
\leq L^2(2 + \delta)\left(2\kappa\sqrt{d + 1}\right)\|\lambda - \lambda^*\|_2^2 + S^2(2 + \delta)\left(\sqrt{d\kappa} + 1\right)\|\lambda - \lambda^*\|_2^2
\]
\[
+ (1 + 2\delta^{-1})\left(\sqrt{d\kappa} + 1\right)\sqrt{dF(q_{\lambda^*}, \ell)}
\]
\[
= (2 + \delta)\left(L^2\left(2\kappa\sqrt{d + 1}\right) + S^2\left(\sqrt{d\kappa} + 1\right)\right)\|\lambda - \lambda^*\|_2^2
\]
\[
+ (1 + 2\delta^{-1})\left(\sqrt{d\kappa} + 1\right)\sqrt{dF(q_{\lambda^*}, \ell)}.
\]
C.5 Lower Bound on Gradient Variance of STL

C.5.1 General Lower Bound

**Theorem 2.** Assume Assumption 2. The expected-squared norm of the STL estimator is lower bounded as
\[
\mathbb{E} \| g_{STL}(\lambda) \|^2 \geq D_F(q_\lambda, \pi) \geq \frac{2}{C_{LSI}} D_{KL}(q_\lambda, \pi),
\]
for all $\lambda \in \Lambda_S$ and any $0 < S < \infty$, where the last inequality holds if $\pi$ is LSI.

**Proof.**

\[
\mathbb{E} \| g_{STL}(\lambda) \|^2 = \mathbb{E} \| \nabla_{\lambda} \log \ell (\mathcal{F}_\lambda (u)) - \nabla_{\lambda} \log q_\lambda (\mathcal{F}_\lambda (u)) \|^2 \bigg|_{\lambda = \lambda},
\]
by Lemma 3,

\[
= E_{J_{\mathcal{F}}(u)} \| \nabla \log \ell (\mathcal{F}_\lambda (u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda (u)) \|^2 \bigg|_{\lambda = \lambda},
\]

since $J_{\mathcal{F}}(u) \geq 1$ for both the full-rank and mean-field parameterizations,

\[
\geq E \| \nabla \log \ell (\mathcal{F}_\lambda (u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda (u)) \|^2,
\]

after Change-of-Variable,

\[
= E_{z \sim q_\lambda} \| \nabla \log \ell (z) - \nabla \log q_\lambda (z) \|^2,
\]

and since $\log \pi(z) = \log \ell (z) + \log Z$ for some constant $Z > 0$,

\[
= E_{z \sim q_\lambda} \| \nabla \log \pi(z) - \nabla \log q_\lambda (z) \|^2
\]

= $D_F(q_\lambda, \ell)$.

Finally, when the log-Sobolev inequality applies,

\[
\geq \frac{2}{C_{LSI}} D_{KL}(q_\lambda, \pi).
\]

$\square$
C.5.2 Unimprovability

**Theorem 3.** Assume Assumption 2. There exists a strongly-convex, $L$-log-smooth posterior and some variational parameter $\tilde{\lambda} \in \Lambda_L$ for all $L \geq 1$ such that
\[
E\|g_{\text{STL}}(\tilde{\lambda})\|_2^2 \geq (L^2 (d + k_{\varphi}) - 2 (d + 1)) \|\tilde{C}\|_F^2 - 2 (k_{\varphi} - 1) \|\tilde{m} - \tilde{z}\|_2^2,
\]
where $\tilde{\lambda} = (\tilde{m}, \tilde{C})$ and $\tilde{z}$ is a stationary point of the said log posterior.

**Proof.** The worst case is achieved by the following:

(i) $\log \ell$ is ill-conditioned such that the smoothness constant is large. This results in the domain $\Lambda_L$ to include ill-conditioned $\mathcal{C}$s, which has the largest impact on the gradient variance. Furthermore,

(ii) $\pi$ and $q_\lambda$ need to have the least overlap in probability volume. This means the variance reduction effect will be minimal.

For Gaussians, this is equivalent to minimizing $\|S^{-1}\Sigma^{-1}\|_F^2$ while maximizing $\|\Sigma^{-1}\|_F^2$ and $\|S^{-1}\|_F^2$.

We therefore choose
\[
\pi = N(\tilde{z}, \Sigma) \quad q_\lambda = N(\tilde{m}, \tilde{S}),
\]
where
\[
\Sigma = \begin{bmatrix} L^{-1} & & \\ & L & \\ & & L \end{bmatrix}, \quad \tilde{S} = L^{-1}I, \quad \text{and} \quad \tilde{m} = \begin{bmatrix} \tilde{z}_1 \\ m_2 \\ \vdots \\ m_d \end{bmatrix},
\]
where $\tilde{z}_1$ is the 1st element of $\tilde{z}$ such that $\tilde{m}_1 = \tilde{z}_1$. The choice of $\tilde{m}_1 = \tilde{z}_1$ is purely for clarifying the derivation. Notice that $\Sigma$ has $d - 1$ entries set as $L$, only one entry set as $L^{-1}$, and $\tilde{S} = \tilde{C}\tilde{C}$. Here, $\pi$ is $L^{-1}$-strongly log-concave, $L$-log smooth, and $\tilde{\lambda} = (\tilde{m}, \tilde{C}) \in \Lambda_L$.

**General Gaussian $\pi$ Lower Bound** As usual, we start from the definition of the STL estimator as
\[
E\|g_{\text{STL}}(\lambda)\|_2^2 = E\|\nabla \log \ell (\mathcal{F}_\lambda (u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda (u))\|_2^2 \bigg|_{\nu = \lambda}
\]
by Lemma 3,
\[
= E\|\nabla \log \ell (\mathcal{F}_\lambda (u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda (u))\|_2^2 \bigg|_{\nu = \lambda},
\]
since both $\pi$ and $q_\lambda$ are Gaussians,
\[
= E \left( 1 + \sum_{i=1}^d u_i^2 \right) \|\nabla \log \ell (\mathcal{F}_\lambda (u)) - \nabla \log q_\lambda (\mathcal{F}_\lambda (u))\|_2^2
\]
\[
= E \left( 1 + \sum_{i=1}^d u_i^2 \right) \|\Sigma^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}) - S^{-1} (\mathcal{F}_\lambda (u) - \tilde{m})\|_2^2
\]
\[
= E \left( 1 + \sum_{i=1}^d u_i^2 \right) \|\Sigma^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}) - S^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}) + S^{-1} (m - \tilde{z})\|_2^2
\]
\[
= E \left( 1 + \sum_{i=1}^d u_i^2 \right) \left( \|\Sigma^{-1} (\mathcal{F}_\lambda (u) - \tilde{z})\|_2^2 + \|S^{-1} (\mathcal{F}_\lambda (u) - \tilde{z})\|_2^2 + \|S^{-1} (m - \tilde{z})\|_2^2
\]
\[
- 2 \langle \Sigma^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}), S^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}) \rangle
\]
\[
+ 2 \langle \Sigma^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}), S^{-1} (m - \tilde{z}) \rangle
\]
\[
- 2 \langle S^{-1} (\mathcal{F}_\lambda (u) - \tilde{z}), S^{-1} (m - \tilde{z}) \rangle \right),
\]
distributing the expectation and $1 + \sum_{i=1}^{d} u_i^2$,

$$
= \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 + \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 \right)
+ \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| S^{-1} (m - \mathcal{Z}) \|^2
- 2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \langle \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}), S^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \rangle
+ 2 \langle \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}), S^{-1} (m - \mathcal{Z}) \rangle
- 2 \langle S^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}), S^{-1} (m - \mathcal{Z}) \rangle,
$$

applying Lemmas 2 and 7 to the second term and the last two inner product terms,

$$
= \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 + \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 \right)
+ (d + 1) \| S^{-1} (m - \mathcal{Z}) \|^2
- 2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \langle \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}), S^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \rangle
+ 2 \langle (d + 1) (\Sigma^{-1} (m - \mathcal{Z}), S^{-1} (m - \mathcal{Z})) \rangle
- 2 \langle S^{-1} (m - \mathcal{Z}), S^{-1} (m - \mathcal{Z}) \rangle.
$$

The last two inner products can be denoted as norms such that

$$
= \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 + \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 \right)
+ (d + 1) \| S^{-1} (m - \mathcal{Z}) \|^2
- 2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| B^{-1} C^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2
+ 2 \langle (d + 1) \| B^{-1} C^{-1} (m - \mathcal{Z}) \|^2 - 2 (d + 1) \| S^{-1} (m - \mathcal{Z}) \|^2 \rangle,
$$

where $B$ is the matrix square root of $\Sigma$ such that $B^{-1}B^{-1} = \Sigma^{-1}$. The derivation so far applies to any Gaussian $\pi, q_\lambda$ and $\lambda \in \Lambda_S$ for any $S > 0$.

**Worst-Case Lower Bound** Now, for our worst-case example,

$$
\mathbb{E} \left\| \mathcal{E}_{\text{Stl}} (\tilde{\lambda}) \right\|_2^2 = \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 + \| \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2 \right)
+ (d + 1) \| S^{-1} (\tilde{m} - \mathcal{Z}) \|^2
- 2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| B^{-1} \tilde{C}^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2
+ 2 \langle (d + 1) \| B^{-1} \tilde{C}^{-1} (\tilde{m} - \mathcal{Z}) \|^2 - 2 (d + 1) \| S^{-1} (\tilde{m} - \mathcal{Z}) \|^2 \rangle,
$$

since $\pi$ is $\mu$-strongly log-concave and $S^{-1} = LI$,

$$
\geq \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( L^2 \| \mathcal{F}_\lambda(u) - \mathcal{Z} \|^2 + L^2 \| \mathcal{F}_\lambda(u) - \mathcal{Z} \|^2 \right)
+ (d + 1) L^2 \| \tilde{m} - \mathcal{Z} \|^2
- 2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| B^{-1} \tilde{C}^{-1} (\mathcal{F}_\lambda(u) - \mathcal{Z}) \|^2
+ 2 \langle (d + 1) \| B^{-1} \tilde{C}^{-1} (\tilde{m} - \mathcal{Z}) \|^2 - 2 (d + 1) L^2 \| \tilde{m} - \mathcal{Z} \|^2 \rangle,
$$
and grouping the terms,
\[
= (L^{-2} + L^2) \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| \mathcal{T}_\lambda(u) - \bar{z} \|^2_2 - (d + 1) L^2 \| \bar{m} - \bar{z} \|^2_2
\]

\[
-2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| B^{-1} C^{-1} (\mathcal{T}_\lambda (u) - \bar{z}) \|^2_2
\]

\[
+2(d + 1) \| B^{-1} C^{-1} (\bar{m} - \bar{z}) \|^2_2.
\]

**Lower Bound on \( T_\| \)** For \( T_\| \), we have
\[
T_\| = (L^{-2} + L^2) \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| \mathcal{T}_\lambda(u) - \bar{z} \|^2_2 - (d + 1) L^2 \| \bar{m} - \bar{z} \|^2_2,
\]

applying Lemma 5,
\[
= (L^{-2} + L^2) \left( (d + 1) \| \bar{m} - \bar{z} \|^2_2 + (d + k_\varphi) \| \bar{C} \|^2_F \right) - (d + 1) L^2 \| \bar{m} - \bar{z} \|^2_2,
\]

and since \( L^{-2} > 0 \) and is negligible for large \( Ls \),
\[
\geq L^2 \left( (d + 1) \| \bar{m} - \bar{z} \|^2_2 + (d + k_\varphi) \| \bar{C} \|^2_F \right) - (d + 1) L^2 \| \bar{m} - \bar{z} \|^2_2
\]

\[
= L^2 (d + k_\varphi) \| \bar{C} \|^2_F. \tag{15}
\]

**Lower Bound on \( T_{\|} \)** For \( T_{\|} \), we now use the covariance structures of our worst case through Lemma 8. That is,
\[
T_{\|} = -2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| B^{-1} C^{-1} (\mathcal{T}_\lambda (u) - \bar{z}) \|^2_2.
\]

Noting that \( \mathcal{T}_\lambda (u) = \bar{C} u + \bar{m} \) by definition, we can apply Lemma 8 Item (i) as
\[
= -2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \left( \| \mathcal{T}_\lambda (u) - \bar{z} \|^2_2 + (L - L^{-1}) u_1^2 \right),
\]

distributing the expectation and \( 1 + \sum_{i=1}^{d} u_i^2 \),
\[
= -2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| \mathcal{T}_\lambda (u) - \bar{z} \|^2_2 + \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) (L - L^{-1}) u_1^2\right), \tag{T_{\|}}
\]

\( T_{\|} \) follows as
\[
T_{\|} = \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) (L - L^{-1}) u_1^2
\]
\[
= (L^1 - L^{-1}) \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) u_1^2
\]
\[
= (L - L^{-1}) \left( \mathbb{E} u_1^2 + \mathbb{E} u_1^4 + \sum_{i=2}^{d} \mathbb{E} u_i^2 \mathbb{E} u_1^2 \right),
\]
applying Lemma 2,
\[
= (L - L^{-1}) (1 + k_\varphi + d - 1)
\]
\[
= (L - L^{-1}) (d + k_\varphi) \tag{16}.\]

Then,
\[
T_{\|} = -2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| \mathcal{T}_\lambda (u) - \bar{z} \|^2_2 + T_{\|},
\]

bringing Eq. (16) in,
\[
= -2 \mathbb{E} \left( 1 + \sum_{i=1}^{d} u_i^2 \right) \| \mathcal{T}_\lambda (u) - \bar{z} \|^2_2 + (L - L^{-1}) (d + k_\varphi) \).
applying Lemma 5,

\[-2 \left( (d + k_\varphi) \|\tilde{m} - \tilde{z}\|_2^2 + (d + 1)\|\tilde{C}\|_F^2 + (d + k_\varphi) (L - L^{-1}) \right) \]  \hspace{1cm} (17)

**Lower Bound on** $T_3$ **Similarly for** $T_3$, **we can apply** Lemma 8 **Item (ii)** as

\[ T_3 = 2(d + 1)\|B^{-1}\tilde{C}^{-1} (\bar{m} - \bar{z})\|^2 = 2(d + 1)\|\bar{m} - \bar{z}\|^2. \]  \hspace{1cm} (18)

Combining Eqs. (15), (17) and (18),

\[ \mathbb{E}\|\tilde{x}_{\text{STL}}(\tilde{\lambda})\|^2 \geq T_1 + T_2 + T_3 \]

\[ \geq L^2 (d + k_\varphi) \|\tilde{C}\|_F^2 - 2 \left( (d + k_\varphi) \|\bar{m} - \bar{z}\|_2^2 + (d + 1)\|\tilde{C}\|_F^2 + (d + k_\varphi) (L - L^{-1}) \right) + 2(d + 1)\|\bar{m} - \bar{z}\|^2 \]

\[ = (L^2 (d + k_\varphi) - 2(d + 1)) \|\tilde{C}\|_F^2 - 2(k_\varphi - 1)\|\bar{m} - \bar{z}\|^2 - (d + k_\varphi) (L - L^{-1}), \]

and when $L \geq 1$, we have $L - L^{-1} > 0$. Therefore, we can simply the bound as

\[ \geq (L^2 (d + k_\varphi) - 2(d + 1)) \|\tilde{C}\|_F^2 - 2(k_\varphi - 1)\|\bar{m} - \bar{z}\|^2. \]
C.6 Upper Bound on Gradient Variance of CFE

C.6.1 Full-Rank Parameterization

**Theorem 4.** Assume Assumption 2 and that \( \ell \) is \( L \)-log-smooth. For the full-rank parameterization, the expected-squared norm of the CFE estimator is bounded as

\[
E\|g_{\text{CFE}}(\lambda)\|_2^2 \leq \alpha_{\text{CFE}}\|\lambda - \lambda^*\|_2^2 + \beta_{\text{CFE}}
\]

where

\[
\alpha_{\text{CFE}} = L^2 (d + k_\varphi) (1 + \delta) + (L + S)^2
\]

\[
\beta_{\text{CFE}} = L^2 (d + k_\varphi) (1 + \delta^{-1}) \|\lambda^* - \bar{\lambda}\|_2^2
\]

for any \( \lambda, \lambda^* \in \Lambda_S \) and \( \delta > 0 \), where \( \bar{\lambda} = (\bar{z}, 0) \) and \( \bar{z} \) is any stationary point of \( f \).

**Proof.** Following the notation of Domke et al. (2023a), we denote \( \log \ell = f \). Then, starting from the definition of the variance,

\[
E\|g_{\text{CFE}}(\lambda)\|_2^2 = \text{tr} g(\lambda) + E g_{\text{CFE}}(\lambda)\|_2^2,
\]

and by the unbiasedness of \( g_{\text{CFE}} \),

\[
= \text{tr} g(\lambda) + \|\nabla F(\lambda)\|_2^2,
\]

by the definition of \( g_{\text{CFE}} \) (Definition 4),

\[
= \text{tr} \nabla_{z \sim q_\lambda} (\nabla_\lambda f(z) + \nabla H(q_\lambda)) + \|\nabla F(\lambda)\|_2^2.
\]

We now apply the property of the variance: the deterministic components are neglected as

\[
= \text{tr} \nabla_{z \sim q_\lambda} \nabla_\lambda f(z) + \|\nabla F(\lambda)\|_2^2
\]

\[
\leq E_{z \sim q_\lambda} \|\nabla_\lambda f(z)\|_2^2 + \|\nabla F(\lambda)\|_2^2.
\]

(19)

For \( L \)-log-smooth posteriors (\( L \)-smooth \( f \)), Domke (2019, Theorem 3) show that

\[
E_{z \sim q_\lambda} \|\nabla_\lambda f(z)\|_2^2 \leq L^2 (d + k_\varphi) \|m - \bar{z}\|_2^2 + (d + 1) |C|_F^2,
\]

and since \( k_\varphi \geq 1 \),

\[
\leq L^2 (d + k_\varphi) \|m - \bar{z}\|_2^2 + (d + k_\varphi) \|C|_F^2
\]

\[
= L^2 (d + k_\varphi) \|\lambda - \bar{\lambda}\|_2^2,
\]

which is tight.

Applying Eq. (1), we have

\[
E_{z \sim q_\lambda} \|\nabla_\lambda f(z)\|_2^2 \leq L^2 (d + k_\varphi) \|\lambda - \bar{\lambda}\|_2^2
\]

\[
= L^2 (d + k_\varphi) \|\lambda - \lambda^* + \lambda^* - \bar{\lambda}\|_2^2
\]

\[
\leq L^2 (d + k_\varphi) \left( (1 + \delta) \|\lambda - \lambda^*\|_2^2 + (1 + \delta^{-1}) \|\lambda^* - \bar{\lambda}\|_2^2 \right).
\]

(20)

Now, for \( \lambda \in \Lambda_S \), Domke (2020, Theorem 1 & Lemma 12) show that the negative ELBO \( F \) is \( (L + S) \)-smooth as

\[
\|\nabla F(\lambda)\|_2^2 = \|\nabla F(\lambda) - \nabla F(\lambda^*)\|_2^2 \leq (L + S)^2 \|\lambda - \lambda^*\|_2^2.
\]

(21)

Now back to Eq. (19),

\[
E\|g_{\text{CFE}}(\lambda)\|_2^2 \leq E_{z \sim q_\lambda} \|\nabla_\lambda f(z)\|_2^2 + \|\nabla F(\lambda)\|_2^2
\]
applying Eq. (20),
\[
\leq L^2 (d + k_\varphi) \left( (1 + \delta) \| \lambda - \lambda^* \|_2^2 + (1 + \delta^{-1}) \| \lambda^* - \bar{\lambda} \|_2^2 \right) + \| \nabla F(\lambda) \|_2^2
\]
and Eq. (21),
\[
\leq L^2 (d + k_\varphi) \left( (1 + \delta) \| \lambda - \lambda^* \|_2^2 + (1 + \delta^{-1}) \| \lambda^* - \bar{\lambda} \|_2^2 \right) + (L + S)^2 \| \lambda - \lambda^* \|_2^2
= \left( L^2 (d + k_\varphi) (1 + \delta) + (L + S)^2 \right) \| \lambda - \lambda^* \|_2^2 + L^2 (d + k_\varphi) (1 + \delta^{-1}) \| \lambda^* - \bar{\lambda} \|_2^2.
\]
C.6.2 Mean-Field Parameterization

**Theorem 8.** Assume Assumption 2 and that $\ell$ is $L$-log-smooth. For the mean-field parameterization, the expected-squared norm of the CFE estimator is bounded as

$$E\|\nabla_{\lambda} f(\lambda)\|_2^2 \leq \left(2k_\phi \sqrt{d} + 1\right)(1 + \delta) + L^2 \|\lambda - \lambda^*\|_2^2 + \left(2k_\phi \sqrt{d} + 1\right)(1 + \delta^{-1}) \|\lambda^* - \tilde{\lambda}\|_2^2,$$

for any $\lambda \in \mathcal{L}$ and $\delta \geq 0$, where $\tilde{\lambda} = (\tilde{z}, 0)$ and $\tilde{z}$ is any stationary point of $f$.

**Proof.** For the mean-field case, the only difference with Theorem 4 is the upper bound on the energy term. The key step is the mean-field part of Lemma 5, first proven by Kim et al. (2023b). The remaining steps are similar to Theorem 1 of Kim et al. (2023b). That is,

$$E_{z \sim q_\lambda} \|\nabla_{\lambda} f(z)\|_2^2 = E\|\nabla f(\mathcal{I}_\lambda(u))\|_2^2,$$

applying Lemma 3,

$$= E J_f(u) \|\nabla f(\mathcal{I}_\lambda(u))\|_2^2$$

$$= E J_f(u) \|\nabla f(\mathcal{I}_\lambda(u)) - \nabla f(\tilde{z})\|_2^2,$$

from $L$-smoothness of $f = \log \ell$,

$$\leq L^2 J_f(u) E \|\mathcal{I}_\lambda(u) - \tilde{z}\|_2^2,$$

applying Lemma 5,

$$\leq L^2 \left(\sqrt{d} k_\phi + k_\phi \sqrt{d} + 1\right) \|m - \tilde{z}\|_2^2 + L^2 \left(2k_\phi \sqrt{d} + 1\right) \|C\|_F^2.$$

and since $k_\phi \geq 1$, we have $k_\phi > \sqrt{k_\phi}$, and thus

$$\leq L^2 \left(2k_\phi \sqrt{d} + 1\right) \left(\|m - \tilde{z}\|_2^2 + \|C\|_F^2\right)$$

$$= L^2 \left(2k_\phi \sqrt{d} + 1\right) \|\lambda - \tilde{\lambda}\|_2^2.$$

We finally apply Eq. (1) as

$$\leq L^2 \left(2k_\phi \sqrt{d} + 1\right) (1 + \delta) \|\lambda - \lambda^*\|_2^2 + (1 + \delta^{-1}) \|\lambda^* - \tilde{\lambda}\|_2^2. \quad (22)$$

Combining this with Eqs. (19) and (21), we have

$$E\|\nabla_{\lambda} f(\lambda)\|_2^2 \leq E_{z \sim q_\lambda} \|\nabla_{\lambda} f(z)\|_2^2 + \|\nabla F(\lambda)\|_2^2,$$

and applying Eq. (22),

$$\leq E_{z \sim q_\lambda} \|\nabla_{\lambda} f(z)\|_2^2 + (L + S)^2 \|\lambda - \lambda^*\|_2^2$$

$$\leq \left(2k_\phi \sqrt{d} + 1\right) \left(L^2 (1 + \delta) \|\lambda - \lambda^*\|_2^2 + L^2 (1 + \delta^{-1}) \|\lambda^* - \tilde{\lambda}\|_2^2\right) + (L + S)^2 \|\lambda - \lambda^*\|_2^2$$

$$= \left(2k_\phi \sqrt{d} + 1\right) L^2 (1 + \delta) + (L + S)^2 \|\lambda - \lambda^*\|_2^2 + L^2 \left(2k_\phi \sqrt{d} + 1\right) (1 + \delta^{-1}) \|\lambda^* - \tilde{\lambda}\|_2^2.$$

$\square$
C.7 Non-Asymptotic Complexity of Projected SGD

To precisely compare the computational complexity resulting from different estimators, we refine the convergence analyses of Domke et al. (2023a). Specifically, we obtain precise complexity guarantees from their “anytime convergence” statements. This type of convergence analysis, which has been popular in the ERM sample selection strategy literature (Csiba and Richtárik, 2018, §1.1), is convenient for comparing the lower-order and constant factor improvements of different gradient estimators.

C.7.1 QVC Gradient Estimator

**Theorem 9 (Strongly convex $F$ with a fixed stepsize).** For a $\mu$-strongly convex $F : \Lambda \rightarrow \mathbb{R}$ on a convex set $\Lambda$ with a unique global minimizer $\lambda^* \in \Lambda$, the last iterate $\lambda_T$ of projected SGD with a fixed stepsize satisfies

$$
\|\lambda_T - \lambda^*\|^2 \leq \epsilon
$$

if

$$
\gamma = \min \left( \frac{\epsilon \mu}{4 \beta}, \frac{\mu}{2 \alpha}, \frac{2}{\mu} \right)
$$

and

$$
T \geq \max \left( \frac{4 \beta}{\mu^2} \frac{1}{\epsilon}, \frac{2 \alpha}{\mu^2}, \frac{1}{\epsilon} \right) \log \left( \frac{2\|\lambda_0 - \lambda^*\|^2}{1} \frac{1}{\epsilon} \right).
$$

**Proof.** Theorem 6 of Domke et al. (2023a) utilizes the two-stage stepsize of (Gower et al., 2019). The anytime convergence of the first stage,

$$
\|\lambda_T - \lambda^*\|^2 \leq (1 - \gamma \mu)^T \|\lambda_0 - \lambda^*\|^2 + \frac{2 \gamma \beta}{\mu}
$$

corresponds to the SGD with only a fixed stepsize $\gamma < \frac{\mu}{2 \alpha}$.

Here, the result follows from Lemma A.2 of Garrigos and Gower (2023) by plugging the constants

$$
\alpha_0 = \|\lambda_0 - \lambda^*\|^2, \quad A = \frac{2 \beta}{\mu}, \quad \text{and} \quad C = \frac{2 \alpha}{\mu}, \frac{\mu}{2}.
$$

$\square$
Theorem 10 (Strongly convex $F$ with a decreasing stepsize schedule). For a $\mu$-strongly convex $F : \Lambda \rightarrow \mathbb{R}$ on a convex set $\Lambda$ with a unique global minimizer $\lambda^* \in \Lambda$, the last iterate $\lambda_T$ of projected SGD with a decreasing stepsize satisfies $\|\lambda_T - \lambda^*\|^2 \leq \epsilon$ if

$$\gamma_t = \min \left( \frac{\mu}{2\alpha}, \frac{4t + 2}{\mu (t + 1)^2} \right) \quad \text{and} \quad T \geq \frac{16\beta}{\alpha} \frac{1}{\epsilon} + \frac{8\alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\sqrt{\epsilon}}.$$

Proof. Theorem 6 of Domke et al. (2023a) utilizes the two-stage stepsize of Gower et al. (2019). After $T$ steps, with a carefully tuned stepsize of

$$\gamma_t = \min \left( \frac{\mu}{2\alpha}, \frac{4t + 2}{\mu (t + 1)^2} \right)$$

projected SGD achieves

$$\|\lambda_T - \lambda^*\|^2 \leq \frac{64\alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|^2}{T^2} + \frac{32\beta}{\mu^2} \frac{1}{T}.$$

Following a similar strategy to Kim et al. (2023a), we can obtain a computational complexity by solving for the smallest $T$ that achieves

$$\frac{64\alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|^2}{T^2} + \frac{16\beta}{\mu^2} \frac{1}{T} \leq \epsilon.$$

After re-organizing, we solve for

$$AT^2 + BT + C = 0,$$

where

$$A = \epsilon, \quad B = -\frac{16\beta}{\mu^2}, \quad \text{and} \quad C = -\frac{64\alpha^2}{\mu^4} \|\lambda_0 - \lambda^*\|^2.$$

Since $T > 0$, the equation has a unique root

$$T = \frac{-B + \sqrt{B^2 - 4AC}}{2A},$$

applying the inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0$,

$$\leq \frac{-B + \sqrt{B^2 + 4A(-C)}}{2A} = \frac{2(-B) + \sqrt{4A(-C)}}{2A} = \frac{(-B)}{A} + \sqrt{\frac{(-C)}{A}}$$

$$= \frac{16\beta}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|^2}{\sqrt{\epsilon}}$$

$$= \frac{16\beta}{\mu^2} \frac{8\alpha\|\lambda_0 - \lambda^*\|_2}{\mu^2 \sqrt{\epsilon}}.$$

\qed
C.7.2 Adaptive QVC Gradient Estimator

As mentioned at the beginning of § 3.2, we established adaptive QV bounds. For the complexity guarantees for strongly convex objectives (Theorems 9 and 10), it is possible to optimize the free parameter $\delta$ in the bounds, such that they automatically adapt to other problem-specific constants. In this section, we do this for both SGD with fixed stepsize (Lemma 9) and a decreasing (Lemma 10) stepsize schedule.

**Lemma 9 (Strongly convex $F$ with adaptive QV and Fixed Stepsize).** For a $\mu$-strongly convex $F : \Lambda \to \mathbb{R}$ on a convex set $\Lambda$ the last iterate $\lambda_T$ of projected SGD with a gradient estimator satisfying an adaptive QV bound (Assumption 3) is $\epsilon$-close to $\lambda^* = \arg\min_{\lambda \in \Lambda} F(\lambda)$ such that $\|\lambda_T - \lambda^*\|_2^2 < \epsilon$ if

$$\gamma = \min\left(\frac{1}{2} \frac{\mu}{\tilde{\alpha} + 2\tilde{\beta} \epsilon^{-1}}, \frac{2}{\mu}\right) \text{ and }$$

$$T \geq \frac{2}{\mu^2} \max\left(\tilde{\alpha} + 2\tilde{\beta} \frac{1}{\epsilon}, \frac{\mu^2}{4}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right).$$

**Proof.** Recall that, for a stepsize $\gamma$ and a number of steps $T$ satisfying

$$\gamma \leq \min\left(\frac{\epsilon\mu}{4\tilde{\beta}}, \frac{\mu}{2\epsilon} \frac{2}{\mu}\right) \text{ and } T \geq \max\left(\frac{4\tilde{\beta} \frac{1}{\epsilon}, \frac{2\alpha}{\mu^2}, \frac{1}{2}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right),$$

we can guarantee that the iterate $\lambda_T$ can guarantee $\mathbb{E}\|\lambda^* - \lambda_T\|_2^2 \leq \epsilon$.

We optimize the parameter $\delta$ to minimize the number of steps. That is,

$$\max\left(\frac{4\tilde{\beta} \frac{1}{\epsilon}, \frac{2\alpha}{\mu^2}, \frac{1}{2}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right) = \frac{2}{\mu^2} \max\left(2\left(1 + \frac{\epsilon^2}{\gamma^2} \frac{1}{\epsilon^2}, \frac{1}{\epsilon^2}, \frac{1}{2}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right).$$

Since the first and second arguments of the max function are monotonic with respect to $\delta$, the optimum is unique, and achieved when the two terms are equal. That is,

$$2\left(1 + \frac{\epsilon^2}{\gamma^2} \frac{1}{\epsilon^2}, \frac{1}{\epsilon^2}, \frac{1}{2}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right) = 2\left(1 + \frac{\epsilon^2}{\gamma^2} \frac{1}{\epsilon^2}, \frac{1}{\epsilon^2}, \frac{1}{2}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right).$$

Conveniently, we have a unique feasible solution

$$\delta = \frac{2\tilde{\beta}}{\tilde{\alpha}} \epsilon^{-1}.$$

Thus, the optimal bound is obtained by setting $\delta = \frac{2\tilde{\beta}}{\tilde{\alpha}} \epsilon^{-1}$, such that

$$T \geq \frac{2}{\mu^2} \max\left(\frac{2\tilde{\beta}}{\epsilon}, \frac{\mu^2}{4}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right)$$

$$= \frac{2}{\mu^2} \max\left(\frac{\mu^2}{4}\right) \log\left(2\|\lambda_0 - \lambda^*\|_2^2 \frac{1}{\epsilon}\right).$$
The stepsize with the optimal $\delta$ is consequently

$$\gamma \leq \min \left( \frac{\epsilon \mu}{4 \delta}, \frac{\mu}{2 \alpha'} \right) = \min \left( \frac{\epsilon \mu}{4(1 + C^{-1} \delta^{-1}) \tilde{\delta}}, \frac{\mu}{2(1 + C \delta) \tilde{\alpha}}, \frac{2}{\mu} \right) = \min \left( \frac{1}{2} \frac{\mu}{\alpha + 2 \beta \epsilon^{-1}}, \frac{2}{\mu} \right).$$
Lemma 10 (Strongly convex $F$ with adaptive QV and Decreasing Stepsize). For a $\mu$-strongly convex $F : \Lambda \to \mathbb{R}$ on a convex set $\Lambda$ with a unique global minimizer $\lambda^* \in \Lambda$, the last iterate $\lambda_T$ of projected SGD with a gradient estimator satisfying an adaptive QVC bound (Assumption 3) and a decreasing stepsize satisfies a suboptimality of $\|\lambda_T - \lambda^*\|^2 < \varepsilon$ if

$$
\gamma_1 = \min \left( \frac{\mu}{2\alpha} \cdot \frac{4t + 2}{\mu (t + 1)^2} \right),
$$

$$
T \geq \frac{16\tilde{\beta}}{\mu^2} \cdot \frac{\sqrt{2\|\lambda_0 - \lambda^*\|_2}}{\varepsilon} + \frac{8\alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}}.
$$

Proof. Recall that, for a stepsize $\gamma_1$ and a number of steps $T$ such that

$$
\gamma_1 = \min \left( \frac{\mu}{2\alpha}, \frac{4t + 2}{\mu (t + 1)^2} \right) \quad \text{and} \quad T \geq \frac{16\tilde{\beta}}{\mu^2} \cdot \frac{\sqrt{2\|\lambda_0 - \lambda^*\|_2}}{\varepsilon} + \frac{8\alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}},
$$

we can guarantee that the iterate $\lambda_T$ can guarantee $\mathbb{E}[\|\lambda_T - \lambda^*\|_2^2] \leq \varepsilon$.

We optimize the parameter $\delta$ to minimize the required number of steps $T$. That is, we maximize

$$
\frac{16\tilde{\beta}}{\mu^2} \frac{1}{\varepsilon} + \frac{8\sqrt{2} \alpha}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} = \frac{16(1 + C\delta)\tilde{\beta}}{\mu^2} \frac{1}{\varepsilon} + \frac{8(1 + C^{-1}\delta^{-1}) \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}}.
$$

This is clearly a convex function with respect to $\delta$. Thus, we only need to find a first-order stationary point

$$
\frac{d}{d\delta} \left( \frac{16(1 + C\delta)\tilde{\beta}}{\mu^2} \frac{1}{\varepsilon} + \frac{8(1 + C^{-1}\delta^{-1}) \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}} \right) = 0.
$$

Differentiating, we have

$$
\frac{16C\tilde{\beta}}{\mu^2} \frac{1}{\varepsilon} - \frac{8C^{-1}\delta^{-2} \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}} = 0,
$$

multiplying $\delta^2$ to both sides,

$$
\Leftrightarrow \frac{16C\tilde{\beta}}{\mu^2} \frac{1}{\varepsilon} - \frac{8\sqrt{2} C^{-1} \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} = 0.
$$

Reorganizing,

$$
\Leftrightarrow \delta^2 = \frac{8\sqrt{2} C^{-1} \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} = \frac{8\sqrt{2} C^{-1} \tilde{\alpha}}{\mu^2} \frac{\|\lambda_0 - \lambda^*\|_2}{\varepsilon} \cdot \frac{1}{\sqrt{\varepsilon}},
$$

and taking the square-root of both sides,

$$
\Leftrightarrow \delta = \frac{\|\lambda_0 - \lambda^*\|_2^{1/4} \sqrt{\tilde{\alpha}}}{\sqrt{2} C \sqrt{\tilde{\beta}}}.\]
Recall that the required number of iterations is
\[
T \geq \frac{16 (1 + C\delta) \beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{8 (1 + C^{-1} \delta^{-1}) \bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}}
\]
\[
= \frac{16\beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{16\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} + \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} C^{-1} \delta^{-1}.
\]
Plugging $\delta$ in, we have
\[
T_{(1)} = \frac{16\beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{16\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} C \frac{\sqrt{2} \sqrt{\beta}}{\| \lambda_0 - \lambda^* \|_2 \epsilon^{1/4} \sqrt{\bar{\alpha}}}
\]
\[
= \frac{16\beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{8\sqrt{2}}{\mu^2} \sqrt{\bar{\alpha}} \sqrt{\| \lambda_0 - \lambda^* \|_2 \epsilon^{-3/4}}
\]
\[
T_{(2)} = \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} + \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} C^{-1} \left( \frac{\sqrt{2} \sqrt{\beta}}{\| \lambda_0 - \lambda^* \|_2 \epsilon^{1/4} \sqrt{\bar{\alpha}}} \right)
\]
\[
= \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} + \frac{8\sqrt{2}}{\mu^2} \sqrt{\| \lambda_0 - \lambda^* \|_2 \sqrt{\bar{\alpha}} \epsilon^{-3/4}}
\]
Combining the results,
\[
T \geq T_{(1)} + T_{(2)} = \frac{16\beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{8\sqrt{2}}{\mu^2} \sqrt{\bar{\alpha}} \sqrt{\| \lambda_0 - \lambda^* \|_2 \epsilon^{-3/4}}
\]
\[
+ \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}} + \frac{8\sqrt{2}}{\mu^2} \sqrt{\| \lambda_0 - \lambda^* \|_2 \sqrt{\bar{\alpha}} \epsilon^{-3/4}}
\]
\[
= \frac{16\beta_1}{\mu^2} \frac{1}{\epsilon} + \frac{16\sqrt{2}}{\mu^2} \sqrt{\| \lambda_0 - \lambda^* \|_2 \bar{\alpha} \sqrt{\epsilon^{-3/4}} + \frac{8\bar{\alpha} \| \lambda_0 - \lambda^* \|_2}{\mu^2} \frac{1}{\sqrt{\epsilon}}}
\]
For the stepsize
\[
\gamma = \min \left( \frac{\mu}{2\bar{\alpha}}, \frac{4t + 2}{\mu (t + 1)^2} \right) = \min \left( \frac{\mu}{2(1 + C\delta) \bar{\alpha}}, \frac{4t + 2}{\mu (t + 1)^2} \right),
\]
we have
\[
2 (1 + C\delta) \bar{\alpha} = 2\bar{\alpha} + 2\bar{\alpha} C \delta
\]
\[
= 2\bar{\alpha} + 2\bar{\alpha} C \left( \frac{\sqrt{\| \lambda_0 - \lambda^* \|_2 \epsilon^{1/4} \sqrt{\bar{\alpha}}}}{\sqrt{2} \sqrt{\beta}} \right)
\]
\[
= 2\bar{\alpha} + \sqrt{2} \sqrt{\| \lambda_0 - \lambda^* \|_2 \epsilon^{1/4} \bar{\alpha}^{3/2} \beta^{-1/2}}
\]
Therefore,
\[
\gamma = \min \left( \frac{\mu}{2(1 + C\delta) \bar{\alpha}}, \frac{4t + 2}{\mu (t + 1)^2} \right) = \min \left( \frac{\mu}{2\bar{\alpha} + \sqrt{2} \sqrt{\| \lambda_0 - \lambda^* \|_2 \epsilon^{1/4} \bar{\alpha}^{3/2} \beta^{-1/2}}}, \frac{4t + 2}{\mu (t + 1)^2} \right).
\]
C.8 Non-Asymptotic Complexity of BBVI

C.8.1 CFE Gradient Estimator

Theorem 5 (Complexity of Fixed Stepsize BBVI with CFE). The last iterate $\lambda_T \in \Lambda_L$ of BBVI with the CFE estimator and projected SGD with a fixed stepsize applied to a $\mu$-strongly log-concave and $L$-log-smooth posterior is $\epsilon$-close to $\lambda^* = \arg\min_{\lambda \in \Lambda_L} F(\lambda)$ such that $||\lambda_T - \lambda^*||_2^2 \leq \epsilon$ if

$$T \geq 2\kappa^2 (d + k_\varphi + 4) \left( 1 + 2||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon} \right) \log \left( 2\Delta^2 \frac{1}{\epsilon} \right)$$

for some fixed stepsize $\gamma$, where $\Delta = ||\lambda_0 - \lambda^*||_2$, and $\kappa = L/\mu$ is the condition number.

Proof. From Theorem 4 with $S = L$, the CFE estimator satisfies adaptive QV with the constants

$$a_{\text{CFE}} = L^2 (d + k_\varphi + 4) (1 + \delta) \quad \text{and} \quad b_{\text{CFE}} = L^2 (d + k_\varphi) (1 + \delta^{-1}) ||\lambda_T - \lambda^*||_2^2.$$ 

Furthermore, for a $\mu$-strongly log-concave posterior and our variational parameterization, Domke (2020, Theorem 9) show that the ELBO is $\mu$-strongly convex.

We can thus invoke Lemma 9 with

$$\bar{\alpha} = L^2 (d + k_\varphi + 4), \quad \bar{\beta} = L^2 (d + k_\varphi) ||\lambda_T - \lambda^*||_2^2, \quad \text{and} \quad C = 1.$$ 

This yields a lower bound on the number of iteration

$$\frac{2}{\mu^2} \max \left( \bar{\alpha} + 2\bar{\beta} \frac{1}{\epsilon}, \frac{\mu^2}{4} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right)$$

$$= \frac{2}{\mu^2} \max \left( L^2 (d + k_\varphi + 4) + 2L^2 (d + k_\varphi) ||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon}, \frac{\mu^2}{4} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right),$$

pulling out $L$,

$$= \frac{2L^2}{\mu^2} \max \left( (d + k_\varphi + 4) + 2 (d + k_\varphi) ||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon}, \frac{\mu^2}{4L^2} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right),$$

and since $\frac{\mu^2}{4L^2} < \frac{1}{4}$ and the first argument is larger than 1, the max operation is redundant that

$$= \frac{2L^2}{\mu^2} \left( (d + k_\varphi + 4) + 2 (d + k_\varphi) ||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right).$$

Now, using the trivial fact $d + k_\varphi < d + k_\varphi + 4$ simplifies the bound as,

$$< \frac{2L^2}{\mu^2} (d + k_\varphi + 4) \left( 1 + 2||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right)$$

$$= 2\kappa^2 (d + k_\varphi + 4) \left( 1 + 2||\lambda_T - \lambda^*||_2^2 \frac{1}{\epsilon} \right) \log \left( 2||\lambda_0 - \lambda^*||_2^2 \frac{1}{\epsilon} \right).$$

The optimal $\delta$ is given as

$$\delta = \frac{2}{\epsilon} \frac{\bar{\beta}}{\bar{\alpha}} C^{-1} = \frac{2}{\epsilon} \frac{L^2 (d + k_\varphi) ||\lambda_T - \lambda^*||_2^2}{L^2 (d + k_\varphi + 4)} C^{-1} = \frac{2}{\epsilon} \frac{d + k_\varphi}{d + k_\varphi + 4} ||\lambda_T - \lambda^*||_2^2.$$ 

\[\square\]
Theorem 11 (Complexity of Decreasing Stepsize BBVI with CFE). The last iterate $\lambda_T \in \Lambda_L$ of BBVI with the CFE estimator and projected SGD with a decreasing stepsize schedule applied to a $\mu$-strongly log-concave and $L$-log-smooth posterior is $\epsilon$-close to $\lambda^* = \arg \min_{\lambda \in \Lambda_L} F(\lambda)$ such that $||\lambda_T - \lambda^*||_2 \leq \epsilon$ if

$$T \geq 16\kappa^2(d + k_\varphi + 4) \left( ||\lambda^* - \lambda^*||_2^2 \frac{1}{\epsilon^2} + 2\sqrt{||\lambda_0 - \lambda^*||_2 ||\lambda - \lambda^*||_2} \frac{1}{\epsilon^{3/4}} + ||\lambda_0 - \lambda^*||_2 \frac{1}{\epsilon^{3/4}} \right).$$

for some decreasing stepsize schedule $\gamma_1, \ldots, \gamma_T$, where $\kappa = L/\mu$ is the condition number and $\lambda^* \in \Lambda$ is the optimal variational parameter.

Proof. From Theorem 4, the CFE estimator with $S = L$ satisfies adaptive QV with the constants

$$\alpha_{\text{CFE}} = L^2 (d + k_\varphi + 4) (1 + \delta) \quad \text{and} \quad \beta_{\text{CFE}} = L^2 (d + k_\varphi) (1 + \delta^{-1}) ||\lambda - \lambda^*||_2^2.$$

Furthermore, for a $\mu$-strongly log-concave posterior and our variational parameterization, Domke (2020, Theorem 9) show that the ELBO is $\mu$-strongly convex.

We thus invoke Lemma 10 with

$$\tilde{\alpha} = L^2 (d + k_\varphi + 4), \quad \tilde{\beta} = L^2 (d + k_\varphi) ||\lambda - \lambda^*||_2^2, \quad \text{and} \quad C = 1.$$

This yields a lower bound on the number of iterations:

$$\frac{16\tilde{\beta}}{\mu^2} \frac{1}{\epsilon} + \frac{16\sqrt{2}}{\mu^2} \sqrt{||\lambda_0 - \lambda^*||_2} \frac{1}{\epsilon^{3/4}} + \frac{8\tilde{\alpha}}{\mu^2} ||\lambda_0 - \lambda^*||_2 \frac{1}{\sqrt{\epsilon}} = \frac{16L^2 (d + k_\varphi) ||\lambda - \lambda^*||_2^2}{\mu^2} \frac{1}{\epsilon} + \frac{16\sqrt{2}}{\mu^2} \sqrt{||\lambda_0 - \lambda^*||_2} \sqrt{(L^2 (d + k_\varphi + 4))(L^2 (d + k_\varphi) ||\lambda - \lambda^*||_2^2)} \frac{1}{\epsilon^{3/4}}$$

using the trivial bound $d + k_\varphi < d + k_\varphi + 4$,

$$< \frac{16L^2 (d + k_\varphi + 4) ||\lambda - \lambda^*||_2^2}{\mu^2} \frac{1}{\epsilon} + \frac{16\sqrt{2}}{\mu^2} \sqrt{||\lambda_0 - \lambda^*||_2} \sqrt{L^4 (d + k_\varphi + 4)(d + k_\varphi + 4) ||\lambda - \lambda^*||_2^2} \frac{1}{\epsilon^{3/4}}$$

pulling out the $16 (d + k_\varphi + 4)L^2/\mu^2$ factors,

$$= 16(d + k_\varphi + 4) \frac{L^2}{\mu^2} \left( ||\lambda - \lambda^*||_2^2 \frac{1}{\epsilon^2} + \sqrt{||\lambda_0 - \lambda^*||_2 ||\lambda - \lambda^*||_2} \frac{1}{\epsilon^{3/4}} + \frac{1}{2} ||\lambda_0 - \lambda^*||_2 \frac{1}{\epsilon} \right)$$

$$= 16\kappa^2(d + k_\varphi + 4) \left( ||\lambda - \lambda^*||_2^2 \frac{1}{\epsilon^2} + \sqrt{||\lambda_0 - \lambda^*||_2 ||\lambda - \lambda^*||_2} \frac{1}{\epsilon^{3/4}} + \frac{1}{2} ||\lambda_0 - \lambda^*||_2 \frac{1}{\epsilon} \right).$$

The optimal $\delta$ is given as

$$\delta = \frac{1}{\sqrt{2C\sqrt{\tilde{\beta}}}} \frac{1}{\epsilon^{1/4} \sqrt{\tilde{\alpha}}} = \frac{1}{\sqrt{2L^2 (d + k_\varphi) ||\lambda - \lambda^*||_2^2}} \frac{1}{\epsilon^{1/4} \sqrt{L^2 (d + k_\varphi + 4)}} = \frac{1}{\sqrt{2}} \frac{1}{\sqrt{||\lambda_0 - \lambda^*||_2}} \frac{1}{\epsilon^{1/4} \sqrt{d + k_\varphi + 4}} \frac{1}{\epsilon^{-1/4}}.$$
C.8.2 STL Gradient Estimator

**Theorem 6 (Complexity of Fixed Stepsize BBVI with STL).** The last iterate \( \lambda_T \in \Lambda_L \) of BBVI with the STL estimator and projected SGD with a fixed stepsize applied to a \( \mu \)-strongly log-concave and \( L \)-log-smooth posterior is \( \varepsilon \)-close to \( \lambda^* = \arg \min_{\lambda \in \Lambda_L} F(\lambda) \) such that \( \|\lambda_T - \lambda^*\|_2^2 \leq \varepsilon \) if
\[
T \geq 8\varepsilon^2 (d + k_\varphi) \left( 1 + \frac{1}{L^2} \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon} \right) \log \left( 2\Delta^2 \frac{1}{\varepsilon} \right)
\]
for some fixed stepsize \( \gamma \), where \( \Delta = \|\lambda_0 - \lambda^*\|_2 \) is the distance to the optimum and \( \kappa = L/\mu \) is the condition number.

**Proof.** As shown by Theorem 1, the STL estimator with \( S = L \) satisfies an adaptive QV bound with the constants
\[
\alpha_{STL} = 2(d + k_\varphi)(2 + \delta) L^2 = 4L^2(d + k_\varphi) \left( 1 + \frac{1}{2} \delta \right)
\]
\[
\beta_{STL} = (2d + k_\varphi)(1 + 2\delta^{-1}) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)}.
\]
Furthermore, for a \( \mu \)-strongly log-concave posterior and our variational parameterization, Domke (2020, Theorem 9) show that the ELBO is \( \mu \)-strongly convex. Thus, we can fully invoke Lemma 9 with
\[
\bar{\alpha} = 4L^2(d + k_\varphi), \quad \bar{\beta} = (2d + k_\varphi) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)}, \quad \text{and} \quad C = \frac{1}{2}.
\]
This yields a lower bound on the number of iteration
\[
\frac{2}{\mu^2} \max \left( \frac{\bar{\alpha} + 2\bar{\beta}}{\varepsilon}, \frac{\mu^2}{4} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right)
\]
\[
= \frac{2}{\mu^2} \max \left( 4L^2(d + k_\varphi) + 2(2d + k_\varphi) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon}, \frac{\mu^2}{4} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right),
\]
pulling out the \( L^2 \) factor,
\[
= \frac{2L^2}{\mu^2} \max \left( 4(d + k_\varphi) + 2 \frac{1}{L^2} (2d + k_\varphi) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon}, \frac{\mu^2}{4L^2} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right),
\]
and since \( \frac{\mu^2}{4L^2} < \frac{1}{4} \) and the first argument is larger than 1 due to \( k_\varphi \geq 1 \), the max operation is redundant such that
\[
= \frac{2L^2}{\mu^2} \left( 4(d + k_\varphi) + 2 \frac{1}{L^2} (2d + k_\varphi) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right).
\]
Now, using the trivial fact \( 2d + k_\varphi < 2d + 2k_\varphi \), simplifies the bound as,
\[
< \frac{8L^2}{\mu^2} (d + k_\varphi) \left( 1 + \frac{1}{L^2} \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right)
\]
\[
= 8\varepsilon^2 \left( d + k_\varphi \right) \left( 1 + \frac{1}{L^2} \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} \frac{1}{\varepsilon} \right) \log \left( \frac{2 \|\lambda_0 - \lambda^*\|_2^2}{\varepsilon} \right).
\]
The optimal \( \delta \) is given as
\[
\delta = \frac{2 \bar{\beta}}{\varepsilon} C^{-1} = \frac{2 (2d + k_\varphi) \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)}}{4L^2(d + k_\varphi)} \frac{1}{\varepsilon} \frac{2 \sqrt{D_{\psi^4}(q_{\lambda^*}, \pi)} (2d + k_\varphi)}{L^2} \frac{d + k_\varphi}{d + k_\varphi}.
\]
Theorem 12 (Complexity of Decreasing Stepsize BBVI with STL). The last iterate $\lambda_T \in \Lambda_L$ of BBVI with the STL estimator and projected SGD with a decreasing stepsize schedule applied to a $\mu$-strongly log-concave and $L$-log-smooth posterior is $\epsilon$-close to $\lambda^* = \arg\min_{\lambda \in \Lambda_L} F(\lambda)$ such that $\|\lambda_T - \lambda^*\|^2 \leq \epsilon$ if

$$T \geq 32\kappa^2 (d + k_\varphi) \left( \frac{\sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)}}{L^2} \frac{1}{\epsilon} + \frac{1}{\sqrt{2}} \sqrt{\|\lambda_0 - \lambda^*\|^2 (D_{\pi^*}(q_{\lambda^*}, \pi))^{1/4} L} \frac{1}{\epsilon^{3/4}} + \frac{1}{\epsilon^{1/4}} \right),$$

for some decreasing stepsize schedule $\gamma_1 \geq \ldots \geq \gamma_T$, where $\kappa = L/\mu$ is the condition number.

Proof. As shown by Theorem 1, the STL estimator with $S = L$ satisfies an adaptive QV bound with the constants

$$\alpha_{\text{STL}} = 2(d + k_\varphi) (2 + \delta) L^2 = 4L^2 (d + k_\varphi) \left( 1 + \frac{1}{2} \delta \right)$$

$$\beta_{\text{STL}} = (2d + k_\varphi) \left( 1 + 2\delta^{-1} \right) \sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)}.$$

Furthermore, for a $\mu$-strongly log-concave posterior and our variational parameterization, Domke (2020, Theorem 9) show that the ELBO is $\mu$-strongly convex. Thus, we can invoke Lemma 10 with

$$\bar{\alpha} = 4L^2 (d + k_\varphi), \quad \tilde{\beta} = (2d + k_\varphi) \sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)}, \quad \text{and} \quad C = \frac{1}{2}.$$

This yields a lower bound on the number of iterations:

$$\frac{16\tilde{\beta}}{\mu^2} \frac{4L^2}{\sqrt{\epsilon}} + \frac{16\sqrt{2}}{\mu^2} \sqrt{\|\lambda_0 - \lambda^*\|_2} \sqrt{\frac{1}{\epsilon} + \frac{8\bar{\alpha}}{\mu^2} \|\lambda_0 - \lambda^*\|_2} \frac{1}{\epsilon^{3/4}} + \frac{1}{\epsilon^{1/4}},$$

using the trivial bound $2d + k_\varphi < 2d + 2k_\varphi$,

$$< \frac{32L^2 (d + k_\varphi)}{\mu^2} \sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)} \frac{1}{\epsilon} + \frac{16\sqrt{2}}{\mu^2} \sqrt{\|\lambda_0 - \lambda^*\|_2} \sqrt{8L^2 (d + k_\varphi) (2d + k_\varphi) \sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)} \frac{1}{\epsilon^{3/4}}}$$

$$+ \frac{32L^2 (d + k_\varphi) \|\lambda_0 - \lambda^*\|_2}{\mu^2} \frac{1}{\epsilon},$$

pulling out the $32L^2 (d + k_\varphi) L^2 / \mu^2$ factors,

$$\leq \frac{32L^2}{\mu^2} (d + k_\varphi) \left( \frac{\sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)}}{L^2} \frac{1}{\epsilon} + \frac{1}{\sqrt{2}} \sqrt{\|\lambda_0 - \lambda^*\|^2 L} \frac{1}{\epsilon^{3/4}} + \frac{1}{\epsilon^{1/4}} \right),$$

$$= 32\kappa^2 (d + k_\varphi) \left( \frac{\sqrt{D_{\pi^*}(q_{\lambda^*}, \pi)}}{L^2} \frac{1}{\epsilon} + \frac{1}{\sqrt{2}} \sqrt{\|\lambda_0 - \lambda^*\|_2 (D_{\pi^*}(q_{\lambda^*}, \pi))^{1/4} L} \frac{1}{\epsilon^{3/4}} + \frac{1}{\epsilon^{1/4}} \right).$$

where we have denoted $D_{\pi^*} = D_{\pi^*}(q_{\lambda^*}, \pi)$. 
Also, the optimal $\delta$ is given as

\[
\delta = \frac{\sqrt{\|\lambda_0 - \lambda^*\|_2}}{\sqrt{2}C\sqrt{\beta}} \sigma_{\lambda}^{\epsilon/4} \sqrt{\epsilon}
\]

\[
= \frac{\sqrt{\|\lambda_0 - \lambda^*\|_2}}{2^{-1/2} \sqrt{2(2d + k\varphi)} \sqrt{D_F^*}} \epsilon^{1/4} \sqrt{4L^2(d + k\varphi)}
\]

\[
= 2\sqrt{2L} \sqrt{\|\lambda_0 - \lambda^*\|_2} \sqrt{\frac{d + k\varphi}{2d + k\varphi}} (D_F^*)^{-1/2} \epsilon^{1/4}
\]

\[
= 2\sqrt{2L} \sqrt{\frac{\|\lambda_0 - \lambda^*\|_2}{D_F^*(q^{\lambda*}, \pi)}} \sqrt{\frac{d + k\varphi}{2d + k\varphi}} \epsilon^{1/4}.
\]
C.9 Fisher-Hyvärinen Divergence Between Gaussians

Lemma 11. For $\pi = \mathcal{N}(\mu, \Sigma)$ and $q = \mathcal{N}(m, CC^T)$, the Fisher-Hyvärinen divergence is

$$D_F(q, \pi) = \|\Sigma^{-1} C - C^{-T}\|_F^2 + \|\Sigma^{-1} (m - \mu)\|_2^2.$$  

Proof. The result is straightforward using the reparameterization representation of the Gaussian. That is,

$$\nabla \log \pi(z) = \nabla \log \pi(\mathcal{F}_\lambda(u)) = \Sigma^{-1} (\mathcal{F}_\lambda(u) - \mu).$$

Using this, we have

$$D_F(q, \pi) = \mathbb{E}_{z \sim q} \|\nabla \log \pi(z) - \nabla \log q(z)\|_2^2$$

$$= \mathbb{E} \|\Sigma^{-1} (Cu + m - \mu) - (CC^T)^{-1} (Cu + m - m)\|_2^2$$

$$= \mathbb{E} \|\Sigma^{-1} (Cu + m - \mu) - (CC^T)^{-1} Cu\|_2^2$$

$$= \mathbb{E} \|\Sigma^{-1} (Cu + m - \mu) - C^{-T} u\|_2^2,$$

grouping the terms involving $C$,

$$= \mathbb{E} \|(\Sigma^{-1} C - C^{-T}) u + \Sigma^{-1} (m - \mu)\|_2^2,$$

expanding the quadratic,

$$= \mathbb{E} \|(\Sigma^{-1} C - C^{-T}) u\|_2^2 + 2 \langle (\Sigma^{-1} C - C^{-T}) \mathbb{E} u, \Sigma^{-1} (m - \mu) \rangle + \|\Sigma^{-1} (m - \mu)\|_2^2,$$

applying Assumption 1,

$$= \mathbb{E} \|(\Sigma^{-1} C - C^{-T}) u\|_2^2 + \|\Sigma^{-1} (m - \mu)\|_2^2.$$

The expectation term can be simplified as

$$\mathbb{E} \|(\Sigma^{-1} C - C^{-T}) u\|_2^2 = \text{tr} \left( uu^T (\Sigma^{-1} C - C^{-T}) (\Sigma^{-1} C - C^{-T}) U \right),$$

rotating the elements of the trace,

$$= \text{tr} \left( (\Sigma^{-1} C - C^{-T})^T (\Sigma^{-1} C - C^{-T}) \mathbb{E} uu^T \right),$$

applying Assumption 1,

$$= \text{tr} \left( (\Sigma^{-1} C - C^{-T})^T (\Sigma^{-1} C - C^{-T}) \right)$$

$$= \|\Sigma^{-1} C - C^{-T}\|_F^2.$$
Lemma 12. Let \( \pi = \mathcal{N}(\mu, \Sigma) \) and \( \Omega \) be the mean-field Gaussian variational family. Then, the solution of the KL divergence minimization problem

\[
q_* = \underset{q \in \Omega}{\text{arg min}} \; D_{KL}(q, \pi),
\]

where \( q_* = \mathcal{N}(m_*, C_* C_*^\top) \) is given as

\[
m_* = \mu, \quad C_* = \text{diag}(\Sigma)^{\frac{1}{2}}.
\]

Proof. Consider that the KL divergence between Gaussian distributions is given as

\[
\mathcal{L}(m, C) = D_{KL}(q, \pi) = \frac{1}{2} \left( (m - \mu) \Sigma^{-1} (m - \mu) + \log \frac{|\Sigma|}{|CC^\top|} + \text{tr} \left( \Sigma^{-1} CC^\top \right) - d \right).
\]

Firstly, it is clear that \( m = m_* = \mu \) minimizes \( D_{KL}(q, \pi) \) with respect to \( m \) regardless of \( C \). Then, we have

\[
\mathcal{L}(m_*, C) = \frac{1}{2} \left( \log \frac{|\Sigma|}{|CC^\top|} + \text{tr} \left( \Sigma^{-1} CC^\top \right) - d \right) \propto -\log |CC^\top| + \text{tr} \left( \Sigma^{-1} CC^\top \right).
\]

When \( C \) is a diagonal matrix, taking the partial derivative with respect to \( C \) yields

\[
\frac{\partial \mathcal{L}}{\partial C} \bigg|_{m = m_*} = -2 C^{-1} + 2 \text{diag} (\Sigma^{-1}) C.
\]

The first-order optimality condition with respect to \( C \) is then

\[
(CC)^{-1} = \text{diag} (\Sigma^{-1}).
\]

Since \( \Sigma \) is always positive definite, its diagonal elements are always strictly positive. Therefore, the unique solution \( C^* \) is

\[
C_* = \text{diag} (\Sigma)^{\frac{1}{2}}.
\]

\[ \blacksquare \]
Proposition 3. Let \( \pi = \mathcal{N}(\mu, \Sigma) \) and \( \Omega \) be the mean-field Gaussian variational family. Then, the Fisher-Hyvärinen divergence of the KL minimizer 

\[
q_\ast = \arg\min_{q \in \Omega} D_{\text{KL}}(q, \pi)
\]

is bounded as

\[
\lambda_{\max}(D)^{-1}\|R^{-1} - I\|_F^2 
\]

\[
\leq \|q_\ast, \pi \|_2 
\]

\[
\leq \lambda_{\min}(D)^{-1}\|R^{-1} - I\|_F^2,
\]

where \( D = \text{diag}(\Sigma) \) and \( R \) is the correlation matrix of \( \pi \) such that \( \Sigma = DRD \).

Proof. First, the Fisher-Hyvärinen divergence between Gaussians is given in Lemma 11 as

\[
D_F(q, \pi) = \|\Sigma^{-1}C - C^{-T}\|_F^2 + \|\Sigma^{-1}(m - \mu)\|_2^2.
\]

Plugging the KL minimizer \( q_\ast \) given in Lemma 12,

\[
D_F(q_\ast, \pi) = \|\Sigma^{-1}C_\ast - C_\ast^{-T}\|_F^2 + \|\Sigma^{-1}(m_\ast - \mu)\|_2^2 
\]

\[
= \|\Sigma^{-1}C_\ast - C_\ast^{-1}\|_F^2.
\]

(23)

From here, we can pull out a \( C_\ast^{-1} \) factor as

\[
\|\Sigma^{-1}C_\ast - C_\ast^{-1}\|_F^2 = \|C_\ast^{-1}(C_\ast\Sigma^{-1}C - I)\|_F^2.
\]

(24)

And from the property of the Frobenius norm,

\[
\lambda_{\min}(C_\ast^{-1})^2\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2 
\]

\[
\leq \|C_\ast^{-1}(C_\ast\Sigma^{-1}C_\ast - I)\|_F^2 
\]

\[
\leq \lambda_{\max}(C_\ast^{-1})^2\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2,
\]

inverting the singular values,

\[
\Leftrightarrow \lambda_{\max}(C_\ast)^{-2}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2 
\]

\[
\leq \|C_\ast^{-1}(C_\ast\Sigma^{-1}C_\ast - I)\|_F^2 
\]

\[
\leq \lambda_{\min}(C_\ast)^{-2}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2,
\]

by Eqs. (23) and (24),

\[
\Leftrightarrow \lambda_{\max}(C_\ast)^{-2}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2 
\]

\[
\leq D_F(q_\ast, \pi) 
\]

\[
\leq \lambda_{\min}(C_\ast)^{-2}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2.
\]

Denoting \( D = \text{diag}(\Sigma) \), we know that \( C_\ast = D^{1/2} \). Then,

\[
\lambda_{\max}(D)^{-1}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2 
\]

\[
\leq D_F(q_\ast, \pi) 
\]

\[
\leq \lambda_{\min}(D)^{-1}\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2.
\]

Clearly, the behavior of the Fisher divergence is fully determined by the term

\[
\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2.
\]

To further analyze this quantity, notice that the correlation matrix \( R \) is related with the covariance \( \Sigma \) as

\[
\Sigma = \text{diag}(\Sigma)^{1/2} R \text{diag}(\Sigma)^{1/2} = C_\ast RC_\ast.
\]

Then, it immediately follows that

\[
\|C_\ast\Sigma^{-1}C_\ast - I\|_F^2 = \|C_\ast(C_\astRC_\ast)^{-1}C_\ast - I\|_F^2 = \|R^{-1} - I\|_F^2.
\]