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Abstract

Markov networks are probabilistic graphical
models that employ undirected graphs to de-
pict conditional independence relationships
among variables. Our focus lies in constraint-
based structure learning, which entails learn-
ing the undirected graph from data through
the execution of conditional independence
tests. We establish theoretical limits concern-
ing two critical aspects of constraint-based
learning of Markov networks: the number of
tests and the sizes of the conditioning sets.
These bounds uncover an exciting interplay
between the structural properties of the graph
and the amount of tests required to learn a
Markov network. The starting point of our
work is that the graph parameter maximum
pairwise connectivity, κ, that is, the maximum
number of vertex-disjoint paths connecting a
pair of vertices in the graph, is responsible
for the sizes of independence tests required
to learn the graph. On one hand, we show
that at least one test with the size of the con-
ditioning set at least κ is always necessary.
On the other hand, we prove that any graph
can be learned by performing tests of size at
most κ. This completely resolves the question
of the minimum size of conditioning sets re-
quired to learn the graph. When it comes to
the number of tests, our upper bound on the
sizes of conditioning sets implies that every
n-vertex graph can be learned by at most nκ

tests with conditioning sets of sizes at most
κ. We show that for any upper bound q on
the sizes of the conditioning sets, there exist
graphs with O(nq) vertices that require at
least nΩ(κ) tests to learn. This lower bound
holds even when the treewidth and the maxi-

Proceedings of the 27th International Conference on Artifi-
cial Intelligence and Statistics (AISTATS) 2024, Valencia,
Spain. PMLR: Volume 238. Copyright 2024 by the au-
thor(s).

mum degree of the graph are at most κ+2. On
the positive side, we prove that every graph
of bounded treewidth can be learned by a
polynomial number of tests with conditioning
sets of sizes at most 2κ.

1 INTRODUCTION

Probabilistic graphical models (PGM) represent multi-
variate probability distributions using a graph structure
to encode conditional independencies in the distribu-
tion. In addition to the graph structure, PGMs have
parameters that specify the distribution. In this work,
we study Markov networks whose structure is an undi-
rected graph.

Markov networks are usually learned using the so-called
score-based approach, where one aims to find the struc-
ture and parameters that maximize a score (e.g., likeli-
hood). Alternatively, one can use the constraint-based
approach to learn the structure. In the constraint-based
approach, one conducts conditional independence tests
and constructs a graph expressing the same conditional
independencies and dependencies implied by the test re-
sults. Note that if one uses a constraint-based approach
to learn the structure, one has to learn parameters sep-
arately afterward.

The relation between the graph and conditional inde-
pendencies is straightforward in a Markov network. If
a distribution P factorizes according to an undirected
graph G and vertices u and v are separated by a set S
in G, then u and v are conditionally independent given
S in P . Constraint-based learning aims in the opposite
direction: One observes conditional independencies (or
dependencies) in the distribution P , and the goal is to
construct the graph G.

This work aims to establish fundamental complexity re-
sults for constraint-based structure learning in Markov
networks. Our results are based on two assumptions:
(i) The distribution P is faithful to an undirected graph
G, that is, u and v are conditionally independent of S
in P if and only if u and v are separated by S in G and
(ii) we have access to a conditional independence oracle
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which always answers correctly to any pairwise condi-
tional independence query in P . The first condition
guarantees that there exists a unique graph G, and the
second condition makes it possible to identify it.

While these assumptions are strong and the latter is
never true in practice because statistical tests some-
times give erroneous results, they help us establish
learning limits. In other words, if something cannot
be learned under these idealized conditions, it cannot
be learned in realistic settings. Under these assump-
tions, the constraint-based structure learning in Markov
network reduces to the following elegant combinato-
rial model. In this model, for a vertex set V (G) of
an unknown graph G, we want to learn all adjacen-
cies between vertices of G. For that purpose, we use
the independence oracle, which for any pair of vertices
u, v ∈ V (G) and vertex set S ⊆ V (G) correctly answers
whether S separates u from v.

Of course, any graph on n vertices could be learned
by using O(n2) queries of size n− 2 just by asking for
every pair of vertices if the remaining vertices of the
graph separate them. However, assuming that the cost
of asking the oracle grows very fast (like exponentially
in the size of S), we are interested in learning all adja-
cencies of G by asking queries of the smallest possible
size. This is motivated by statistical tests being less
reliable and more computationally expensive when the
conditioning set S is large.

A well-known observation is that the structure of a
Markov network could be learned from conditioning
sets. In a Markov network, a variable is conditionally
independent of its non-neighbors given its neighbors
(Markov blanket). This brings to the observation that
a graph with the maximum vertex degree ∆ could be
learned with O(n∆) independence tests with condition-
ing set S of size at most ∆; see, for example, Koller
and Friedman [2009].

The maximum degree ∆ serves as an example of a
structural property within the structure G of the data-
generating distribution P . This naturally leads us to
the following question: How do the structural properties
of the data-generating distribution P impact the number
of conditional independence tests and the sizes of condi-
tioning sets required to reconstruct the graph structure
G? Furthermore, what other properties, apart from
the maximum degree ∆, are crucial for the learning
process?

Our contributions are as follows. First, we address the
question about the size of the conditioning sets. We
identify the parameter maximum pairwise connectivity
κ, the maximum number of vertex disjoint paths con-
necting a pair of vertices of the graph, as the key factor.
To define it more precisely, for two vertices u, v ∈ V (G),
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Figure 1: κ(G, v0, v1) = 2: Vertices v0, v1 are con-
nected by two non-trivial vertex disjoint paths, v0, v2, v1
and v0, v5, v1. There is a pair with larger connec-
tivity, namely κ(G, v1, v4) = 3. Vertices v1, v4 are
connected by three non-trivial vertex disjoint paths,
namely, (v1, v0, v4), (v1, v2, v3, v4), and (v1, v5, v4). The
maximum pairwise connectivity κ of this graph is 3.
The maximum vertex degree ∆ is 5.

we denote by κ(G, u, v) the maximum number of vertex-
disjoint paths, each having at least one internal vertex,
between u and v. Then κ(G) = maxu,v∈V (G) κ(G, u, v)
is the maximum value of κ(G, u, v) over all pairs u, v,
see Figure 1. It’s important to note that the parameter
κ never exceeds the maximum vertex degree ∆. Addi-
tionally, there are graphs, like trees, where κ is equal
to one and ∆ can be as large as the total number of
vertices minus one.

We demonstrate that in order to identify the graph
G, it is necessary to perform at least one conditional
independence test with a conditioning set of size κ,
as stated in Theorem 3.1. Furthermore, we establish
that a conditioning set size of κ is sufficient. In other
words, any graph can be learned through tests involv-
ing conditioning sets of size at most κ, as proved in
Theorem 3.2.

The proof of Theorem 3.2 is constructive, and the upper
bound is achieved using a straightforward algorithm.
Essentially, this algorithm conducts all possible inde-
pendence tests up to size κ. Together, these bounds
demonstrate that the size of the largest independence
test needed is determined by the structure of the graph
G. Moreover, no algorithm can outperform the straight-
forward algorithm in this regard.

Next, we delve into the question of how many con-
ditional independence tests are required. It becomes
evident that the maximum pairwise connectivity plays
a significant role in this context as well. We estab-
lish that in certain scenarios, it becomes necessary to
conduct as many as |V (G)|Ω(κ) tests to identify the
graph G, as outlined in Theorem 4.1. Once again, the
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naive algorithm employed in the proof of Theorem 3.2
requires, at most, |V (G)|O(κ) tests. Consequently, in
the worst-case scenario, no algorithm can significantly
reduce the number of required tests. On the positive
side, we show that if the treewidth tw of G is much
smaller than κ, then |V (G)|tw conditional independence
tests with conditioning sets of size at most 2κ suffice
(Theorem 5.3).

Related work. A Markov network, which is a tree
(the network of treewidth 1) can be learned in poly-
nomial time [Chow and Liu, 1968] using score-based
methods. However, the problem becomes NP-hard
for any other treewidth bound [Karger and Srebro,
2001]. It has been shown that Markov networks are
PAC-learnable in polynomial time by using constraint-
based algorithms [Abbeel et al., 2005, Chechetka and
Guestrin, 2007, Narasimhan and Bilmes, 2004]. To the
best of our knowledge, our work provides the first re-
sults on constraint-based structure learning of Markov
networks beyond the classic O(n∆) bound (see, e.g.,
[Koller and Friedman, 2009]).

Constraint-based structure learning is actively studied
in other PGMs, such as Bayesian networks. Typically,
one uses the PC algorithm [Spirtes et al., 2000] or one
of its variants (e.g., [Abellán et al., 2006, Giudice et al.,
2022]), which learns an undirected skeleton first and
then directs the edges. Constraint-based learning of
Bayesian networks has also been studied with structural
properties such as treewidth [Talvitie and Parviainen,
2020]. The most relevant work in this context is the
variation of the PC algorithm proposed by Abellán et al.
[2006]. This heuristic for Bayesian networks exploits
small cuts and could speed up learning in practice. In
spirit, it is close to the parameter κ we define here.
The crucial difference here is that for Markov networks,
we can guarantee theoretically that small connectivity
helps (Theorem 3.2) to learn the network. In sharp
contrast to this result, it is not difficult to come out
with the “worst-case” examples of Bayesian networks
when small κ or any other type of connectivity, does
not provide any advantages in learning the network.
This is due to the d-separation criterion and presence
of v-structures.

2 NOTATION

For integers a and b, we denote by [a, b] the set of
integers {a, a+ 1, . . . , b− 1, b}, and by [a] the set [1, a].
For a graph G, we denote by V (G) the set of its vertices
and E(G) the set of its edges. For a set S ⊆ V (G),
we denote by G[S] the subgraph of G induced by S,
and by G \ S the subgraph of G induced by V (G) \ S.
We denote by N(S) ⊆ V (G) \ S the set of neighbors
of vertices in S that are outside of S. We use the

convention that a connected component C of a graph is
a set of vertices C ⊆ V (G). A set of vertices S ⊆ V (G)
is an u-v-separator if u and v are in different connected
components of G \ S. We denote by G− uv the graph
G with the edge between vertices u and v removed, and
by G+ uv the graph G with the edge between vertices
u and v added.

A tree decomposition of a graph G is a pair (T, bag),
where T is a tree and bag : V (T ) → 2V (G) is a function
assigning each node of T a subset of vertices called
a bag, so that (T, bag) satisfies the following three
properties: (1) V (G) =

⋃
t∈V (T ) bag(t), (2) for ev-

ery edge uv ∈ E(G), there exists t ∈ V (T ) so that
{u, v} ⊆ bag(t), and (3) for every vertex v ∈ V (G),
the subtree T [{t ∈ V (T ) : v ∈ bag(t)}] induced by the
bags containing v is connected [Robertson and Sey-
mour, 1986]. The width of a tree decomposition is
maxt∈V (T ) |bag(t)| − 1, and the treewidth of a graph
is a minimum width of a tree decomposition of it. We
use tw(G) to denote the treewidth of G. A path decom-
position is a tree decomposition where the tree T is
a path. The width of a path decomposition and the
pathwidth pw(G) of a graph G are defined analogously.
See Figure 2 for an example of a path decomposition.
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Figure 2: Example of a path decomposition of width 3
of a graph.

For two vertices u, v ∈ V (G), we denote by κ(G, u, v)
the maximum number of vertex-disjoint paths, each
having at least one internal vertex, between u and v.
By Menger’s theorem, κ(G, u, v) equals the size of the
smallest u-v-separator in the graph G − uv. We use
κ(G) = maxu,v∈V (G) κ(G, u, v) to denote the maximum
value of κ(G, u, v) over all pairs u, v. We call the pa-
rameter κ(G) the maximum pairwise connectivity of G.
We denote the maximum degree of a graph G by ∆(G).
Observe that κ(G) ≤ ∆(G).

We denote an independence test on an underlying graph
G by a triple (S, u, v), where S ⊆ V (G) and u, v ∈
V (G)\S, to which the conditional independence oracle
answers Connected if u and v are in the same connected
component of G \ S and Disconnected if u and v are in
different connected components of G \ S. The size of
an independence test (S, u, v) is |S|.
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3 LOWER AND UPPER BOUNDS
BY MAXIMUM PAIRWISE
CONNECTIVITY

This section identifies the maximum pairwise connec-
tivity κ(G) as the fundamental parameter. First, we
show that to learn an underlying graph G, one must
conduct at least one independence test of size at least
κ(G).

Theorem 3.1. For any graph G, at least one indepen-
dence test of size at least κ(G) is required to decide if
the underlying graph is equal to G.

Proof. Let u, v ∈ V (G) be vertices so that κ(G, u, v) =
κ(G). Now, if the graph G contains the edge uv, define
G′ to be the graph G−uv, and if the graph G does not
contain the edge uv, define G′ to be the graph G+ uv.
We observe that for any set S ⊆ V (G) that is disjoint
from {u, v} and has size |S| < κ(G), the vertices u and
v are in the same connected component in the graph
G \ S, and also in the graph G′ \ S. This implies that
for any set S ⊆ V (G) of size |S| < κ(G), the connected
components of G\S and G′ \S are the same. It follows
that for any independence test of size less than κ(G),
the answer will be the same whether the underlying
graph is G or G′, and therefore, as G and G′ are not
the same graph, any algorithm using only independence
tests of size less than κ(G) cannot correctly decide if
the underlying graph is equal to G.

While the formulation of Theorem 3.1 excludes a de-
cision algorithm that decides whether the underlying
graph is equal to G, this also implies the same lower
bound for learning the underlying graph, because the
decision problem can be solved by learning the graph.
Note also that the lower bound holds not only for a
worst-case graph G, but for every individual graph G.
It also follows from the proof that by using indepen-
dence tests of size less than κ(G), even basic properties
such as the number of edges of the underlying graph
G cannot be determined.

Then we show that in order to learn the underlying
graph G, it is sufficient to conduct independence tests
of size at most κ(G). Our algorithm does not even
need to know the value κ(G) in advance, but it can
determine it without conducting independence tests of
larger size than κ(G).

Theorem 3.2. There is an algorithm that learns the
underlying graph G by using at most |V (G)|κ(G)+2 in-
dependence tests of size at most κ(G).

Proof. Let k be a non-negative integer. We will show
that by conducting all |V (G)|k+2 possible independence
tests of size ≤ k, we can either learn the underlying

graph G or conclude that κ(G) > k. Then, the al-
gorithm works by starting with k = 0 and increasing
k iteratively, at each iteration conducting all of the
independence tests of size k, until it concludes what
the underlying graph is. Note that it never conducts
independence tests of size more than κ(G).

It remains to show that given answers to all possible
independence tests of size ≤ k, we can either learn the
underlying graph G or conclude that κ(G) > k. We
create a graph Gk with vertex set V (Gk) = V (G) and
edge set so that for each pair of vertices u, v ∈ V (Gk),
there is an edge between u and v if there exists no
independence test (S, u, v) of size |S| ≤ k with the
answer Disconnected. If there is an edge between u
and v in G, then there is an edge between u and v in
Gk, so Gk is a supergraph of G. Next, we show that if
k ≥ κ(G), the converse also holds.

Claim 3.3. If k ≥ κ(G), then G = Gk.

Proof of the claim. By the observation that Gk is a
supergraph of G, it remains to prove that if there is
no edge between u and v in G then there is no edge
between u and v in Gk. If there is no edge between
u and v in G, by Menger’s theorem, there exists an
u-v-separator S of size |S| = κ(G, u, v) ≤ k. Therefore,
the independence test (S, u, v) has size at most k and
has the answer Disconnected, so there is no edge uv in
the graph Gk. ◁

Now, we make the decision as follows. If κ(Gk) ≤ k, we
conclude that the underlying graph is Gk. Otherwise,
we conclude that κ(G) > k. The correctness of the first
conclusion follows from the fact that because Gk is a
supergraph of G, we have that κ(G) ≤ κ(Gk) ≤ k, and
therefore by Claim 3.3 that Gk = G. The correctness
of the second conclusion follows from the fact that if
κ(G) ≤ k would hold, then G = Gk would hold by
Claim 3.3 and therefore also κ(Gk) = κ(G) ≤ k would
hold.

4 A LOWER BOUND FOR THE
NUMBER OF INDEPENDENCE
TESTS

By Theorem 3.1, to learn a graph G, one has to per-
form at least one independence test of size at least
κ(G). However, it is not clear if |V (G)|κ(G)+2 indepen-
dence tests made by the algorithm of Theorem 3.2 are
necessary, or if G could be learned by a significantly
smaller number of independence tests of size roughly
κ(G). We show that |V (G)|Ω(κ(G)) independence tests
are required in some cases, even if we allow for much
larger tests than of size κ(G). Our lower bound holds
even under several additional structural restrictions.
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A proper interval graph is a graph that can be repre-
sented as an intersection graph of intervals on a line,
where no interval properly contains another. Note that
every proper interval graph is also a chordal graph.

Theorem 4.1. Let n, q, and k be integers with n ≥
q ≥ k ≥ 3. There exists a proper interval graph G with
|V (G)| = O(nq) vertices, κ(G) = 2k − 2, pathwidth
pw(G) = k, and maximum degree ∆(G) = 2k, so that
any algorithm using independence tests of size at most
q requires at least nk−3 independence tests to decide if
the underlying graph is isomorphic to G.

The lower bound in Theorem 4.1 holds even when we
are given a promise that the underlying graph G′ is a
proper interval graph with κ(G′) = 2k−2, pw(G′) = k,
and ∆(G′) = 2k.

Proof. Let G be the graph with 3qn vertices
v1, v2, . . . , v3qn, so that a vertex vi is adjacent
to a vertex vj whenever |i − j| ≤ k. It is easy
to observe that G is a proper interval graph.
Also, we can observe the facts that ∆(G) = 2k,
pw(G) = k, and κ(G) = 2k − 2: Any vertex vi with
i ∈ [k+1, 3qn−k] has degree exactly 2k and other ver-
tices have degrees less than 2k. The sequence of bags
{v1, . . . , vk+1}, {v2, . . . , vk+2}, . . . , {v3qn−k, . . . , v3qn}
readily gives a path decomposition of width k where
each bag is a clique, certifying that the pathwidth is ex-
actly k. To prove κ(G) ≤ 2k−2, consider vi, vj ∈ V (G)
with i < j. If j − i > k, then {vi+1, . . . , vi+k} is
a vi-vj-separator of size k ≤ 2k − 2. If j − i ≤ k,
then {vi+1, . . . , vi+k} ∪ {vj−1, . . . , vj−k} \ {vi, vj} is
a vi-vj-separator in G − vivj of size at most 2k − 2.
To prove κ(G) ≥ 2k − 2, for any i ∈ [k, 3qn − k] we
can construct 2k − 2 vertex-disjoint paths, each with
exactly one internal vertex, between vi and vi+1.

We let G− be the graph G − v1vk+1, i.e., the graph
G but with the edge between the vertices v1 and vk+1

removed. Again, by similar arguments we can observe
that G− is a proper interval graph with κ(G−) = 2k−2,
∆(G−) = 2k, and pw(G−) = k.

Consider any algorithm that uses independence tests
of size at most q, and always makes less than nk−3

independence tests to decide whether the underlying
graph is isomorphic to G. We consider an adversary
that simply always answers Connected. It remains
to prove that there exists a graph isomorphic to G
that is consistent with all of the answers and also a
graph isomorphic to G− that is consistent with all of
the answers. As G and G− are not isomorphic (G−

has fewer edges than G), this would imply that the
algorithm cannot decide whether the underlying graph
is isomorphic to G or not, and therefore cannot be
correct.

To prove this, we will first prove an auxiliary claim. Let
S ⊆ V (G). For integers a and b with 1 ≤ a ≤ b ≤ 3qn,
we say that S covers the interval [a, b] if it holds that
{va, va+1, . . . , vb} ⊆ S.

Claim 4.2. Let S ⊆ V (G). If S does not cover any
interval with k − 1 vertices, then the graph G− \ S is
connected.

Proof of the claim. Let S ⊆ V (G) be a set of vertices
that do not cover any interval with k − 1 vertices. Let
i ∈ [3qn] be the smallest index so that vi ∈ V (G) \ S.
We prove by contradiction that every vertex in G− \ S
is in the same connected component as vi, implying
that G− \S is connected. For the sake of contradiction,
let j be the smallest index so that vj ∈ V (G) \ S and
vj is in a different connected component of G− \S than
vi. Note that j > i.

First, consider the case when j − i < k. In this case,
there is an edge between vi and vj , implying that they
are in the same connected component of G− \S, which
is a contradiction.

Then, consider the case when j − i ≥ k. In this case,
the interval [j − k+ 1, j − 1] contains k− 1 vertices, so
S does not cover it, so there is a vertex vl ∈ V (G) \ S
with l ∈ [j − k + 1, j − 1]. By the fact that we chose j
to be the smallest index such that vj ∈ V (G) \ S and
vj is in a different connected component of G− \S than
vi, it holds that vl is in the same connected component
of G− \ S as vi. However, there is an edge between vl
and vj , so vj is also in the same component, which is
a contradiction. ◁

Let π : V (G) → V (G) be a permutation of V (G). We
denote by π(G) the graph isomorphic to G resulting
from applying π to the vertices and edges of G. Now,
our goal is to show that there exists a permutation
π, so that both π(G) and π(G−) are consistent with
always answering Connected.

Claim 4.3. Let (S1, u1, v1), . . . , (St, ut, vt) be a se-
quence of t < nk−3 independence tests. There exists a
permutation π of V (G) so that both of the graphs π(G)
and π(G−) are consistent with answering Connected to
all of the independence tests.

Proof of the claim. For an independence test (Si, ui, vi)
and a permutation π of V (G), denote by π(Si, ui, vi) =
(π(Si), π(ui), π(vi)) the application of a permutation π
to all of the vertices specified in the independence
test. We observe that to prove the claim it suf-
fices to prove that there exists a permutation π so
that both of the graphs G and G− are consistent
with answering Connected to all independence tests
π(S1, u1, v1), . . . , π(St, ut, vt). Indeed, the answer to
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the independence test π(Si, ui, vi) on an underlying
graph H is the same as the answer to the independence
test (Si, ui, vi) on an underlying graph π−1(H), where
π−1 denotes the inverse permutation of π.

To prove the existence of such a permutation π, we
show that when π is selected uniformly randomly
among all permutations of V (G), there is a non-zero
probability that G and G− are consistent with an-
swering Connected to all of the independence tests
π(S1, u1, v1), . . . , π(St, ut, vt).

Let π be a permutation selected uniformly randomly
among all permutations of V (G) and let (Si, ui, vi) be
a fixed independence test. Note that by Claim 4.2, G−

is consistent with answering Connected to π(Si, ui, vi)
if π(Si) does not cover any interval with k − 1 vertices.

Now, let [a, b] be an interval with b − a + 1 = k − 1
vertices and (Si, ui, vi) an independence test of size
k − 1 ≤ |Si| ≤ q. We observe that

Pr[π(Si) covers [a, b]] =
|Si|
3qn

· |Si| − 1

3qn− 1
· . . . · |Si| − k + 2

3qn− k + 2

≤
(

q

3qn− k + 2

)k−1

≤
(

q

2qn

)k−1

≤
(

1

2n

)k−1

.

Now, because there are 3qn− k+2 intervals with k− 1
vertices, the expected number of intervals with k − 1
vertices that π(Si) covers is at most

(3qn− k + 2) ·
(

1

2n

)k−1

≤ qn ·
(
1

n

)k−1

≤
(
1

n

)k−3

.

The expected sum of the numbers of covered intervals
with k−1 vertices over all of the t < nk−3 independence
tests is at most

t ·
(
1

n

)k−3

< nk−3 ·
(
1

n

)k−3

< 1.

Because the expected number is less than one, there is
a non-zero probability that all independence tests cover
no intervals with k−1 vertices. In particular, there must
exist a permutation α so that none of the independence
tests π(S1, u1, v1), . . . , π(St, ut, vt) covers an interval
with k − 1 vertices, and therefore all of the graphs
G− \ Si are connected, and therefore G− is consistent
with answering Connected to every independence test.
Because G− is a subgraph of G, all of the graphs G\Si

are also connected, and therefore G is consistent with
answering Connected to every independence test. ◁

As the graph π(G) is isomorphic to G and π(G−) is
isomorphic to G−, this finishes the proof.

Note that while the statement of Theorem 4.1 excludes
a decision algorithm for deciding if the underlying graph
is isomorphic to G, the same lower bound also holds
for learning the underlying graph because the decision
problem can be solved by learning the graph.

5 TREEWIDTH

In this section, we give an improved upper bound for
the setting where the treewidth tw(G) is smaller than
κ(G). First, we show that an optimum-width tree
decomposition of G can be learned by using indepen-
dence tests of size at most tw(G). For this, will need
the following lemma from Bodlaender [2003].

Lemma 5.1 (Bodlaender [2003]). Let G be a graph,
u, v ∈ V (G), and k an integer. If κ(G, u, v) > k,
then every tree decomposition of G of width at most k
contains a bag that contains both u and v.

We show that Lemma 5.1 can be harnessed to learn an
optimum-width tree decomposition of the underlying
graph G by independence tests of size at most tw(G).
This is similar to the proof of Theorem 3.2.

Theorem 5.2. There is an algorithm that learns a tree
decomposition of the underlying graph G of width at
most tw(G) by using at most |V (G)|tw(G)+2 indepen-
dence tests of size at most tw(G).

Proof. Let k be a non-negative integer. We show that
by conducting all |V (G)|k+2 possible independence
tests of size ≤ k, we can either conclude that tw(G) ≤ k
and output a tree decomposition of width at most k of
the underlying graph G, or to conclude that tw(G) > k.
Then, the algorithm works by starting with k = 0 and
increasing k iteratively, at each iteration conducting all
of the independence tests of size k, until it concludes
with a tree decomposition of minimum width. Note
that it never conducts independence tests of size more
than tw(G).

It remains to show that given answers to all possible
independence tests of size ≤ k, we can either conclude
with a tree decomposition of the underlying graph
of width at most k, or that tw(G) > k. We create
a graph Gk, so that for each pair of vertices u, v ∈
V (G) there is an edge between u and v if there exists
no independence test (S, u, v) of size |S| ≤ k with
the answer Disconnected. Clearly, Gk is a supergraph
of G, and therefore tw(Gk) ≥ tw(G) and any tree
decomposition of Gk is also a tree decomposition of
G. We use the |V (G)|k+2 time algorithm of Arnborg
et al. [1987] to either compute a tree decomposition of
Gk of width at most k or to decide that tw(Gk) > k.
When we get a tree decomposition of width at most k,
we return this tree decomposition. In the case when
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tw(Gk) > k, we conclude that tw(G) > k. Let us prove
that this conclusion is correct.

Suppose G has a tree decomposition (T, bag) of width
at most k. For any edge uv ∈ E(Gk) \E(G), it holds
that κ(G, u, v) > k, and therefore by Lemma 5.1,
(T, bag) contains a bag that contains both u and v.
Therefore, (T, bag) is also a tree decomposition of Gk,
so tw(Gk) ≤ k, but this is a contradiction.

Then we show that Theorem 5.2 can be leveraged
to learn the underlying graph G by conducting
|V (G)|O(tw(G)) independence tests of size O(tw(G))
plus only a polynomial number of independence tests
of size at most 2 · κ(G).

Theorem 5.3. There is an algorithm that learns the
underlying graph G by using at most |V (G)|O(tw(G))

independence tests of size at most O(tw(G)) and at
most |V (G)| · tw(G) independence tests of size at most
2 · κ(G).

Proof. We assume that tw(G) ≥ 1, as otherwise, G has
no edges, and we can solve the problem by |V (G)|2
independence tests of size 0. We start by using the algo-
rithm of Theorem 5.2 to compute a tree decomposition
(T, bag) of G of width tw(G). Let u, v ∈ V (G) be a pair
of vertices that occurs in some bag of (T, bag) together.
Because the graph that contains edges between all such
pairs has treewidth at most tw(G), and any graph with
n vertices and treewidth k has at most n · k edges,
there are at most |V (G)| · tw(G) such pairs. Therefore,
we focus on giving an algorithm that learns whether
uv ∈ E(G) by using |V (G)|O(tw(G)) independence tests
of size O(tw(G)), and only one independence test of
size at most 2 · κ(G).

Now, our goal is to find a set S ⊇ {u, v}, of size |S| ≤
κ(G), so that for each connected component C of G\S,
it holds that κ(G[C ∪ {u, v}], u, v) ≤ O(tw(G)) and
|N(C)| ≤ O(tw(G)). We need the following auxiliary
claim for finding such a set S and then for using it.

Claim 5.4. There is an algorithm that given two dis-
joint vertex subsets C, S ⊆ V (G) with N(C) ⊆ S
and u, v ∈ S, and an integer f , determines whether
κ(G[C ∪ {u, v}], u, v) ≤ f by using O(|V (G)|f ) in-
dependence tests of size at most |S| + f − 1. If
κ(G[C ∪ {u, v}], u, v) ≤ f holds, the algorithm also
outputs a set X ⊆ C of size |X| ≤ f so that X sepa-
rates u from v in the graph G[C ∪ {u, v}]− uv.

Proof of the claim. Given X ⊆ C and w ∈ C \ X,
we can compute if u is reachable from w in G[C ∪
{u, v}] \X by conducting the independence test (X ∪
S\{u}, w, u), and if v is reachable from w by conducting
the independence test (X ∪ S \ {u}, w, v). Therefore,

given X ⊆ C, we can with |C|−|X| independence tests
of size |X|+ |S| − 1 determine whether X separates u
from v in the graph G[C ∪ {u, v}]− uv. By Menger’s
theorem, the smallest size of such X is equal to κ(G[C∪
{u, v}], u, v), so by testing all subsets X of C of size at
most f we can test if κ(G[C ∪ {u, v}], u, v) ≤ f . ◁

Then, we describe how to find the desired set S. We
will treat the tree T of the decomposition as rooted
at an arbitrarily selected node, and use the standard
rooted tree terminology. Moreover, by adding the root
as an additional node, we can assume that the bag
of the root is empty. For a set of nodes R ⊆ V (T ),
we denote by bag(R) the union of their bags. We will
find R ⊆ V (T ), so that |R| ≤ κ(G)/(tw(G) + 1) − 1,
and the set S = bag(R) ∪ {u, v} satisfies the required
properties. Moreover, the set R will be LCA-closed : for
any pair of nodes in R, their lowest common ancestor
(LCA) is also in R. This implies that for any connected
component C of G\(bag(R)∪{u, v}), its neighborhood
N(C) is a subset of a union of two bags and {u, v},
and in particular has size |N(C)| ≤ 2 tw(G) + 4.

To find the set R, we proceed as follows. For a node
t ∈ V (T ), we denote by cmp(t) ⊆ V (G) \ bag(t) the
vertices that occur in the bags of the subtree rooted at
t, but not in bag(t). We process the nodes of T in any
order so that all descendants of a node are processed
before it, for example, in the depth-first-order. At each
node t we are processing, we will decide, based on the
following three cases, whether to add t to R.

1. If t is the lowest common ancestor of two nodes
already in R, we add t to R.

2. If no descendant of t is in R, we add t to R if
κ(G[cmp(t) ∪ {u, v}], u, v) ≥ 2 tw(G) + 2.

3. If t has a descendant in R but (1) does not ap-
ply, there is a unique descendant l ∈ R of t
that is the lowest common ancestor of the set
of all descendants of t in R. Now, let C =
cmp(t) \ (cmp(l) ∪ bag(l)). We add t to R if
κ(G[C ∪ {u, v}], u, v) ≥ 2 tw(G) + 2.

First, to argue that this process of selecting R can be
implemented with |V (G)|O(tw(G)) independence tests
of size O(tw(G)), observe that in case (2) we have
that N(cmp(t)) ⊆ bag(t), and in case (3) we have
that N(C) ⊆ bag(t) ∪ bag(l). Therefore, we can use
the algorithm of Claim 5.4 for checking if κ(G[C ∪
{u, v}], u, v) ≥ 2 tw(G) + 2 in these cases, by using at
most |V (G)|2 tw(G)+2 independence tests of size at most
4 tw(G) + 4.

Then, we wish to show that κ(G[C∪{u, v}]) ≤ 3 tw(G)+
2 for each connected component C of G \ bag(R). Sup-
pose that there exists a component C with κ(G[C ∪
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{u, v}]) > 3 tw(G) + 2, and let t be the lowest node
for which it holds that κ(G[(C ∩ cmp(t)) ∪ {u, v}] >
3 tw(G) + 2. Such t exists because cmp(r) = V (G) for
the root node r. By the fact that C intersects a con-
nected subtree of bags of (T, bag) and by our construc-
tion, it must hold that t ∈ R. Now, a unique child c of
t exists such that C ⊆ cmp(c) ∪ bag(c). Because t was
the lowest node such that κ(G[(C ∩ cmp(t))∪ {u, v}] >
3 tw(G) + 2, the set C must intersect bag(c). Hence
c /∈ R. However, since |bag(c)| ≤ tw(G) + 1, we have
that κ(G[(C ∩ cmp(c)) ∪ {u, v}] ≥ 2 tw(G) + 2. This
contradicts our construction, in particular, the node c
should have been selected to R in this case.

Finally, we argue that |R| ≤ κ(G)/(tw(G) + 1) − 1.
First, observe that if a node t is added to R in the
cases (2) or (3), then bag(t) separates the considered
component C (in the case (2) let C = cmp(t)) from the
nodes not processed yet, which implies that the sets
C considered in such cases are disjoint. Note also that
each such set C is disjoint from the bags of the nodes
later added to R. In particular, C ⊆ V (G) \ bag(R).
Let C1, . . . , Ch be the set of such components. We
observe that κ(G, u, v) ≥

∑h
i=1 κ(G[Ci ∪ {u, v}], u, v).

Because κ(G[Ci ∪ {u, v}], u, v) ≥ 2 tw(G) + 2 for each
i, this implies that the number of nodes added to R
in cases (2) and (3) is at most κ(G)/(2 tw(G) + 2).
The number of nodes added in cases (1) is at most
the number of nodes added in cases (2) minus one. In
particular, whenever case (1) occurs, the number of
nodes in R that can be reached from the root without
going through any other nodes in R decreases by one,
and in case (2), this number increases by one, and in
case (3) this number is unchanged. Therefore, |R| ≤
κ(G)/(tw(G) + 1)− 1.

Now we have a set S = bag(R) ∪ {u, v} so that
|S| ≤ κ(G) and for each connected component C of
G\S it holds that κ(G[C ∪{u, v}], u, v) ≤ 3 · tw(G)+2
and |N(C)| ≤ 2 tw(G)+4. Because |N(C)| ≤ 2 tw(G)+
4, we can explicitly compute the connected compo-
nents C1, . . . , Ch of G \ S and their neighborhoods
N(C1), . . . , N(Ch) by |V (G)|O(tw(G)) queries of size
at most 2 tw(G) + 4. Then, we use the algorithm of
Claim 5.4 to compute a set Xi for each i ∈ [h] so that Xi

separates u from v in the graph G[Ci∪{u, v}]−uv, and
|Xi| = κ(G[Ci ∪ {u, v}], u, v). By a similar argument
as above, we conclude that

∑h
i=1 |Xi| ≤ κ(G, u, v). Fi-

nally, we observe that if there is no edge between u and
v, then (S \ {u, v}) ∪

⋃h
i=1 Xi separates u from v in G,

so ((S\{u, v})∪
⋃h

i=1 Xi, u, v) is our final independence
test that determines whether uv ∈ E(G). It has size
at most |S|+

∑h
i=1 |Xi| ≤ 2 · κ(G).

6 CONCLUSION

This paper establishes fundamental lower and upper
bounds for the constraint-based learning of Markov
networks. Our results expand upon existing work,
which focused solely on the parameter maximum de-
gree ∆(G) [Koller and Friedman, 2009], by identifying
κ(G) as the most critical parameter. Additionally, we
explore learning parameterized by treewidth, a classi-
cal parameter in the context of probabilistic graphical
models.

Regarding the sizes of conditioning sets, our findings
are conclusive. We improve upon known bounds by
demonstrating that tests of size κ(G) are sufficient.
(Recall that κ(G) ≤ ∆(G).) We complement these
results with a matching lower bound.

When considering the required number of tests, the
situation becomes more intricate. Here, we hope that
our work lays the foundation for future research in
constraint-based learning of Markov networks from the
perspective of structural graph theory. An intriguing
open question remains: Can the upper bound presented
in Theorem 5.3 be considered optimal? Recall that the
treewidth of a graph does not exceed its pathwidth.
Thus by Theorems 3.1 and 4.1 the bounds in Theo-
rem 5.3 on the number and sizes of tests in terms of
treewidth are, in some sense, optimal. However, we
do not exclude a possibility of replacing the treewidth
with a graph parameter smaller than the treewidth.
For example, could the treewidth in the statement of
Theorem 5.3 be substituted with the graph’s degen-
eracy δ(G)? It is worth noting that the degeneracy
is always at most the treewidth. In particular, could
the underlying graph G be learned by |V (G)|f(δ(G))

independence tests of size at most f(κ(G)), for some
function f?
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