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Abstract

The paper considers linear state space mod-
els with non-Gaussian inputs and/or con-
straints. As shown previously, NUP rep-
resentations (normal with unknown param-
eters) allow to compute MAP estimates in
such models by iterating Kalman smooth-
ing recursions. In this paper, we propose
to compute such MAP estimates by iterat-
ing backward-forward recursions where the
forward recursion amounts to coordinatewise
input estimation. The advantages of the pro-
posed approach include faster convergence,
no “zero-variance stucking”, and easier con-
trol of constraint satisfaction. The approach
is demonstrated with simulation results of ex-
emplary applications including (i) regression
with non-Gaussian priors or constraints on
k-th order differences and (ii) control with
linearly constrained inputs.

1 INTRODUCTION

Consider the estimation of the input sequence
U1, . . . , UN ∈ RL of a linear state space model (SSM)
with state sequence X1, . . . , XN+1 ∈ RM and output
sequence Y1, . . . , YN ∈ RK . The SSM evolves accord-
ing to

Xn+1 = AXn +BUn (1)

Yn = CXn (2)

for n = 1, . . . , N , where A, B, and C are known ma-
trices of appropriate dimensions. We observe a noisy
version of the outputs

Y̆n = Yn + Zn, (3)
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where the noise Zn ∈ RK is a sequence of independent
zero-mean Gaussian random variables (or random vec-
tors) with known covariance matrices VZn

. We also
assume a Gaussian prior on the initial state X1. From
Y̆n = y̆n ∈ RK , n = 1, . . . , N , we wish to estimate the
unknown inputs U1, . . . , UN . (The estimate of Un for
n ≈ 1 or n ≈ N may be poor if the initial state X1 or
the final state XN + 1, respectively, are unknown.)

If the input sequence U1, . . . , UN is Gaussian, then
estimating the state sequence X1, . . . , XN+1 is the
standard Kalman smoothing problem (Kalman, 1960).
Pertinent Kalman smoothing algorithms can be ex-
tended to yield an estimate of the input sequence as
well (cf. Glover, 1969; Bruderer et al., 2014; Loeliger
et al., 2016; Gakis et al., 2024).

In this paper, we consider the estimation of a non-
Gaussian input sequence U1, . . . , UN . The motivating
applications include (i) regression with non-Gaussian
priors or constraints on (k + 1)-th order differences
(Steidl et al., 2006; Kim et al., 2009; Ramdas et
al., 2016; Loeliger et al., 2016; Politsch et al., 2020;
Roonizi, 2021) and (ii) control with linear constraints
on the control signal (Keusch, 2023; Keusch et al.,
2024).

Related prior work considers state estimation with
non-Gaussian state noise, which can be used also for
input signal estimation (if the input matrix B con-
tains an L × L diagonal matrix). The algorithm pro-
posed by Aravkin et al. (2014) uses an interior point
method (involving both solving a system of linear in-
equalities and a line search at every step). Roonizi
(2022) addresses only Kalman filtering (i.e., state esti-
mation based on past observations), but not smooth-
ing in the usual sense (i.e., trajectory estimation based
on all observations).

One way to deal with non-Gaussian priors or con-
straints are NUP representations (normal with un-
known parameters), which are closely related to vari-
ational representations of penalty functions (Palmer
et al., 2005; Bach et al., 2012), see Loeliger (2023)
for a brief review. In prior work (including Loeliger
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et al., 2016; Keusch et al., 2021, 2024), this approach
was used to convert estimation in linear SSMs with
non-Gaussian inputs or/and non-Gaussian observation
noise into iterations of Kalman smoothers that are
augmented with input signal estimation for general B
(Loeliger 2016). This approach appears to work very
well, but it may suffer from zero-variance stucking (as
will be explained in Section 2.3) and convergence may
be slow.

In this paper, we use the same NUP representations,
but we propose another estimation algorithm, which
avoids zero-variance stucking, converges faster, and
makes it easier to control the parameters for constraint
satisfaction.

The paper is structured as follows. Section 2 intro-
duces the system model with NUP priors and reviews
pertinent prior work. The proposed new algorithm is
given in Section 3. Some applications and numerical
results are given in Section 4.

The following notation will be used: “k : `” denotes
a range of indices, e.g., Uk:` = (Uk, . . . , U`); “∝”
denotes equality of functions up to a scale factor;

(ξ)+
4
= max{ξ, 0}; and N (ξ; θ) denotes a Gaussian

probability density function in ξ with parameter(s) θ.

The factor graph notation follows Loeliger et al.
(2007), where variables are represented by edges and
factors are represented by nodes/boxes. Forward and
backward arrows (e.g., −→µUn

and←−µUn
) refer to messages

flowing with or against, respectively, the arrows in Fig-
ures 1 and 2. In this paper, messages are (possibly de-
generate) Gaussian probability density functions, up
to a scale factor, and are parameterized either by a

mean −→m and a covariance matrix
−→
V , or by a precision

matrix
−→
W =

−→
V −1 and the vector

−→
ξ =

−→
W−→m, and like-

wise with reversed arrows.

2 BACKGROUND

2.1 System Model with NUP Priors

We will use the system model (1)–(3) with a prior of
the (separable) form

p(u1, . . . , uN ) =

N∏

n=1

p(un) (4)

with (possibly improper) p(un) that can be written as

p(un) = max
θn

ρ(un, θn), (5)

where

ρ(un, θn)
4
= N (un; θn)g(θn). (6)

g(θ1)

?
θ1

N (u1; θ1)

?
U1

ρ(u1, θ1)

· · ·

g(θN )

?
θN

N (uN ; θN )

?
UN

ρ(uN , θN )

p(y̆|u1, . . . , uN )

according to (1)–(3)

y̆1
· · ·

y̆N

Figure 1: Factor graph of the system model.

The parameter θn in (6) comprises a mean −→mUn
and a

variance (or a covariance matrix)
−→
VUn

, and g is cho-
sen so that (5) is some desired prior or enforces some
constraint on Un.

Note that NUP priors of the form (5) are essentially
equivalent to variational representations of regulariz-
ers as in Palmer et al. (2005); Bach et al. (2012); Ar-
avkin et al. (2014), which, however, does not exhaust
all NUP priors, (cf. Giri et al., 2016; Loeliger, 2023).

With u
4
= (u1, . . . , uN ) = u1:N , y̆

4
= y̆1:N , and θ

4
=

θ1:N , the joint probability density function of u and y̆
is

p(y̆|u)p(u) = p(y̆|u)

N∏

n=1

p(un) (7)

= max
θ
f(u, θ) (8)

with

f(u, θ)
4
= p(y̆|u)

N∏

n=1

ρ(un, θn), (9)

which is illustrated in Figure 1.

2.2 Iteratively Reweighted Linear Gaussian
Estimation (IRLGE)

In (Loeliger et al., 2016, 2018; Loeliger, 2023), a joint
MAP estimate of U and θ (for fixed y̆) was computed
by alternating maximization, i.e., by iterating the fol-
lowing two steps until convergence:
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Table 1: Selected scalar NUP priors and update rules for their mean −→mUn and variance
−→
VUn

− log p(un) −→mUn

−→
VUn

Laplace/L1 β|un| 0 |ûn|/β

Huber loss

{
u2
n

2r2 + β2r2

2 |un| ≤ βr2

β|un| |un| > βr2
0

{
r2

|ûn|/β

hinge loss β(a− un)+ a+ |ûn − a| 2|ûn − a|/β

Vapnik loss β
(
|un − a|+ |un − b|

) a|ûn − b|+ b|ûn − a|
|ûn − a|+ |ûn − b|

|ûn − a||ûn − b|
β [|ûn − a|+ |ûn − b|]

plain NUV ln |un| 0 û2
n

1. For fixed θ = θ̂, compute

û = argmax
u

p(y̆|u)p(u) (10)

= argmax
u

p(y̆|u)

N∏

n=1

ρ(un, θ̂n) (11)

= argmax
u

p(y̆|u)

N∏

n=1

N (un; θ̂n). (12)

2. For fixed u = û, compute

θ̂ = argmax
θ

p(y̆|u)p(u) (13)

= argmax
θ

p(y̆|û)

N∏

n=1

ρ(ûn, θn), (14)

which splits into

θ̂n = argmax
θn

ρ(ûn, θn) (15)

for n = 1, . . . , N .

Step 1 of this approach is linear Gaussian estimation
and can be carried out by Kalman smoothing (involv-
ing both a forward recursion and a backward recur-
sion) augmented with input estimation. Step 2 of
this approach amounts to simple closed-form updates,
some important cases of which are recalled in Table 1
(cf. MacKay, 1992; Tipping et al., 2003; Bach et al.,
2012; Keusch, 2023; Loeliger, 2023), where β > 0 is a
scale parameter. The hinge loss and the Vapnik loss
will later (in Section 3.4) be used to enforce the con-
straints Un ≥ a and a ≤ Un ≤ b.

2.3 Zero-Variance Stucking

An issue with the approach of Section 2.2 (IRLGE)

is the possibility of getting stuck with
−→
VUn

= 0 and

ûn = −→mUn for some input Un, at a point û =
(û1, . . . , ûN ) that is not a maximum of p(y̆|u)p(u).

Specifically, the update of ûn in (12) can be written as

ûn =
−→mUn

←−
VUn +←−mUn

−→
VUn−→

VUn +
←−
VUn

(16)

where ←−mUn
and
←−
VUn

are the parameters of the (Gaus-
sian) backward message at Un. It can happen that (15)

updates
−→
VUn to zero. In this case, (16) will update ûn

to −→mUn , which in turn keeps
−→
VUn stuck at zero. In the

first line of Table 1, this happens for ûn = 0; in the
third line of Table 1, this happens for ûn = a; and in
the fourth line of Table 1, this happens for ûn ∈ {a, b}.
The algorithm proposed in the next section does not
have this problem (since its update (23) of ûn disre-

gards
−→
VUn

).

3 PROPOSED ALGORITHM

3.1 Iterated Backward Filtering Forward
Deciding (IBFFD)

We now propose to compute the same estimate as in
Section 2.2 (i.e., the joint MAP estimate of U and θ) by
iterating the following three steps until convergence:

1. Standard backward filtering (BF). For fixed θ = θ̂,
compute←−µXn(xn) ∝ max

un:N

p(y̆n:N |xn, un:N )p(un:N ) (17)

∝ max
un:N

p(y̆n:N |xn, un:N )

`=N∏

`=n

N (u`; θ̂`) (18)

for n = N,N − 1, . . . , 1 by the recursion←−µXn
(xn) ∝ max

un,xn+1

p(xn+1|xn, un)p(y̆n|xn)

· N (un; θ̂n)←−µXn+1
(xn+1) (19)
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beginning with ←−µXN+1
(xN+1) = 1 (or with some

Gaussian ←−µXN+1
expressing some side informa-

tion about XN+1). The function ←−µXn
is a (pos-

sibly degenerate) Gaussian density, up to an ir-
relevant scale factor, p(xn+1|xn, un) is determin-
istic according to (1), and p(y̆n|xn) is given by (2)
and (3).

The recursion (19) is efficiently computed by
the standard backward information filter (Fraser,
1967), or, equivalently, the backward recursion of
BIFM (backward information filter, forward with
marginals) message passing (Loeliger et al., 2016).

2. Forward deciding (FD). Begin by computing

x̂1 = argmax
x1

p(x1)←−µX1
(x1), (20)

where p(x1) is the given (proper or improper)
Gaussian prior on X1. Then, for n = 1, 2, . . . , N ,
compute ûn with fixed X1 = x̂1 and U1:n−1 =
û1:n−1 (and thereby fixed X1:n = x̂1:n), and fixed
θn+1:N = θ̂n+1:N (but ignoring θ̂1:n), by

ûn = argmax
un

max
un+1:N

p(y̆|u)p(u) (21)

= argmax
un

max
un+1:N

p(y̆n+1:N |x̂n, un:N )

· p(un)

N∏

`=n+1

N (u`; θ̂`) (22)

= argmax
un

p(un)←−µUn
(un), (23)

where ←−µUn
is a (possibly degenerate) Gaussian

density, up to an irrelevant scale factor, given by

←−µUn
(un) ∝ max

un+1:N

p(y̆n+1:N |x̂n, un:N )

·
N∏

`=n+1

N (u`; θ̂`) (24)

∝ max
xn+1

p(xn+1|x̂n, un)←−µXn+1(xn+1) (25)

with ←−µXn+1
from (18).

3. For fixed u = û, compute

θ̂ = argmax
θ

p(y̆|u)p(u), (26)

which splits as in (15). This step coincides with
Step 2 of IRLGE and can be carried out using
Table 1.

For scalar Un, Table 2 gives the update rule (23) (for
the same priors p(un) as in Table 1) in terms of the

mean ←−mUn and the variance
←−
VUn of ←−µUn . Some of

these rules coincide with well-known proximal opera-
tors (Moreau, 1965; Parikh et al., 2014); e.g., the first

Table 2: Deciding rule (23)

ûn condition

Laplace/L1





←−mUn
+ β
←−
VUn

←−mUn
< −β←−VUn

0 |←−mUn
| ≤ β←−VUn←−mUn

− β←−VUn

←−mUn
> β
←−
VUn

Huber loss





←−mUn
+ β
←−
VUn

←−mUn
< −β(

←−
VUn

+ r2)

r2←−mUn
←−
VUn+r2

|←−mUn
| ≤ β(

←−
VUn

+ r2)←−mUn
− β←−VUn

←−mUn
> β(

←−
VUn

+ r2)

hinge loss





←−mUn
+ β
←−
VUn

←−mUn
< −β←−VUn

+ a

a −β←−VUn
+ a ≤ ←−mUn

≤ a←−mUn

←−mUn
> a

Vapnik loss





←−mUn
+ 2β

←−
VUn

←−mUn
< −2β

←−
VUn

+ a

a −2β
←−
VUn

+ a ≤ ←−mUn
≤ a←−mUn

a < ←−mUn
< b

b b ≤ ←−mUn
≤ 2β

←−
VUn

+ b←−mUn
− 2β

←−
VUn

←−mUn
> 2β

←−
VUn

+ b

plain NUV





←−mUn
−
[←−
VUn

/←−mUn

] ←−mUn
< −←−V 1/2

Un

0 |←−mUn
| ≤ ←−V 1/2

Un←−mUn
−
[←−
VUn

/←−mUn

] ←−mUn
>
←−
V

1/2
Un

line is the soft-thresholding operator of Donoho et al.
(1995) and the last line was used by Tipping et al.
(2003).

Convergence of this algorithm will be discussed in Sec-
tion 3.3.

Note that backward filtering forward deciding in itself
is just classical dynamic programming (Bellman, 1954)
(with optimal-value function (17)–(19)). The point of
this paper is the specific blending of this idea with
NUP priors as described above.

3.2 Detailed Algorithm

A complete IBFFD algorithm (with Step 3 included in
the forward recursion) is given in Algorithm 1, which
refers to the system model of Section 1 for the case of
multiple inputs, where Un = (Un,1, . . . , Un,L) consists
of independent scalar components Un,` and b` denotes
column ` of the matrix B, as illustrated in Figure 2.

Algorithm 1 implements IBFFD as Gaussian mes-
sage passing in Figure 2; its details are easily assem-
bled from the pertinent tables given in Loeliger et al.
(2016). The complexity (per iteration) of the algo-
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p(x1)

A +

B

p(un)

=

C

+

XN+1

n = 1 : N

Xn

Un

X
′
n+1 Xn+1

Yn

Y̆n

y̆n

Zn N (zn; 0, VZn )

+

b`

N (un,`; θn,`)

g(θn,`)

= =

` = 1 : L

X
′
n+1 X`−1

n+1

Un,`

θn,`

X`
n+1 Xn+1

Figure 2: Factor graph of SSM with noisy observations y̆1, y̆2, · · · , y̆N driven by unknown inputs U1, U2, · · · , UN .

rithm is linear in N and it involves no matrix inver-
sions (or solving linear equations) except in (30).

By default (i.e., unless some extra information
about XN+1 warrants another choice), the back-
ward message ←−µXN+1

is neutral (uninformative), i.e.,←−µXN+1
(xN+1) = 1, which is represented by the preci-

sion matrix
←−
WXN+1

= 0 and
←−
ξXN+1

= 0. In this case,
no meaningful estimate of UN is possible, and both
−→mUN

and
−→
VUN

can be left unchanged throughout the
algorithm.

3.3 Convergence and Convexity

Both IRLGE and IBFFD try to maximize (9) by some
version of alternating (or cyclic) maximization, which
guarantees convergence (to something) except for very
exotic situations. However, the NUP representation
(5) may introduce spurious maxima (with variance
zero) into (9), which underly the problem discussed
in Section 2.3. However, the update rule (21)–(23)
makes it extremely unlikely to get trapped in such a
spurious maximum.

In consequence, IBFFD will “practically almost
surely” converge to a local maximum of p(y̆|u)p(u).

In all the applications and numerical experiments in
Section 4, − log p(y̆|u)p(u) is convex, in which case
IBFFD will “practically almost surely” find the max-
imum of p(y̆|u)p(u).

3.4 Constraint Satisfaction

Both the hinge loss prior and the Vapnik loss prior can
be used to enforce linear constraints on Un. Specifi-
cally, with sufficiently large β, the (improper) hinge
loss “prior” p(un) ∝ exp(−β(a−un)+) can be used to

enforces ûn ≥ a, and (improper) Vapnik loss “prior”
p(un) ∝ exp(−β|un − a| − β|un − b|) with a < b can
be used to enforce ûn ∈ [a, b].

However, the choice of β (“sufficiently large”) is not
obvious since choosing β to be unnecessarily large
slows down the convergence of iterative algorithms like
IRLGE and IBFFD. An obvious approach (used with
IRLGE by Keusch (2023)) is to run the algorithm with
fixed β until convergence; then check the constraints,
increase β if necessary (e.g., by a factor of 2), and
re-run the algorithm.

However, IBFFD offers an attractive alternative: Al-
gorithm 1 is easily adapted to guarantee constraint
satisfaction in every forward recursion by allowing an
individual factor βn for each n, which is increased, if
necessary, during the forward recursion. For each un,
the required minimal value of βn is easily obtained
from the update rules in Table 2: if the constraint
ûn ≥ a is violated, increasing βn to

βn =
a−←−mUn←−
VUn

(35)

results in ûn ≥ a; if the constraint ûn ∈ [a, b] is vio-
lated, increasing βn to

βn = max

{
a−←−mUn

2
←−
VUn

,
←−mUn

− b
2
←−
VUn

}
(36)

results in ûn ∈ [a, b]. Consequently, the deciding rules
in Table 2 work as proximal operators (Parikh et al.,
2014) and project ûn on the boundary of the con-
straints by selecting appropriate βn when necessary.
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Algorithm 1 IBFFD

1: Initialize −→mUn,`
,
−→
VUn,`

for n = 1, . . . , N and ` = 1, . . . , L.
2: while not converged do
3: Backward filtering recursion: Begin with←−

ξXN+1
= 0 and

←−
WXN+1

= 0 (unless some ex-
tra information about XN+1 warrants another
choice).

4: for n = N to 1 do
5: ←−

WXL
n+1

=
←−
WXn+1

,
←−
ξXL

n+1
=
←−
ξXn+1

. (27)

6: for ` = L to 1 do
7:

H`
n+1 =

[−→
V −1
Un,`

+ bT`
←−
WX`

n+1
b`

]−1

,

h`n+1 = b`H
`
n+1

[−→
V −1
Un,`

−→mUn,`
+ bT`
←−
ξX`

n+1

]
,←−

ξX`−1
n+1

=
←−
ξX`

n+1
−←−WX`

n+1
h`n+1,←−

WX`−1
n+1

=
←−
WX`

n+1
−←−WX`

n+1
b`H

`
n+1b

T
`

←−
WX`

n+1
.

(28)
8: end for
9: ←−

ξXn
= AT←−ξX0

n+1
+ CT←−V −1

Yn

←−mYn
,←−

WXn = AT←−WX0
n+1

A+ CT←−V −1
Yn
C.

(29)

10: end for
11: Forward deciding recursion: beginning with

−→mX1
,
−→
VX1

, obtain x̂1 = mX1
by solving the lin-

ear equations

[−→
V −1
X1

+
←−
WX1

]
mX1 =

−→
V −1
X1

−→mX1 +
←−
ξX1 . (30)

12: for n = 1 to N do
13: x̂0

n+1 = Ax̂n. (31)

14: for ` = 1 to L do
15: ←−

VUn,`
=
[
bT`
←−
WX`

n+1
b`

]−1

,

←−mUn,`
=
←−
VUn,`

[
bT`
←−
ξX`

n+1
− bT`
←−
WX`

n+1
x̂`−1
n+1

]
.

(32)
16: Decide ûn,` according to Table 2.
17:

x̂`n+1 = x̂`−1
n+1 + b`ûn,`. (33)

18: Update θ̂n,` = (−→mUn,`
,
−→
VUn,`

) according to
Table 1.

19: end for
20: x̂n+1 = x̂Ln+1. (34)

21: end for
22: end while

4 APPLICATIONS AND
SIMULATION RESULTS

4.1 Regression with Constraints on (k + 1)-th
Order Differences

For a given time series y̆ ∈ RN , consider the problem
of computing y ∈ RN such that

J(y) =
1

2

N∑

n=1

(y̆n − yn)2 + β

N−k−1∑

n=1

κ(∆k+1
yn ) (37)

(for fixed k ≥ 0 and β > 0) is as small as possible,
where

∆k+1
yn =

{
yn+1 − yn k = 0,

∆k
yn+1

−∆k
yn k = 1, 2, . . . ,

(38)

is the (k + 1)-th order forward difference of y. For
κ(z) = z2, (37) is the classical smoothing spline prob-
lem (De Boor, 1978). As is well known (Kohn et al.,

1992; Durbin et al., 2012), un
4
= ∆k+1

yn can be viewed
as the input of a linear SSM with

A =




ak ak−1 · · · a1 a0

1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0



∈ R(k+1)×(k+1),

B =
(
1 0 · · · 0 0

)T ∈ R(k+1)×1,

C =
(
0 0 · · · 0 1

)
∈ R1×(k+1),

(39)
where coefficients ai = (−1)i+k

(
k+1
i

)
.

We will consider two variations of this problem that
have been considered in the literature: in Section 4.1.1,
we use κ(un) = |un| for trend filtering (Kim et al.,
2009); in Section 4.1.2, we consider the constraint
un ≥ 0 for shape-constrained regression (Guntuboyina
et al., 2018), and we encourage this constraint with the
hinge loss κ(un) = (−un)+. In both cases, there is a
finite βmax such that the minimizer y of (37) does not
change with β for β ≥ βmax.

4.1.1 Trend Filtering with Laplace Prior

In this section, we experimentally compare different
algorithms for minimizing (37) for κ(z) = |z| and k ∈
{1, 2}.
Specifically, we compare IBFFD with the primal-dual
interior point method (PDIP) (Kim et al., 2009) and
with an alternating direction method of multipliers
(ADMM) (Ramdas et al., 2016), which are popular
methods for trend filtering with fixed β. The perfor-
mance of PDIP depends on its log barrier update as
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Figure 3: Comparison of different algorithms for trend
filtering of the “blocks” data of Donoho et al. (1995)
for k = 1 and k = 2. Top row: raw data y̆ (circles)
and estimate y from IBFFD. Middle and bottom rows:
convergence of the fitting cost ln J(y) for different val-
ues of β.
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Figure 4: Same as Fig. 3 for the “Doppler” data of
Donoho et al. (1995).
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Figure 5: Box plots of running time (ms) per iteration
of IBFFD, ADMM, and PDIP. For each N, the time
per iteration was averaged over a total of 1000 rep-
etitions: two choices of underlying functions (blocks
and Doppler), two choices of k = 1, 2, five values of
β = 10−iβmax(i = −4, · · · , 0), and 50 repetitions of
each combination.

well as the backtracking line search; the speed of con-
vergence of ADMM depends on the choice of the aug-
mented Lagrangian parameter.

For experiments in this part, we used the C versions of
PDIP and ADMM from Koh et al. (2008) and Arnold
et al. (2014), respectively. The IBFFD of this pa-
per was implemented in C as well1. The pertinent
hyper-parameters of PDIP and ADMM are the de-
fault choices suggested by their authors. No hyper-
parameters are required by IBFFD (with fixed β).

Some experimental results are given in Figs. 3–5. Figs.
3 and 4 show the convergence behaviour of these algo-
rithms for the “blocks” and “Doppler” data of Donoho
et al. (1995), both with N = 2048 and noisy observa-
tions with SNR = 49.

In these simulations, IBFFD converges faster than
ADMM and never slower than PDIP. Moreover,
IBFFD is more robust than PDIP for k = 2 and
β ≈ βmax.

Fig. 5 shows the time per iteration of these algorithms,
which are rather similar. (The large variance of the
running time of PDIP is due to its unstable backtrack-
ing line search.) IRLGE (not shown here) has essen-
tially the same running time per iteration as IBFFD,
but it requires more iterations.

1https://github.com/yunpli2sp/NUP4SSM/
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Figure 6: Shape-constrained regression of the global
warming dataset. Top row: raw data y̆ (circles) and es-
timated y from IBFFD. Middle and bottom rows: the
ratio J(yIRLGE)/J(yIBFFD) of the fitting costs of IRLGE
and IBFFD.

4.1.2 Encouraging Shape Constraints with
Hinge Loss Prior

In this section, we demonstrate the use of the hinge-
loss κ(un) = (−un)+, and we compare IBFFD (with
fixed β) with IRLGE as in Loeliger et al. (2016). For
k = 0, κ(un) = (−yn+1+yn)+ encourages the estimate
y to be monotonously increasing; for k = 1, κ(un) =
(−yn+2 + 2yn+1 − yn)+ encourages the estimate y to
be convex.

Following Tibshirani et al. (2011), we here use the
global warming datasets containing the annual tem-
perature anomalies from 1880 to 2022 (NOAA, 2023).

Some pertinent simulation results are shown in Fig. 6.
In the top row, we see the progression from inter-
polation (for small β) to constraint satisfaction (for
β = βmax). The middle and bottom rows of Fig. 6
summarize 100 experiments for each choice of β, with

random initial variances
−→
VUn

; for each such experi-
ment, the cost ratio J(yIRLGE)/J(yIBFFD) is recorded
for every iteration.

We observe that J(yIRLGE)/J(yIBFFD) ≥ 1 holds al-
most always, and sometimes J(yIRLGE)/J(yIBFFD) >
1 even after convergence. We therefore conclude
that (i) IBFFD converges faster than IRLGE and
(ii) IRLGE may fail to converge to the actual mini-
mum; the latter issue is due to zero-variance stucking
(Section 2.3) and avoided by IBFFD.
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Figure 7: States Xn and inputs Un of the example in
Section 4.2, for two different constraints on the inputs.
Green: Un,` ≥ −10; blue: Un,` ∈ [−10, 10].

4.2 Control with Linearly Constrained
Inputs

Given a dynamical system (1), a desired final state
xf ∈ RM , and a cost function

J(u1:N )
4
= (xN+1 − xf )

T
Qf (xN+1 − xf )

+

N∑

n=1

(xn − xf )
T
Q (xn − xf ) (40)

with positive definite matrices Q and Qf , consider
the problem of computing an input signal u1:N that
minimizes (40) subject to un,` ≥ a, or subject to
a ≤ un,` ≤ b, for all n and `.

The hinge loss prior and the Vapnik prior can be used
to solve such problems using IRLGE as in Keusch
(2023). However, as mentioned in Section 3.4, IBFFD
offers an attractive alternative by allowing an individ-
ual factor βn,` for each scalar input un,`, and increasing
it, if necessary, during the forward recursion according
to (35) or (36).

For this application, we modify Algorithm 1 as follows:

1. Since x1 is given, the matrix computation (30) is
omitted.

2. The backward filtering begins with
←−
WXN+1

= Qf

and
←−
ξXN+1

= Qfxf .

3. Equation (29) is changed to

←−
ξXn

= AT←−ξX0
n+1

+Qxf ,←−
WXn

= AT←−WX0
n+1

A+Q.
(41)

The proposed algorithm works very well, as illustrated
by the following example. Consider a object moving
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Figure 8: Comparing IBFFD and IRLGE in linearly
constrained control. Top row: Un,` ≥ −10 with hinge
loss; bottom row: Un,` ∈ [−10, 10] with Vapnik loss.

in 2D according to




Xn+1,1

Xn+1,2

Xn+1,3

Xn+1,4




︸ ︷︷ ︸
Xn+1

=




1 0 τ 0
0 1 0 τ
0 0 1 0
0 0 0 1




︸ ︷︷ ︸
A

Xn +




0 0
0 0
α 0
0 α




︸ ︷︷ ︸
B

(
Un,1
Un,2

)

︸ ︷︷ ︸
Un

,

(42)
where (Xn+1,1, Xn+1,2) ∈ R2 is the position,
(Xn+1,3, Xn+1,4) ∈ R2 is the velocity, and the input
(Un,1, Un,2) ∈ R2 is the acceleration.

The results of a pertinent numerical example are
shown in Figure 7. The details are as follows: the
given initial state is x1 = (−1.5, 0.8,−0.05, 0.08)T, the
desired final state is xf = (0, 0, 0, 0)T, τ = 1, α =
10−3, N = 100, Q = 102I, and Qf = 108I (where I is
the identity matrix).

As shown in Figure 7, the latent state Xn is success-
fully steered from x1 to xf using duly constrained con-
trol inputs.

A comparison of IBFFD with IRLGE (in the same
setting as Figure 7) is shown in Figure 8. IRLGE
normally works with a fixed global β that needs to
be adjusted: if β is too small, the constraints are not
satisfied, and if β is large, convergence is slow. By con-
trast, IBFFD (as discussed in Section 3.4) guarantees
constraint satisfaction and converges faster.

5 CONCLUSION

We proposed an iterated BFFD (backward filtering
forward deciding) algorithm for MAP estimation in
linear state space models with NUP priors, with a
focus on non-Gaussian input estimation. Compared
with prior work, the proposed approach avoids zero-
variance stucking, converges faster, and makes con-
straint satisfaction much easier. These advantages

were demonstrated with several examples, all with
convex cost functions; for nonconvex cost functions
(e.g., for a binarizing prior p(un)), the deciding rule
(21) can be too agressive and the method of (Keusch
et al., 2021, 2024) may still perform better.
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A MORE ABOUT NUP PRIORS

For selected NUP priors in Table 1, we discuss their variation representations and pertinent updating rules for
unknown parameter θn in this Section. Their densities p(un) (up to a scalar factor) and corresponding penalty
functions − ln p(un) (up to a additive constant) are shown in Figure 9.
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Figure 9: The densities p(un) and penalty functions − ln p(un) of selected scalar NUP priors.

A.1 Laplace/L1

Considering the variational representation of Laplace/L1 density in

p(un) ∝ exp [−β|un|]

= max
σ2
n

exp

[
− u2

n

2σ2
n

− β2σ2
n

2

]

= max
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n

1√
2πσ2

n

exp

[
− u2

n

2σ2
n

]√
2πσ2

n exp

[
−β

2σ2
n

2

]

= max
θn
N (un; θn)g(θn),

(43)

where unkown parameter θn contains mean −→mUn = 0, variance
−→
VUn = σ2

n. Given un = ûn, closed-form updates
for (15) become

−→mUn
= 0,

−→
VUn

= |ûn|/β. (44)
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A.2 Huber loss

When |un| > βr2, Huber loss shares a same variation representation with Laplace/L1, and its closed-form updates
for (15) is (44).

When |un| ≤ βr2, the pertinent density of Huber loss is

p(un) ∝ exp

[
− u

2
n

2r2
− β2r2

2

]

=
1√

2πr2
exp

[
− u

2
n

2r2

]√
2πr2 exp

[
−β

2r2

2

]

= max
θn
N (un; θn)g(θn),

(45)

where unknown parameter θn contains fixed mean −→mUn = 0, fixed variance
−→
VUn = r2, and they are closed-form

updates for (15). Given un = ûn, thus the update rules for Huber loss are
{−→mUn

= 0,
−→
VUn

= r2, |ûn| ≤ βr2,
−→mUn

= 0,
−→
VUn

= |ûn|/β, |ûn| > βr2.
(46)

A.3 Hinge loss

For hinge loss, we consider its variational representation

p(un) ∝ exp [−β(a− un)+]

= exp

[
−β

2
(|un − a|+ a− un)

]

= max
σ2
n

exp

[
− (un − a)2

2σ2
n

− β2σ2
n

8
− β

2
(a− un)

]

= max
σ2
n

exp

[
−(un − a−

βσ2
n

2
)2/(2σ2

n)

]

= max
σ2
n

1√
2πσ2

n

exp

[
−(un − a−

βσ2
n

2
)2/(2σ2

n)

]√
2πσ2

n

= max
θn
N (un; θn)g(θn),

(47)

where the mean −→mUn
and the variance

−→
VUn

contained in the unknown parameter θn are

−→mUn
= a+

βσ2
n

2
,
−→
VUn

= σ2
n. (48)

Given un = ûn, closed-form updates for (15) become

−→mUn
= a+ |ûn − a|,

−→
VUn

= 2|ûn − a|/β. (49)

A.4 Vapnik loss

For the density of Vapnik loss, we consider its variational representation as below

p(un) ∝ exp [−β(|un − a|+ |un − b|)]

= max
σ2
n,a

exp

[
− (un − a)2

2σ2
n,a

− β2σ2
n,a

2

]
·max
σ2
n,b

exp

[
− (un − b)2

2σ2
n,b

−
β2σ2

n,b

2

]

= max
σ2
n,a

max
σ2
n,b

1√
2πσ2

n,a

exp

[
− (un − a)2

2σ2
n,a

]
1√

2πσ2
n,b

exp

[
− (un − b)2

2σ2
n,b

]
· (2π

√
σ2
n,aσ

2
n,b) exp

[
−β

(σ2
n,a + σ2

n,b)

2

]

= max
θn
N (un; θn)g(θn),

(50)
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where the mean −→mUn
, variance

−→
VUn

in θn satisfy

−→mUn−→
VUn

=
a

σ2
n,a

+
b

σ2
n,b

,
1
−→
VUn

=
1

σ2
n,a

+
1

σ2
n,b

, (51)

and the unknown parameter θn contains

−→mUn
=
aσ2

n,b + bσ2
n,a

σ2
n,a + σ2

n,b

,
−→
VUn

=
σ2
n,aσ

2
n,b

σ2
n,a + σ2

n,b

. (52)

Given un = ûn, we maximize p(un) by selecting

σ2
n,a = |ûn − a|/β, σ2

n,b = |ûn − b|/β, (53)

and plug them into (52) to obtain

−→mUn
=
a|ûn − b|+ b|ûn − a|
|ûn − a|+ |ûn − b|

,
−→
VUn

=
|ûn − a||ûn − b|

β [|ûn − a|+ |ûn − b|]
(54)

for (15).

A.5 Plain NUV

For plain NUV, its desnity can be expressed as

p(un) ∝ exp [− ln |un|]

∝ max
σ2
n

1√
2πσ2

n

exp

[
− u2

n

2σ2
n

]

= N (un; θn)g(θn),

(55)

where unknown parameter contains mean −→mUn
= 0, variance

−→
VUn

= σ2
n. Given un = ûn, closed-form updates for

(15) become
−→mUn

= 0,
−→
VUn

= û2
n. (56)

B INPUT ESTIMATION IN IRLGE

To apply message passing involving Un in Figure 1, we consider its local part shown in Figure 10, where backward

mean ←−mUn , backward variacne
←−
VUn come from ←−µUn(un), and forward mean −→mUn , forward variance

−→
VUn come

from NUP prior p(un).

Unθn

N
(
un;
←−mUn ,

←−
VUn

)
N(un; θn)g(θn)

p(un)
←−µUn

(un)

Figure 10: Local part of system model involving Un. p(un) is the NUP prior, and ←−µUn(un) is the Gaussian
message collected from the rest of Figure 1.

For single Un, we compute
ûn = argmax

un

p(un)←−µUn(un) (57)

via IRLGE, and the iterative two steps are:
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1. For fixed θn = θ̂n = (−→mUn
,
−→
VUn

), computing

ûn = argmax
un

p(un)←−µUn
(un)

= argmax
un

N (un; θ̂n)g(θ̂n))←−µUn
(un)

= argmax
un

N (un; θ̂n)←−µUn
(un)

= argmax
un

N (un;−→mUn
,
−→
VUn

)N (un;←−mUn
,
←−
VUn

)

(58)

yields

ûn =
−→mUn

←−
VUn

+←−mUn

−→
VUn−→

VUn
+
←−
VUn

. (59)

2. For fixed un = ûn, update θ̂n same to equation (15).

According to (59), the description for zero-variance stucking becomes much clear: once
−→
VUn becomes zero owing to

certain û
(k)
n at k-th iteration, the likelihood in N (un; θ̂n) become unbounded, and ûn gets stuck with −→mUn

= û
(k)
n

in subsequent iterations.

C DERIVATIONS OF DECIDING RULES

To avoid zero-variance stucking, the deciding rule in Table 2 can derived by considering (59)(15) simultaneously,

and the obtained fixed point ûn is the solution to (57). Given fixed ←−mUn ,
←−
VUn , deciding rule in (57) selects

the best ûn to maximize the joint MAP probability compared with the limited increase caused by (59) used in
IRLGE,

We next use the −→mUn
,
−→
VUn

in Table 1 and (59) to derive deciding rules for the selected NUP priors.

C.1 Laplace/L1

(59) becomes

ûn =
|ûn|←−mUn

β
←−
VUn + |ûn|

, (60)

therefore, the fixed point ûn is the solution of

ûn|ûn|+ β
←−
VUn ûn −←−mUn |ûn| = 0, (61)

which idicates that

ûn < 0,− û2
n + β

←−
VUn

ûn +←−mUn
ûn = 0 ⇐⇒ ûn = ←−mUn

+ β
←−
VUn

< 0 ⇒←−mUn
< −β←−VUn

,

ûn > 0, û2
n + β

←−
VUn

ûn −←−mUn
ûn = 0 ⇐⇒ ûn = ←−mUn

− β←−VUn
> 0 ⇒←−mUn

> β
←−
VUn

.
(62)

When ûn = 0, we have

ûn = 0 ⇒ |←−mUn
| ≤ β←−VUn

. (63)

C.2 Huber loss

(59) becomes

ûn =





r2←−mUn
←−
VUn+r2

, |ûn| ≤ βr2,

|ûn|←−mUn

β
←−
VUn+|ûn|

, |ûn| > βr2.
(64)
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Similar to Laplace/L1, when |ûn| > βr2, the fixed point ûn satisifies following rules

ûn < −βr2,− û2
n + β

←−
VUn

ûn +←−mUn
ûn = 0 ⇐⇒ ûn = ←−mUn

+ β
←−
VUn

< −βr2 ⇒←−mUn
< −β(

←−
VUn

+ r2),

ûn > βr2, û2
n + β

←−
VUn ûn −←−mUn ûn = 0 ⇐⇒ ûn = ←−mUn − β

←−
VUn > βr2 ⇒←−mUn > β(

←−
VUn + r2).

(65)

Additionally, for |ûn| ≤ βr2, we have

ûn =
r2←−mUn←−
VUn + r2

⇒ |←−mUn | ≤ β(
←−
VUn + r2). (66)

C.3 Hinge loss

(59) becomes

ûn =
β(a+ |ûn − a|)

←−
VUn

+ 2|ûn − a|←−mUn

β
←−
VUn

+ 2|ûn − a|
, (67)

therefore, the fixed point ûn is the solution of

2|ûn − a|ûn + β
←−
VUn

ûn − β(a+ |ûn − a|)
←−
VUn
− 2|ûn − a|←−mUn

= 0, (68)

which indicates that

ûn < a, 2|ûn − a|ûn + β
←−
VUn ûn − β(a+ |ûn − a|)

←−
VUn − 2|ûn − a|←−mUn = 0 ⇐⇒

ûn < a, (ûn − a)(ûn − β
←−
VUn
−←−mUn

) = 0 ⇐⇒
ûn = ←−mUn

+ β
←−
VUn

< a ⇒ ←−mUn
< −β←−VUn

+ a;

ûn > a, 2|ûn − a|ûn + β
←−
VUn ûn − β(a+ |ûn − a|)

←−
VUn − 2|ûn − a|←−mUn = 0 ⇐⇒

ûn > a, (ûn − a)(ûn −←−mUn
) = 0 ⇐⇒

ûn = ←−mUn > a ⇒ ←−mUn > a.

(69)

When ûn = a, we have

ûn = a ⇒ −β←−VUn
+ a ≤ ←−mUn

≤ a. (70)

C.4 Vapnik loss

(59) becomes

ûn =
βa
←−
VUn |ûn − b|+ βb

←−
VUn |ûn − a|+←−mUn |ûn − a||ûn − b|

|ûn − a||ûn − b|+ β
←−
VUn |ûn − b|+ β

←−
VUn |ûn − a|

, (71)

therefore, the fixed point ûn is the solution of

(ûn −←−mUn)|ûn − a||ûn − b|+ β
←−
VUn(ûn − a)|ûn − b|+ β

←−
VUn |ûn − a|(ûn − b) = 0. (72)

If ûn < a, (72) tells us

ûn < a, (ûn −←−mUn − 2β
←−
VUn)(ûn − a)(ûn − b) = 0 ⇐⇒ ûn = ←−mUn + 2β

←−
VUn < a ⇒ ←−mUn < −2β

←−
VUn + a. (73)

if ûn > b, (72) tells us

ûn > b, (ûn −←−mUn + 2β
←−
VUn)(ûn − a)(ûn − b) = 0 ⇐⇒ ûn = ←−mUn − 2β

←−
VUn > b ⇒ ←−mUn > 2β

←−
VUn + b. (74)

if a < ûn < b, (72) tells us

a < ûn < b, (ûn −←−mUn)(ûn − a)(ûn − b) = 0 ⇐⇒ a < ûn = ←−mUn < b ⇒ a < ←−mUn < b. (75)

In addition, when ûn = a or ûn = b, we have

ûn = a ⇒ −2β
←−
VUn

+ a ≤ ←−mUn
≤ a, ûn = b ⇒ b ≤ ←−mUn

≤ 2β
←−
VUn

+ b. (76)
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C.5 Plain NUV

Different from the joint MAP estimation used in previous derivations, we use Type-II estimation to form a
decision ûn for plain NUV.

Considering the margin density p(σ2
n) in Figure 10

p(σ2
n) ∝

∫ +∞

−∞
N (un; θn)g(θn)←−µUn

(un)dun

=

∫ +∞

−∞

1√
2πσ2

n

exp

[
− u2

n

2σ2
n

]
1√

2π
←−
VUn

exp

[
− (un −←−mUn

)2

2
←−
VUn

]
dun

∝ 1√
2π(σ2

n +
←−
VUn

)

exp

[
−

←−m2
Un

2(σ2
n +
←−
VUn)

]
.

(77)

Maximizing (77) over σ2
n provides

−→
VUn = σ̂2

n =





←−m2
Un
−←−VUn

←−mUn < −
←−
V

1
2

Un

0 |←−mUn
| ≤ ←−V 1

2

Un←−m2
Un
−←−VUn

←−mUn
>
←−
V

1
2

Un

. (78)

We next plug (78) to (59), and obtain

ûn =





←−mUn −
[←−
VUn/

←−mUn

] ←−mUn < −
←−
V

1/2
Un

0 |←−mUn | ≤
←−
V

1/2
Un←−mUn −

[←−
VUn/

←−mUn

] ←−mUn >
←−
V

1/2
Un

. (79)


