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Abstract

A recently popular approach to solving reinforcement learning is with data from human preferences. In fact, human preference data are now used with classic reinforcement learning algorithms such as actor-critic methods, which involve evaluating an intermediate policy over a reward learned from human preference data with distribution shift, known as off-policy evaluation (OPE). Such algorithm includes (i) learning reward function from human preference dataset, and (ii) learning expected cumulative reward of a target policy. Despite the huge empirical success, existing OPE methods with preference data often lack theoretical understandings and rely heavily on heuristics. In this paper, we study the sample efficiency of OPE with human preference and establish a statistical guarantee for it. Specifically, we approach OPE with learning the value function by fitted-Q-evaluation with a deep neural network. By appropriately selecting the size of a ReLU network, we show that one can leverage any low-dimensional manifold structure in the Markov decision process and obtain a sample-efficient estimator without suffering from the curse of high data ambient dimensionality. Under the assumption of high reward smoothness, our results almost align with the classical OPE results with observable reward data. To the best of our knowledge, this is the first result that establishes a provably efficient guarantee for off-policy evaluation with RLHF.

1 Introduction

Reinforcement Learning with Human Feedback (RLHF) is a popular approach to solve reinforcement learning problems using data based on human feedback. In recent years, RLHF has achieved significant success in large language models, clinical trials, auto-driving, robotics, etc. (Ouyang et al., 2022; Gao et al., 2022; Glaese et al., 2022; Hussein et al., 2017; Jain et al., 2013; Kupcsik et al., 2018; Menick et al., 2022; Nakano et al., 2021; Novoseller et al., 2020; Chakraborty et al., 2024). In conventional reinforcement learning, the goal of the learner is to find the optimal policy using data containing reward observations; in RLHF, the learner does not have direct access to the reward signal but instead can only receive human preferences over actions or trajectories, which are assumed to be made in line with the actual reward. RLHF approaches are popular because it is believed that humans are accurate at comparing and ranking a small number of items based on their preference, and such preferences can be modeled with classic human choice models such as the Plackett-Luce (PL) ranking model (Bradley & Terry, 1952).

One popular way to do RLHF is by first constructing a reward function based on human preference data and then using this reward in a classic reinforcement learning algorithm (Christiano et al., 2017; Ibarz et al., 2018). A prominent example is RLHF with actor-critic methods, which are commonly used in robotics applications (Lee et al., 2021b; Liu et al., 2022; Liang et al., 2022). In such methods, the actor is responsible for learning and improving the policy of the agent so that the agent’s policy can converge to the optimal policy; meanwhile, the critic evaluates the value function of the current policy in an off-policy manner in order to guide the actor to improve the current policy in the following iteration. In such an algorithm, the intermediate policy that the critic needs to evaluate could be arbitrary and non-optimal, and the data it uses during the evaluation are generated by the policy from previous steps, which is different from the one to be evaluated. Such evaluation is called off-policy, and it...
Specifically, our contributions are as follows:

- **We provide an upper bound for the estimation error of OPE with human preferences and show how distribution shift, intrinsic dimension, underlying model class and sample size of the human preference data can affect the OPE error.** Our analysis shows that the error from the reward learning part using human preferences propagates only in a moderate way and does not bottleneck the final estimation error.

- We consider function approximation with deep neural networks for nonparametric reward and Q-functions. In this setting, we prove that by choosing hyperparameters appropriately, deep ReLU network can adapt to the intrinsic low-dimension structure of the preference data and keep the estimation error mostly independent from the ambient dimension.

Notably, our result matches the existing error bounds for standard OPE and demonstrates OPE with human preferences can be as sample-efficient, even in the absence of an observable reward. This provides a theoretical support for the actor-critic methods with RLHF in practice, which essentially solve OPE with human preference data. To the best of our knowledge, this paper offers the first theoretical guarantee for off-policy evaluation with human preference.

### 1.1 Related Work

**RLHF for policy learning.** In recent years RLHF and inverse reinforcement learning (IRL) has been widely applied to robotics, recommendation system, and large language model. Ouyang et al. (2022) learn reward from pairwise comparison and ranking systems Zhang et al. (2021). Policy optimization applied to train text generation systems with pre-specified rewards Cho et al. (2018) and ranking systems Zhang et al. (2023). To model human choice behavior, Shah et al. (2015) learn reward from pairwise comparison and ranking. Pacchiano et al. (2021) study pairwise comparison with function approximation in pairwise comparison. To learn the optimal policy, most of them implement actor-critic-type algorithms such as PPO or SAC. From a theoretical view, Zim et al. (2023); Zhan et al. (2020) study various cases of preference-based comparison in trajectory bandit problems with linear function approximation and establish a theoretical guarantee for their algorithm. Li et al. (2023) study RLHF under human feedback setting. However, none of these theoretical works have studied policy evaluation or a deep neural network setting.

There has been a recent line of work that theoretically studies RLHF in the offline setting. For learning the optimal policy, Zhu et al. (2023) proposed the pessimistic MLE algorithm for stepwise preferences and analyzed its suboptimality in the linear function approximation case. Zhan et al. (2023) studied the same problem under trajectory-wise preferences in the general function approximation setting. Li et al. (2023) studied offline RLHF under the dynamic choice model. However, these works all focus on the policy learning problem, and there has yet been any result that studies RLHF in the unrealizable setting, where the function approximation cannot perfectly express the reward and value function and has to incur an approximation error. In this paper, we study the estimation error of OPE with human preference data. To stay close to the practice, we consider the function approximation with deep neural networks. We seek to delineate how things like the distribution mismatch and network size can affect the final estimation error. Our challenges are three-folded: (i) The reward itself is not directly observable and needs to be learned from the human preference data; (ii) our reward learning is subject to error from distribution mismatch and unrealizable function approximation. This error is propagated to the later policy evaluation and needs to be carefully controlled. (iii) In many applications, we need to handle a high-dimensional state-action space, in which deep neural networks might need a lot of samples to operate.

**Our results.** In this work, we address these challenges by analyzing the Fitted Q-Evaluation with Human Preferences algorithm, which is based on Maximum Likelihood Estimation and Fitted Q-evaluation. Specifically, our contributions are as follows:

- In fact, off-policy evaluation (OPE) can be formulated more generally beyond the actor-critic setting and is itself an important problem in reinforcement learning. When on-policy Monte Carlo rollout is time-consuming, costly, or risky, OPE becomes necessary and has therefore found many applications such as healthcare (Murphy et al., 2001), recommendation system (Chapelle & Li, 2011), education (Mandel et al., 2014), robotics (Levine et al., 2020) and dialogue system (Jiang et al., 2021). Due to the mismatch between the visitation distributions of the behavior and target policies, evaluation in the off-policy setting is entirely different from the on-policy one and can be much more challenging and delicate. Most existing studies of OPE focus on the standard setting and rely on direct reward observations in the dataset. In contrast, OPE with preference data has been barely studied.
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- In fact, off-policy evaluation (OPE) can be formulated more generally beyond the actor-critic setting and is itself an important problem in reinforcement learning. When on-policy Monte Carlo rollout is time-consuming, costly, or risky, OPE becomes necessary and has therefore found many applications such as healthcare (Murphy et al., 2001), recommendation system (Chapelle & Li, 2011), education (Mandel et al., 2014), robotics (Levine et al., 2020) and dialogue system (Jiang et al., 2021). Due to the mismatch between the visitation distributions of the behavior and target policies, evaluation in the off-policy setting is entirely different from the on-policy one and can be much more challenging and delicate. Most existing studies of OPE focus on the standard setting and rely on direct reward observations in the dataset. In contrast, OPE with preference data has been barely studied.
Off-policy evaluation. Except for the FQE studied in this paper, there have been various methods to do off-policy evaluation. One popular technique is using importance sampling to reweigh samples by the distribution shift ratio \cite{Precup2000}, but importance sampling suffers from large variance, especially when the sampling policy is unknown, which causes an error with an exponential term in the length of the horizon in the worst case. To address this issue, various variants with reduced variance such as marginal importance sampling (MIS) \cite{Xie2019,Thomas2016,Uehara2020} have been developed. For the tabular setting with simple data coverage, \cite{Zhai2020} show that MIS is an asymptotically efficient OPE estimator, which matches the Cramer-Rao lower bound in \cite{Jiang2016,Duan2016} studies OPE with linear function approximation. \cite{Zhai2022} studies OPE with differentiable function approximation. Moreover, a line of work \cite{Zhan2022,Lee2021b,Nachum2019,Nachum2020} focuses on policy evaluation using MIS and linear programming, without function approximation.

Deep neural network in reinforcement learning. In recent years, deep learning has enjoyed tremendous empirical success in RL applications \cite{Mnih2013,Silver2016,Gu2016,Mao2016}. In RLHF, deep neural networks are also crucial when the state-action space is immense or continuous, such as \cite{Ouyang2022,Stiennon2020,Wu2021}. Specifically, the popular GPT 3.5 is fine-tuned by first learning reward function from the human feedback dataset, and then implementing PPO to learn the optimal policy. Recently, there have been some theoretical studies of deep RL. \cite{Fan2020} focuses on the online policy learning and studies DQN with feed-forward ReLU network; \cite{Yin2022} studies offline policy learning with realizable, differentiable function approximation. Notably, a recent study \cite{Ji2022} provides an analysis of the estimation error of nonparametric FQE using a feed-forward CNN network. However, all these works study deep RL with an observable reward given by the environment, which lies in the standard RL regime. To the best of our knowledge, there has not been any result on the theoretical guarantee one can achieve with deep RL when the data are human preferences.

Notation For a scalar $a > 0$, $\lceil a \rceil$ denotes the ceiling function, which gives the smallest integer that is no less than $a$; $\lfloor a \rfloor$ denotes the floor function, which gives the largest integer that is no larger than $a$. For any scalars $a$ and $b$, $a \vee b$ denotes $\max(a, b)$ and $a \wedge b$ denotes $\min(a, b)$. For a vector or a matrix, $\| \cdot \|_0$ denotes the number of nonzero entries and $\| \cdot \|_\infty$ denotes the maximum magnitude of entries. Given a function $f : \mathbb{R}^D \to \mathbb{R}$ and a multi-index $s = [s_1, \ldots, s_D]^\top$, $\partial^s f$ denotes $\frac{\partial^s f}{\partial x_1^{s_1} \cdots \partial x_D^{s_D}}$ and $\| f \|_{L^p}$ denote the $L^p$ norm of function $f$. For an arbitrary space $\mathcal{X}$, we use $\Delta(\mathcal{X})$ to denote the set of all probability distribution on $\mathcal{X}$. For two vectors $x, y \in \mathbb{R}^d$, we denote $x \cdot y = \sum_i x_i y_i$ as the inner product of $x, y$. We denote the set of all probability measures on $\mathcal{X}$ as $\Delta(\mathcal{X})$. We use $[n]$ to represent the set of integers from $0$ to $n-1$. For every set $\mathcal{M} \subset \mathcal{X}$ for metric space $\mathcal{X}$, we define its $c$-covering number with respect to norm $\| \cdot \|_\psi$ by $N(\mathcal{M}, \| \cdot \|_\psi, c)$. We adopt the convention $0/0 = 0$. Given distributions $p$ and $q$, if $p$ is absolutely continuous with respect to $q$, the Pearson $\chi^2$-divergence is defined as $\chi^2(p, q) := \mathbb{E}_q[(\frac{dp}{dq} - 1)^2]$.

2 Preliminaries

2.1 Markov Decision Process

We define a finite-horizon MDP model $M = (\mathcal{S}, \mathcal{A}, H; \{P_h\}_{h \in [H]}, \{r_h\}_{h \in [H]})$. $H$ is the horizon length, in each step $h \in [H]$, the agent starts from state $s_h$ in the state space $\mathcal{S}$, chooses an action $a_h \in \mathcal{A}$ with probability $\pi_h(s_h, a_h)$, receives a reward of $r_h(s_h, a_h)$ and transits to the next state $s'_{h+1}$ with probability $P_h(s'_{h+1} | s_h, a_h)$. Here $\mathcal{A}$ is a finite action set with $|\mathcal{A}|$ actions and $P_h(\cdot|s_h, a_h) \in \Delta(s_h | a_h)$ is the transition kernel condition on state action pair $(s, a)$. For convenience we assume that $r_h(s, a) \in [0, 1]$ for all $(s, a, h) \in \mathcal{S} \times \mathcal{A} \times [H]$. Without loss of generality, we assume that the initial state of each episode $s_0$ is fixed. Note that this will not add difficulty to our analysis.

For any policy $\pi = \{\pi_h\}_{h \in [H]}$ the state value function is

$$V_h^\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=h}^H r_t(s_t, a_t) \mid s_h = s \right],$$

and the action value function is

$$Q_h^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=h}^H r_t(s_t, a_t) \mid s_h = s, a_h = a \right],$$

here the expectation $\mathbb{E}_\pi$ is taken with respect to the randomness of the trajectory induced by $\pi$, i.e. is obtained by taking action $a_t \sim \pi_t(\cdot | s_t)$ and observing $s_{t+1} \sim P_h(\cdot | s_t, a_t)$. For any function $f : \mathcal{S} \to \mathbb{R}$, we define the transition operator:

$$T_h^\pi f(s, a) = \mathbb{E}[f(s_{h+1}, a_{h+1}) \pi(a_{h+1} | s_{h+1}) \mid s_h = s, a_h = a].$$

We also denote the Bellman operator at time $h$ under policy $\pi$ as $T_h^\pi$:

$$T_h^\pi f(s, a) := r_h(s, a) + T_h^\pi f(s, a).$$
The reach and \( 1959 \) of a manifold to characterize the curvature of \( \mathcal{M} \) where the \( P_i \)'s are orthogonal projections onto tangent spaces. For a positive integer \( k \) and \( l \in (0, 1) \) such that \( k + l = \alpha \), a function \( f : \mathcal{M} \mapsto \mathbb{R} \) is \( \alpha \)-Hölder continuous if for each chart \((U_i, P_i)\) in the atlas, we have

\[
\begin{align*}
(i) \quad & f \circ P_i^{-1} \in C^s \text{ with } |D^k (f \circ P_i^{-1})| \leq 1 \text{ for any } |k| \leq k, x \in U_i; \\
(ii) \quad & \text{for any } |k| = k \text{ and } x_1, x_2 \in U_i, \\
& |D^k (f \circ P_i^{-1})|_{P_i(x_1)} - D^k (f \circ P_i^{-1})|_{P_i(x_2)} | \\
& \leq \|P_i(x_1) - P_i(x_2)\|_2^l.
\end{align*}
\]

Moreover, we denote the collection of \( \alpha \)-Hölder functions on \( \mathcal{M} \) as \( \mathcal{H}^\alpha(\mathcal{M}) \). For a multivariate function, we say it is \( \alpha \)-Hölder if it is \( \alpha \)-Hölder in every dimension.

Definition 2.2 requires that all \( s \)-th order derivatives of \( f \circ P_i^{-1} \) are Hölder continuous. We recover the standard Hölder class on an Euclidean space if \( P_i \) is the identity mapping.

### 2.4 ReLU Neural Network Class

We consider a rectified linear unit (ReLU) neural network as our function class. Given an input \( x \in \mathbb{R}^D \), an \( L \)-layer ReLU neural network computes an output as

\[
f(x) = W_L \cdot \text{ReLU}(W_{L-1} \cdots \text{ReLU}(W_1 x + b_1) \cdots + b_{L-1}) + b_L,
\]

where \( W_1, \ldots, W_L \) and \( b_1, \ldots, b_L \) are weight matrices and vectors of proper sizes. Here \( \text{ReLU}(x) = \max[x, 0] \).

We denote \( \mathcal{E}(R, \tau, L, p, I) \) as a class of neural networks with bounded weight parameters and bounded output:

\[
\mathcal{E}(R, \tau, L, p, I) = \left\{ f \mid f(x) \text{ in the form of equation } (1) \right\}
\]

with \( L \)-layers and width bounded by \( p \), and satisfies \( \|f\|_\infty \leq R, \|W_i\|_{\infty, \infty} \leq \tau, \|b_i\|_\infty \leq \tau \) for \( i = 1, \ldots, L \),

\[
\sum_{i=1}^L \|W_i\|_0 + \|b_i\|_0 \leq I.
\]

### 3 Preference-Based Fitted Q-Evaluation

We consider the preference-based nonparametric off-policy evaluation (OPE) problem in a finite-horizon planning.
time-inhomogeneous MDP. The transition kernel \( \{P_h\}_{h \in [H]} \) and reward function \( \{r_h\}_{h \in [H]} \) are both unknown to us. Specifically, our objective is to evaluate the value of \( \pi \) from a fixed initial distribution \( \xi \) over horizon \( H \), given by

\[
v^\pi := \mathbb{E} \left[ \sum_{h=1}^{H} r_h(s_h, a_h) \mid s_1 \sim \xi \right],
\]

where \( a_h \sim \pi(\cdot | s_h) \) and \( s_{h+1} \sim P_h(s_{h+1} | s_h, a_h) \). We are given two datasets for every timestep \( h \in [H] \). To learn the transition information in the MDP, we are given a dataset containing samples of state transitions \( D_h := \{(s_{h,k}, a_{h,k}, s_{h+1,k})\}_{k=1}^{K_h} \), which is i.i.d. sampled by an unknown behavior policy \( \pi_0 \). We also assume a given dataset containing human preference, \( D_h^{HF} := \{(\tilde{s}_{h,k}^{(1)}, \tilde{a}_{h,k}^{(1)}), (\tilde{s}_{h,k}^{(2)}, \tilde{a}_{h,k}^{(2)}), y_{h,k}\}_{k=1}^{K_h^{HF}} \), in which for each \( h \in [H] \), \( \{(\tilde{s}_{h,k}^{(1)}, \tilde{a}_{h,k}^{(1)}), (\tilde{s}_{h,k}^{(2)}, \tilde{a}_{h,k}^{(2)})\}_{k=1}^{K_h^{HF}} \) are i.i.d. samples generated from a fixed distribution \( y_{h,k} \), which could come from a pretrained model \( \{\text{Ouyang et al., 2022}\} \) or a reward-free exploration algorithm \( \{\text{Lee et al., 2021b}\} \), \( y_{h,k} \) is the human preference made at episode \( k \) that will be clarified in the following. We assume that human preference among state-action pairs is generated under the following model.

**Assumption 3.1 (Human preference model).** For every \( h \in [H] \), given arbitrary \( M \) state-action pairs \( \{s_{h,m}^{(m)}, a_{h,m}^{(m)}\}_{m \in [M]} \), we assume that the human prefers \( y_h \) according to the following model:

\[
\mathbb{P}(y_h = (s_{h,i}^{(i)}, a_{h,i}^{(i)}) \mid (s_{h,m}^{(m)}, a_{h,m}^{(m)})_{m \in [M]}) \propto \exp(r_h(s_{h,i}^{(i)}, a_{h,i}^{(i)})),
\]

where \( i \in [M] \).

Such assumption has been widely adopted to model human choice behavior in RL with human preference, e.g. \( \{\text{Sharma et al., 2017; Wußmeier et al., 2016; Ziebart et al., 2008; Zhou et al., 2020; Ouyang et al., 2022; Zhu et al., 2023}\} \). Note that under Assumption 3.1 shifting the reward function by a constant for all \((s,a)\) simultaneously doesn’t affect human preference probability, thus reward function is not identifiable. For identifiability of the reward, without loss of generality, we also need to make the following assumption.

**Assumption 3.2 (Reward identifiability).** We assume that there exists a fixed state-action pair \( (s_f^{(f)}, a_f^{(f)}) \) for every \( h \in [H] \), such that \( r_h(s_f^{(f)}, a_f^{(f)}) = 0 \). Moreover, we assume that the human agent can prefer \((s^f, a^f)\) for all \((h,k) \in [H] \times [K] \).

With Assumption 3.2 we further assume that \( y_{h,k} \), the human preference at step \( k \), is chosen among \( \{(\tilde{s}_{h,k}^{(1)}, \tilde{a}_{h,k}^{(1)}), (\tilde{s}_{h,k}^{(2)}, \tilde{a}_{h,k}^{(2)}), (s^f, a^f)\} \), generated independently according to Assumption 3.1 with \( M = 3 \). Assumption 3.2 eliminates arbitrary constant shifting in the reward so that we can be determined by a unique reward function from Assumption 3.1. Such assumption is akin to empirical works such as \( \{\text{Christiano et al., 2017; Stiennon et al., 2020}\} \), in which \((s^f, a^f)\) is interpreted as human rater making an error, and also widely accepted by choice models literature, in which a fixed option is assumed to be of zero-utility, e.g. \( \{\text{Adusumilli & Eckardt, 2019; Buchholz et al., 2021}\} \). We are now ready to present our algorithm.

**Algorithm 1 FQE with human preferences**

**Require:** Datasets \( \{D_h^{RF}\}_{h \in [H]} \), \( \{D_h\}_{h \in [H]} \), neural network classes \( \mathcal{F}(R, \tau, L, p, I) \) and \( \mathcal{G}(\tilde{R}, \tilde{\tau}, \tilde{L}, \tilde{p}, \tilde{I}) \) defined by equation \( \Box \)

1: for step \( h = H, \ldots, 1 \) do
2: Learn \( \hat{r}_h \) with MLE:
3: \[
r_h = \arg\max_{y \in \mathcal{Y}} \sum_{k=1}^{K_h^{HF}} \left\{ f(y_{h,k}) - \log \left( \exp(f(s^f, a^f)) + \sum_{i=1}^{2} \exp(f(s_{h,k}^{(i)}, a_{h,k}^{(i)})) \right) \right\}.
\]
4: Update \( \hat{Q}_h^{\tau} = \hat{T}_h \hat{Q}_h^{\tau+1} \) by equation \( \Box \)
5: end for
6: Compute policy value with the estimated Q-function:
7: \[
\hat{\sigma}^\pi = \int_{\mathcal{X}} \hat{Q}_1^n(s, a)\xi(s|\pi_1(a | s))d(s, a).
\]

**Output:** \( \hat{\sigma}^\pi \)

The pseudocode for our algorithm is presented in Algorithm 1. For every \( h \in [H] \), our algorithm consists of two stages: (i) We learn the reward by a maximum likelihood estimation method. Specifically, we use a deep ReLU function class \( \mathcal{G}(\tilde{R}, \tilde{\tau}, \tilde{L}, \tilde{p}, \tilde{I}) \) to do the function approximation for all \( h \in [H] \). By Assumption 3.2 we align the estimated reward across states by Step 3 to ensure that \( \hat{r}_h(s^f, a^f) = 0 \). Our estimation for reward aligns with the line of RLHF empirical studies including \( \{\text{Ouyang et al., 2022; Lee et al., 2021b; Stiennon et al., 2020; Wu et al., 2021}\} \), in which a reward function is learned from a human preference dataset assuming an underlying softmax human policy; (ii) To estimate \( \hat{\sigma}^\pi \), we use neural FQE to estimate \( \hat{Q}_h^n \) in a backward, recursive fashion, with \( \mathcal{F}(R, \tau, L, p, I) \) as the neural network class for all \( h \in [H] \). \( \hat{Q}_h^n \), our estimate at step \( h \), is set to be
\[ \hat{T}_h^\pi \hat{Q}_{h+1}^\pi = \arg \min_{f \in F} \sum_{k=1}^K \left( f(s_{h,k}, a_{h,k}) - \hat{r}_h(s_{h,k}, a_{h,k}) \right)^2 - \int_A \hat{Q}_{h+1}^\pi(s'_{h,k}, a) \pi_h(a \mid s'_{h,k}) da, \]

where \( \hat{T}_h^\pi \) is an intermediate estimate of the Bellman operator \( T^\pi \); \( \hat{Q}_{h+1}^\pi \) is an intermediate estimate of \( Q_{h+1}^\pi \).

### 4 Main Results

In this section, we prove an upper bound on the estimation error of \( v^\pi \) by Algorithm \( \hat{T} \). First, let us state two assumptions on the MDP.

**Assumption 4.1** (Low-dimensional state-action space). The state-action space \( \mathcal{X} \) is a \( d \)-dimensional closed Riemannian manifold, which is embedded isometrically in Euclidean space \( \mathbb{R}^D \). We also assume that there exists constant \( B > 0 \) such that \( \| x \|_\infty \leq B \) for any \( x \in \mathcal{X} \). The reach of \( \mathcal{X} \) is \( \omega > 0 \).

Assumption 4.1 characterizes the low intrinsic dimension of the MDP embedded in high dimensions. We consider the case that the “intrinsic dimension” of \( \mathcal{X} \) is \( d \ll D \). Such a setting is common in practice because the representation or features people use are often redundant compared to the latent structures of the problem. For instance, images of a dynamical system are widely believed to admit such low-dimensional latent structures [Gong et al., 2019; Hinton & Salakhutdinov, 2006; Pope et al., 2021; Osher et al., 2017]. Common pre-trained language models can also have a low intrinsic dimension as shown in recent empirical studies [Aghajanyan et al., 2020; Hu et al., 2021].

**Assumption 4.2** (Bellman completeness). Under target policy \( \pi \), for any time step \( h \) and any \( f \in \mathcal{F} \), we have \( \mathcal{P}_h^\pi \hat{f} \in \mathcal{H}^\alpha(\mathcal{M}) \), where \( 0 < \alpha < +\infty \).

Assumption 4.2 is about the closure of a function class under the Bellman operator, which is widely adopted in RL literature [Ji et al., 2022; Chen & Jiang, 2019b; Yang et al., 2020; Du et al., 2020]. In fact, some classic MDP settings also have this property implicitly, e.g., linear MDP [Jin et al., 2020] or RKHS MDP [Yang et al., 2020]. Such an assumption is necessary for the Bellman residual: without such an assumption, [Wang et al., 2020] provides a lower bound that the sample complexity is exponential in the horizon for guaranteeing a constant error in OPE.

**Assumption 4.3.** We assume that the human preference reward function can be expressed as \( r_h(s, a) = f_h(\psi_h(s, a)) \) for every \( h \in [H] \), where \( \psi_h : \mathcal{X} \rightarrow [0, B']^d \) and \( f : [0, B']^d \rightarrow [0, 1] \). Furthermore, \( \psi_h \in \mathcal{H}^\alpha(\mathcal{X}) \) and \( f \in \mathcal{H}^\alpha([0, B']^d) \), where \( 0 < \alpha \leq +\infty \).

In Assumption 4.3, we assume that the reward function admits an underlying feature \( \psi_h \), which is sufficiently smooth and maps the input to a space with lower dimension \( d \). Empirically, many studies have shown that learning human preferences requires only a smaller dataset and architecture, which implies that such preference rewards admit a low dimensional latent feature, see e.g. Christiano et al. (2017); Wang et al. (2022); Stiennon et al. (2020); Chandrasekaran & Mainampati (2021). We summarize our results for reward learning in Theorem 4.4.

**Theorem 4.4** (Reward convergence rate). With Assumption 4.3, for every \( 0 < \epsilon_0 < 1 \), if the ReLU class \( \mathcal{G}_h(R, \tilde{\tau}, L, \tilde{p}, \tilde{I}) \) satisfies

\[ \tilde{\ell} = 0 \left( \log \frac{1}{\epsilon_0} \right), \tilde{p} = O \left( \epsilon_0^{-\frac{d^2}{4}} \cdot \tilde{d} \right), \tilde{R} = 1, \]

\[ \tilde{I} = O \left( \epsilon_0^{-\frac{d^2}{4}} \cdot \tilde{d} \cdot \log \frac{1}{\epsilon_0} \right), \tilde{\tau} = \max \{ B, 1, \sqrt{d}, \omega^2 \}, \]

then we have

\[ \mathbb{E} \left[ \int_\mathcal{X} \left( \hat{r}_h(s, a) - r_h(s, a) \right)^2 d\eta_h(s, a) \right] \leq O \left( \epsilon_0^2 + \epsilon_0^{-2d/\alpha} \cdot \frac{\log K_{HF}}{K_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \right) \]

for all \( h \in [H] \). Here the expectation \( \mathbb{E} [\cdot] \) is taken over the data-generating process of \( D^{HF} \). Recall that \( \eta_h \) is the sampling distribution of \((s, a)\) for the human preference data.

**Proof.** See Appendix B for details.

Theorem 4.4 upper bounds the mean square error given by neural MLE. Specifically, the estimation error consists of two terms: (i) the complexity of function class \( \mathcal{G}(R, \tilde{\tau}, L, \tilde{p}, \tilde{I}) \), measured by its covering number, and (ii) model approximation error \( \epsilon_0 \). Such a scenario is the classic bias-variance tradeoff, which...
needs to be carefully balanced by selecting the appropriate network size. Specifically, by setting $c_0 = O(K_H^{2 \frac{d}{2}} \cdot \log^{3} K_H)$, we have the mean square error bounded by $O(K_H^{2 \frac{d}{2}} \cdot \log^{3} K_H)$. To depict the distribution shift of the dataset, we introduce the following metric:

**Definition 4.5** (Restricted $\chi^2$-divergence). For two distribution $q_1, q_2$ defined on a sample space $\mathcal{X}$, and a function class $\mathcal{Q}$ of functions that maps $\mathcal{X}$ to $\mathbb{R}$, we define their restricted $\chi^2$ divergence $\chi^2_{\mathcal{Q}}(q_1, q_2)$ as

$$
\chi^2_{\mathcal{Q}}(q_1, q_2) = \sup_{f \in \mathcal{Q}} \frac{\mathbb{E}_{q_1}[f]^2}{\mathbb{E}_{q_2}[f^2]} - 1.
$$

We are now ready to present our main theorem, which provides a statistical upper bound for the estimation error in off-policy evaluation.

**Theorem 4.6.** Suppose Assumptions 4.1 and 4.2 hold. By Algorithm 7, we have

$$
\mathbb{E}[\mathcal{D} - \mathcal{D}'] \leq \left( H \kappa_1 \cdot \left( K^{-\frac{d_{\alpha}}{2}} + \sqrt{\frac{D}{K}} \right) \cdot \log^{3/2} K 
+ H(\kappa_1 + \kappa_2) \cdot K_H^{-\frac{d_{\alpha}}{2} \frac{d}{2}} \cdot \log^{3/2} K \right)
$$

if ReLU network class $\mathcal{G}_h(\tilde{R}, \tilde{\pi}, \tilde{L}, \tilde{p}, \tilde{I})$ satisfies

$$
\tilde{L} = O\left( \frac{\tilde{\alpha}}{2\tilde{a} + d} \cdot \log K_H \right), \tilde{p} = O\left( K_H^{-\frac{d_{\alpha}}{2}} \cdot \tilde{d} \right),
$$

$$
\tilde{I} = O\left( \frac{\alpha}{2\alpha + d} \cdot K_H^{\frac{d}{2} - \frac{d_{\alpha}}{2}} \cdot \tilde{d} \cdot \log K_H \right),
$$

$$
\tilde{\pi} = \max\{B, 1, \sqrt{\tilde{d}}, \omega^2\}, \tilde{R} = 1,
$$

and $\mathcal{F}_h(R, \tau, L, p, I)$ satisfies

$$
L = O\left( \frac{\alpha}{2\alpha + d} \cdot \log K \right), p = O\left( K^{-\frac{d_{\alpha}}{2}} \right),
$$

$$
I = O\left( \frac{\alpha}{2\alpha + d} \cdot K^{\frac{d}{2}} \cdot \log K \right),
$$

$$
\tau = \max\{B, 1, \sqrt{\tilde{d}}, \omega^2\}, R = H.
$$

The distributional mismatch of the transition dataset is captured by $\kappa_1 = \sum_{h=1}^{H} \sqrt{1 + \chi^2_{\mathcal{Q}}(q_h, q_h^{\pi_0})}$, and the distributional mismatch of the human preference dataset is captured by $\kappa_2 = \sum_{h=1}^{H} \sqrt{1 + \chi^2_{\mathcal{Q}}(h, q_h^{\pi_0})}$, in which $q_h^{\pi_0}$ and $q_h^{\pi_0}$ are the visitation distributions of $\pi$ and $\pi_0$ at step $h$ respectively, $\eta_s$ is the sampling distribution of $\left\{ (s_h^{(i)}, a_h^{(i)}) \right\}_{i=1}^{2}$ and $Q$ is the Minkowski sum between the ReLU function class $\mathcal{F}(R, \tau, L, p, I)$ and the Hölder function class $\mathcal{H}^{\alpha}(\mathcal{X})$. $O(\cdot)$ hides factors depending on $\log D, \log H, B, B', \omega$ and surface area of $\mathcal{X}$.

**Proof.** See Appendix [A] for details. \qed

Theorem 4.6 explains the success of fine-tuning processes in RLHF such as Ouyang et al. (2022); Stienon et al. (2020), in which a compact dataset with human feedback and a relatively small model is adequate for acquiring a precise reward function. Particularly, the reward learning error contribute a $O(H(\kappa_1 + \kappa_2) \cdot K_H^{-\frac{d_{\alpha}}{2}} \cdot \log^{3/2} K)$ term in the total estimation error of $v^\pi$. When $d \ll d$ and $\tilde{\alpha} \gg \alpha$, i.e. the reward function has a smaller intrinsic dimension and higher smoothness, the error inherited from reward learning is much smaller than the error caused by learning the underlying MDP. We further discuss the implication of Theorem 4.6 in details:

**Provable benefits of human feedback.** Designing a satisfying reward function is hard in reinforcement learning. When learning from human feedback, we have no access to a given reward function as in previous off-policy evaluation works (Ji et al. 2022; Duan & Wang 2020; Uehara et al. 2022). Compared to the guarantee standard neural FQE such as Ji et al. (2022), in which the rewards are explicitly given by the environment, Algorithm 7 learns reward function from human feedback by neural MLE, which results in an additional $O(K_H^{-\frac{d_{\alpha}}{2}})$ term. Such a term does not affect our error bound as long as $K_H \gg K$. We would like to highlight that when the human-preference reward has an intrinsic smooth and low dimensional structure, i.e. $\tilde{\alpha} \gg \alpha$ and $d \ll d$, we can train the reward with a $D_H$ with size $K_H \ll K$. This explains why a small dataset is sufficient for fine-tuning a large model. Under such a circumstance, our evaluation error is $O(K^{-\frac{d_{\alpha}}{2}})$, which matches the standard results in doing FQE with an observable reward, such as Ji et al. (2022). Although OPE with human preference contains less information as the reward is unobservable in the sampled dataset, Theorem 4.6 shows that it is as efficient as standard OPE with observable reward function.

(II) **Adaptation to intrinsic dimension.** Note that our estimation error is mainly influenced by the intrinsic dimensionality $d$ and $\tilde{d}$, instead of the representation dimensionality $D$. Consequently, the bound of estimation error for our method is much smaller than the error in methods that ignore the problem’s intrinsic dimension, such as Nguyen-Tang et al. (2022).

(III) **Characterizing distribution shift.** The term $\kappa_1$ and $\kappa_2$ in our result quantify the divergence between the visitation distribution of the target policy and the sampling policy of human preference data and transition information, using a restricted $\chi^2$-divergence. It’s
worth noting that this restricted $\chi^2$-divergence is always less than or equal to the widely used absolute density ratio $\frac{f(x)}{g(x)} \leq \frac{\hat{f}(x)}{\hat{g}(x)}$ may vary considerably in small regions of the sample space, while their integration of a smooth function in $Q$ across the entire sample space can be close. The absolute density ratio captures the former variation, whereas the restricted $\chi^2$-divergence captures the latter. We also highlight that although the error in the reward learning part propagates to the error in the reward learning part, the distribution mismatch in human preferences only exhibits an additive relation with the distribution mismatch of the transition dataset $D$ without amplification.

5 Proof Sketch

In this section we briefly sketch the proofs of efficiencies of Algorithm 1. For detailed proof, see Appendix A and B.

Proof outline for Theorem 4.4. In the reward estimation stage, by implementing MLE on human preference probability $p(s, a, \theta_0, \theta_1)$, we claim that with high probability, the model error under the distribution of the sampling policy can be bounded by the approximation error of neural network class $G_h$ and its complexity. Specifically, we prove that

$$E_h := \mathbb{E}\left[ \int_X |\hat{r}_h(s, a) - \tilde{r}_h(s, a)|^2 d\eta_h(s, a) \right],$$

which consists of a distribution shift term, an $L^2$ norm between difference of $\hat{T}_h$ and $\tilde{T}_h$ projected on the estimate of $Q_{h+1}$, and an estimation error for human preference reward function. We further decomposed the right-hand side into the generalization and approximation error in neural network regression, and the error inherited in reward estimation. Note that we face the trade-off between the size of neural net size and its approximation limit. We recommend the readers to Appendix B for details. By choosing the neural network class size appropriately, we prove that

$$E_h \leq E_{h+1} + \sqrt{1 + \chi^2(Q_h, Q_{h+1})} \cdot \mathbb{E}\left[ \int_X (\hat{T}_h \tilde{Q}_h + 1 + Q_{h+1}(s, a))^2 d \eta_h(s, a) \right]^{1/2} + \sqrt{1 + \chi^2(q_h, \eta_h)} \cdot \mathbb{E}\left[ \int_X (r_{h+1}(s, a) - \hat{r}_{h+1}(s, a))^2 d\eta_h(s, a) \right]^{1/2},$$

where $\rho_h(s, a)$ is the preference distribution learned by MLE, $\epsilon$ is the approximation error of neural function class $G_h$. Notably, our method takes model misspecification into account, which is novel in MLE error analysis. By the definition of preference in equation 3 and the condition that $r_h(s, a) = 0$, we can prove that

$$\mathbb{E}\left[ \int_X |r_h(s, a) - \tilde{r}_h(s, a)|^2 d\eta_h(s, a) \right] \leq O\left( \frac{1}{K_{HF}} \log (H \cdot N(G_h, \| \cdot \|_{\infty}, 1/K_{HF}) + \epsilon) \right),$$

Finally, by the approximation ability of neural networks, we can give an upper bound for the function class complexity in terms of $O(\epsilon^{-d/\alpha} \cdot \log 1/\epsilon)$, while maintaining a given approximation error. Set $\epsilon = \epsilon_0^2$ and we conclude the proof.

Proof outline for Theorem 4.6. Theorem 4.6 is proved by an inductive fashion. In particular, with notation

$$E_h := \mathbb{E}\left[ \int_X |\hat{T}_h Q_{h+1}(s, a) - \tilde{T}_h \tilde{Q}_{h+1}(s, a)| d\eta_h(s, a) \right],$$

by Cauchy-Schwarz inequality we can prove that

$$E_h \leq E_{h+1} + \sqrt{1 + \chi^2(Q_h, Q_{h+1})} \cdot \mathbb{E}\left[ \int_X (\hat{T}_h \tilde{Q}_h + 1 + Q_{h+1}(s, a))^2 d \eta_h(s, a) \right]^{1/2} + \sqrt{1 + \chi^2(q_h, \eta_h)} \cdot \mathbb{E}\left[ \int_X (r_{h+1}(s, a) - \hat{r}_{h+1}(s, a))^2 d\eta_h(s, a) \right]^{1/2},$$

where $\rho_h(s, a)$ is the preference distribution learned by MLE, $\epsilon$ is the approximation error of neural function class $G_h$. Notably, our method takes model misspecification into account, which is novel in MLE error analysis. By the definition of preference in equation 3 and the condition that $r_h(s, a) = 0$, we can prove that

$$\mathbb{E}\left[ \int_X |r_h(s, a) - \tilde{r}_h(s, a)|^2 d\eta_h(s, a) \right] \leq O\left( \frac{1}{K_{HF}} \log (H \cdot N(G_h, \| \cdot \|_{\infty}, 1/K_{HF}) + \epsilon) \right),$$

finally, by the approximation ability of neural networks, we can give an upper bound for the function class complexity in terms of $O(\epsilon^{-d/\alpha} \cdot \log 1/\epsilon)$, while maintaining a given approximation error. Set $\epsilon = \epsilon_0^2$ and we conclude the proof.

6 Conclusion

This paper studies nonparametric off-policy evaluation in reinforcement learning with human preferences. We consider a two-stage algorithm: (i) We use a fully connected ReLU network to learn the reward function from human choices by neural maximum likelihood estimation, and (ii) we leverage the learned reward to approximate Q-functions by minimizing a Bellman mean square error, with another ReLU neural network as the function approximator. Our theory proves that when state-action space exhibits low-dimensional structures and the underlying reward function enjoys a smooth representation, FQE with human preference data achieves a $O(HK^{-2/\alpha})$ finite-sample estimation error, which matches the standard FQE case in which the reward is observable.
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A Proof for Theorem 4.4

Proof. In this proof, we denote the human labeling policy with \( \rho_{h,i}(\cdot \mid (s^{(1)}_h, a^{(1)}_h), (s^{(2)}_h, a^{(2)}_h)) \). Recall that the preference for step \( h \) and episode \( k \) is chosen among \( \{(s^{(1)}_{h,k}, a^{(1)}_{h,k}), (s^{(2)}_{h,k}, a^{(2)}_{h,k}), (s^f, a^f)\} \). In this proof, we use the notation of \( \mathcal{Y}_k := \{(s^{(1)}_{h,k}, a^{(1)}_{h,k}), (s^{(2)}_{h,k}, a^{(2)}_{h,k}), (s^f, a^f)\} \). Recall that by Assumption 3.1 and 3.2, \( \mathcal{Y}_k \) is sampled by distribution \( \eta_h \) for every \( k \in [K] \), and the human preference \( \eta_{h,k} := (s, a) \) is generated according to

\[
\rho_{h,i}(s, a \mid \mathcal{Y}_k) = \frac{\exp(r_h(s, a))}{\exp(r_h(s^{(1)}_h, a^{(1)}_h)) + \exp(r_h(s^{(2)}_h, a^{(2)}_h)) + \exp(r_h(s^f, a^f))},
\]

here the state-action pair \((s, a) \in \mathcal{Y}_k\). For all \( h \in [H] \), we define a set \( \mathcal{Y}_h := \{(s^{(1)}_h, a^{(1)}_h), (s^{(2)}_h, a^{(2)}_h), (s^f, a^f)\} \), where \((s^{(1)}_h, a^{(1)}_h)\) and \((s^{(2)}_h, a^{(2)}_h)\) are fixed state-action pairs. Then \( \mathcal{Y}_h \) can be regarded as the realization of \( \mathcal{Y} \) under distribution \( \eta_h \). We also define a vector-value function class defined on \( \mathcal{Y}_h \), which is parametrized by function \( r \in \mathcal{G} \):

\[
\Pi_h(\mathcal{Y}_h) = \left\{ \rho \in \mathbb{R}^3 \mid \rho_r(s, a \mid \mathcal{Y}_h) = \exp(r(s, a))/\sum_{(s', a') \in \mathcal{Y}} \exp(r(s', a')) \text{ for some } r \in \mathcal{G} \right\}.
\]

Let \( N_h(\| \cdot \|_\infty, 1/n) \) be the smallest \( 1/n \)-upper bracketing of \( \Pi_h \). And \( \| \|_\infty, 1/n) \) is the bracketing number of \( \Pi_h \). For a given neural network \( \mathcal{G} \) and a reward function \( r \), we denote

\[
\epsilon_{\text{misspec}} := \min_{r' \in \mathcal{G}} \| r' - r \|_\infty, \quad r_{h,o} = \arg\min_{r' \in \mathcal{G}} \| r' - r \|_\infty.
\]

to measure the approximation ability of \( \mathcal{G} \) for the \( r \). Our proof for Theorem 4.4 lies in three steps:

(i) First, we prove that with MLE, we have

\[
\mathbb{E}_{(s^{(i)}_h, a^{(i)}_h) \sim \eta_h} \left[ \| \rho(\cdot \mid \mathcal{Y}_h) - \rho_h^i(\cdot \mid \mathcal{Y}_h) \|_2^2 \right] \leq O \left( \frac{\log(\mathcal{H} \cdot N_h(\| \cdot \|_\infty, 1/K) / \delta)}{K \cdot H_{\text{HF}}} \right) + \epsilon_{\text{misspec}}
\]

with probability at least \( 1 - \delta \). Here \( \mathbb{E}_{(s^{(i)}_h, a^{(i)}_h) \sim \eta_h} \) means that the expectation is taken under the randomness of \( (s^{(i)}_h, a^{(i)}_h) \sim \eta_h \), \( i \in \{1, 2\} \), \( \rho_{h,i} \) is the choice probability learned by MLE in step \( h \), and the \( L^1 \) norm is taken over all possible state action pairs in \( \mathcal{Y}_h \). By invoking Lemma C.6, we get the expectation version.

(ii) Second, we prove that with Assumption 3.1 and 3.2, we can convert the previous TV-bound for human choice probability into an estimation error for the reward function \( \tilde{r}_h(s, a) \), with an error bound of

\[
\mathbb{E} \left[ \int_{\mathcal{X}} \left| r_h(s, a) - (r_h^i(s, a) - r_h(s^f, a^f)) \right|^2 d\eta_h(s, a) \right] \leq O \left( \frac{1}{K \cdot H_{\text{HF}}} \log(\mathcal{H} \cdot N(\mathcal{G}, \| \cdot \|_\infty, 1/K \cdot H_{\text{HF}})) + \epsilon_{\text{misspec}} \right).
\]

Recall that \( r_h^i \) is the reward function we learned directly from MLE. Note that such a bound measures the tradeoff between approximation and generalization: for the network to have better approximation ability, i.e. a smaller \( \epsilon_{\text{misspec}} \), a larger neural network is necessary, which increases the complexity of the neural network that is measured in term log \( (\mathcal{H} \cdot N(\mathcal{G}, \| \cdot \|_\infty, 1/K \cdot H_{\text{HF}})) \).

(iii) Third, we prove that we can handle the tradeoff between approximation and generalization by choosing an appropriate neural network have equation 5 hold. Specifically, under Assumption 4.3, we can obtain a fast convergence rate for our estimation \( \tilde{r}_h \).
Step (i). For notation simplicity, we denote \( \rho_{t_a, o} \) by \( \rho_{o, h} \) and \( \rho_{r_s, o} \) by \( \rho_{r_s, h} \). By MLE procedure, we have

\[
\frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log \left( \frac{\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)}{\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)} \right) = \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log \left( \frac{\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)}{\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)} \right) + \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log \left( \frac{\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)}{\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)} \right)
\]

\[
\geq \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log(\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)) - \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log(\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k))
\]

\[
= \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \left\{ \log(\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)) - \log(\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)) \right\}
\]

\[
\geq \frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \left\{ \log(\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)) - \log(\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)) \right\}
\]

\[
\geq -4\epsilon_{\text{misspec}},
\]

where the first inequality comes from \( r_{i_h}^k \in \mathcal{G} \) and \( \rho_{t_h} = \arg\max_{\rho_{r_s, h} \in \mathcal{G}} \frac{1}{K} \sum_{k=1}^{K} \log(\rho_{t_h}(y_{h,k} | \bar{\gamma}_{h}^k)) \), the second inequality comes from the fact that \( \log(\sum_{i=1}^{3} \exp(x_i)) \) being 1-Lipschitz for every component. Meanwhile, by Markov's inequality and Boole's inequality, it holds with probability at least \( 1 - \delta \) that for all \( \bar{\rho} \in \mathcal{N}_{\| \cdot \|_{\inf}, 1/n} \), we have

\[
\frac{1}{K_{HF}} \sum_{k=1}^{K_{HF}} \log \left( \frac{\bar{\rho}(y_{h,k} | \bar{\gamma}_{h}^k)}{\rho_{o,h}(y_{h,k} | \bar{\gamma}_{h}^k)} \right) \leq K_{HF} \log \left( \mathbb{E}_{(s_{h,i}, a_{h,i}) \sim q_{h,y_{h} \sim r_{s,h}}} \left[ \exp \left( \frac{1}{2} \log \left( \frac{\bar{\rho}(y_{h} | \bar{\gamma}_{h})}{\rho_{o,h}(y_{h} | \bar{\gamma}_{h})} \right) \right) \right] \right)
\]

\[
+ \log \left( \frac{N_{\| \Pi_{h}, \| \cdot \|_{\inf}, 1/K_{HF}}}{\delta} \right),
\]

where \( \Pi_{h} \) is the policy at \( h \). Utilizing the log \( x \leq x - 1 \), we have

\[
1 - \mathbb{E}_{(s_{h,i}, a_{h,i}) \sim q_{h,y_{h} \sim r_{s,h}}} \left[ \sum_{y_{h} \in T_{h}} \sqrt{\bar{\rho}(y_{h} | \bar{\gamma}_{h}) \cdot \rho_{o,h}(y_{h} | \bar{\gamma}_{h})} \right] \leq \frac{1}{K_{HF}} \log \left( \frac{N_{\| \Pi_{h}, \| \cdot \|_{\inf}, 1/K_{HF}}}{\delta} \right) + \epsilon_{\text{misspec}}.
\]

Therefore, we can bound the Hellinger distance between \( \rho_{o,h} \) and \( \bar{\rho} \),

\[
h(\bar{\rho}, \rho_{o,h}) = \mathbb{E}_{(s_{h,i}, a_{h,i}) \sim q_{h}} \left[ \sum_{y_{h} \in T_{h}} (\bar{\rho}(a | s_{h}) - \rho_{o,h}(a | s_{h}))^{1/2} \right]^{2}
\]

\[
\leq 2 \mathbb{E}_{(s_{h,i}, a_{h,i}) \sim q_{h}} \left[ 1 - \sum_{y_{h} \in T_{h}} \sqrt{\bar{\rho}(a | s_{h}) \cdot \rho_{o,h}(a | s_{h})} \right] + \frac{1}{K_{HF}}
\]

\[
\leq \frac{2}{K_{HF}} \log \left( \frac{N_{\| \Pi_{h}, \| \cdot \|_{\inf}, 1/K_{HF}}}{\delta} \right) + \frac{1}{K_{HF}} + \epsilon_{\text{misspec}},
\]
here the second inequality comes from the fact that $\hat{\rho}$ is a upper bracketing of $\Pi$. Moreover, it is easy to verify that
\[
\mathbb{E}_{(s_h^{(i)}, a_h^{(i)}) \sim \eta_h} \left[ \sum_{y_h \in \mathcal{Y}_h} ((\hat{\rho}(a | s_h)1/2 + \rho_{b,h}(a | s_h)1/2))^2 \right] \leq 2\mathbb{E}_{(s_h^{(i)}, a_h^{(i)}) \sim \eta_h} \left[ \sum_{y_h \in \mathcal{Y}_h} (\hat{\rho}(a | s_h) + \rho_{b,h}(a | s_h)) \right] \leq \frac{2}{K_{HF}} + 4, \tag{11}
\]
where the second inequality comes from the fact that $\bar{\pi}$ is the $1/n$-upper bracket of a probability distribution. Combining the equation \([7]\) and equation \([10]\) by Cauchy-Schwarz inequality, we have
\[
\mathbb{E}_{(s_h^{(i)}, a_h^{(i)}) \sim \eta_h} \left[ \| \hat{\rho} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_2^2 \right] \leq \frac{15}{K_{HF}} \cdot \log \left( \frac{N_{\Pi}([\Pi, \| \cdot \|_\infty, 1/K_{HF}])}{\delta} \right) + \epsilon_{\text{misspec}},
\]
here the $L_1$ norm is taken under all $(s, a) \in \mathcal{Y}_h$. Meanwhile,
\[
\| \hat{\rho} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_1^2 \leq \| \rho_{b,h} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_1^2 \leq \left( 4 + \frac{1}{K_{HF}} \right) \cdot \frac{1}{K_{HF}},
\]
therefore we have
\[
\mathbb{E}_{(s_h^{(i)}, a_h^{(i)}) \sim \eta_h} \left[ \| \rho_{b,h} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_2^2 \right] \leq \frac{20}{K_{HF}} \cdot \log \left( \frac{N_{\Pi}([\Pi, \| \cdot \|_\infty, 1/K_{HF}])}{\delta} \right) + \epsilon_{\text{misspec}}.
\]
By Lemma Next, we bound $N_{\Pi}([\Pi, \| \cdot \|_\infty, 1/K])$ by $N(\mathcal{G}_h, \| \cdot \|_\infty, 1/4K)$. For all $h \in [H]$, recall the definition
\[
\Pi_h(\mathcal{Y}_h) = \{ \rho_{r} \cdot (a \mid s) = \exp(r(s,a))/\sum_{a' \in \mathcal{Y}_h} \exp(r(s,a')) \text{ for some } r \in \mathcal{F}_h \}.
\]
It is easy to check that
\[
|\rho_{r}(a \mid s) - \rho_{r'}(a \mid s)| \leq 2 \cdot \| r - r' \|_\infty, \forall (s, a) \in \mathcal{S} \times \mathcal{A}.
\]
Recall that $N(\mathcal{F}_h, \| \cdot \|_\infty, 1/K)$ is the covering number for model class $\mathcal{F}_h$. We have
\[
N_{\Pi}([\Pi, \| \cdot \|_\infty, 1/K_{HF}]) \leq N(\mathcal{G}_h, \| \cdot \|_\infty, 1/4K_{HF}) \tag{12}
\]
always hold for all $h \in [H]$ by Lemma \ref{lemma:covering}. Thus we conclude the proof in \textbf{Step (i)}.

\textbf{Step (ii)}. Note that by Lemma \ref{lemma:bound} we can turn into a bound in expectation:
\[
\mathbb{E} \left[ \mathbb{E}_{(s_h^{(i)}, a_h^{(i)}) \sim \eta_h} \left[ \| \rho_{l,h} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_2^2 \right] \right] \leq O \left( \frac{1}{K_{HF}} \log (H \cdot N(\mathcal{G}_h, \| \cdot \|_\infty, 1/K_{HF})) + \epsilon_{\text{misspec}} \right), \tag{13}
\]
where the expectation is taken with respect to the data-generating process. Recall that
\[
\rho_{l,h}((s,a) \mid \mathcal{Y}_h) = \frac{\exp(r^l_h(s,a))}{\sum_{a \in \mathcal{Y}_h} \exp(r^l_h(s,a))},
\]
\[
\rho_{b,h}((s,a) \mid \mathcal{Y}_h) = \frac{\exp(r_h(s,a))}{\sum_{a \in \mathcal{Y}_h} \exp(r_h(s,a))},
\]
with $r(s^f, a^f) = 0$. By basic algebra, we have
\[
\sum_{(s,a) \in \mathcal{Y}_h} |r_h(s,a) - r^l_h(s,a) - r^f(s^f, a^f)|^2 = \sum_{(s,a) \in \mathcal{Y}_h} \left| \log \left( \frac{\rho_{l,h}(s,a \mid \mathcal{Y}_h)}{\rho_{b,h}(s,a \mid \mathcal{Y}_h)} \right) - \log \left( \frac{\rho_{l,h}(s^f,a^f \mid \mathcal{Y}_h)}{\rho_{b,h}(s^f,a^f \mid \mathcal{Y}_h)} \right) \right|^2 \leq 20 \cdot \| \rho_{l,h} \cdot \mathcal{Y}_h - \rho_{b,h} \cdot \mathcal{Y}_h \|_1^2
\]
Recall that in Algorithm 1, we construct $b$ then we have

$$\mathbb{E} \left[ \int_{\mathcal{X}} |r_h(s, a) - (r'_h(s, a) - r'_h(s', a'))|^2 d\eta_h(s, a) \right] \leq O \left( \frac{1}{K_{HF}} \log \left( H \cdot N(\mathcal{G}_h, \| \cdot \|_\infty, 1/K_{HF}) \right) + \epsilon_{\text{misspec}} \right).$$

Recall that in Algorithm 1 we construct $\hat{r}_h(s, a) = r'_h(s, a) - r'_h(s', a')$. Therefore we have

$$\mathbb{E} \left[ \int_{\mathcal{X}} |r_h(s, a) - \hat{r}_h(s, a)|^2 d\eta_h(s, a) \right] \leq O \left( \frac{1}{K_{HF}} \log \left( H \cdot N(\mathcal{G}_h, \| \cdot \|_\infty, 1/K_{HF}) \right) + \epsilon_{\text{misspec}} \right). \quad (14)$$

**Step (iii).** Note that the bound in (14) consists of two terms: the approximation error of the neural network $\mathcal{G}_h$, and the model class complexity of $\mathcal{G}_h$. With Assumption 4.3 we connect the equation [14] with the selection of a proper neural network class. Recall that $f \in \mathcal{H}^{\alpha_{HF}}([0, 1]^d_{HF})$, and $\psi \in \mathcal{H}^{\alpha_{HF}}$. We consider $f(\psi(x))$, with $\hat{\phi} : \mathcal{M} \to [0, 1]^{d_{HF}}$. Then the approximation error in the norm $L^\infty$ has the following decomposition:

$$|\hat{f} \circ \hat{\psi}(x) - f \circ \psi(x)| \leq |\hat{f} \circ \hat{\psi}(x) - \hat{f} \circ \psi(x)| + |\hat{f} \circ \psi(x) - f \circ \psi(x)| \leq \|\hat{f} - f\|_\infty + \max_{i \in [d_{HF}]} \|\hat{\psi}_i - \psi_i\|_\infty,$$  

therefore to bound the approximation error of $r = f \circ \psi$, we only need to approximate $\psi$ and $f$ respectively. By Lemma 2 in Nguyen-Tang et al. (2022), for every function $h \in \mathcal{H}^{\alpha_{HF}}$ and bounded in $[0, R]$ and a neural network class $\mathcal{E}(L, p, I, \tau, \tilde{R})$, if

$$L = O \left( \log \frac{1}{\epsilon} \right), p = O \left( \epsilon^{-\frac{d_{HF}}{\alpha_{HF}}} \right), I = O \left( \epsilon^{-\frac{d_{HF}}{\alpha_{HF}}} \log \frac{1}{\epsilon} \right), \quad \tau = \max \left\{ B, 1, \sqrt{d_{HF}}, \omega^2 \right\}, R = 1,$$

then we have

$$\min_{f \in \mathcal{E}} \|f - h\|_\infty \leq \epsilon.$$  

therefore, by equation [15] to guarantee $\min_{g \in \mathcal{G}_h(\tilde{R}, \tau, \tilde{L}, \tilde{p}, \tilde{I})} \|g - r\|_\infty \leq O(\epsilon)$, we only need to guarantee that $\|f - \tilde{f}\|_\infty \leq \epsilon$ and $\|\tilde{\psi}_i - \psi_i\|_\infty \leq \epsilon$ respectively. It suffices to choose

$$\tilde{L} = O \left( \log \frac{1}{\epsilon} \right), \tilde{p} = O \left( \epsilon^{-\frac{d_{HF}}{\alpha_{HF}}} \cdot d_{HF} \right), \tilde{I} = O \left( \epsilon^{-\frac{d_{HF}}{\alpha_{HF}}} \cdot d_{HF} \cdot \log \frac{1}{\epsilon} \right), \quad \tilde{\tau} = \max \{ B, 1, \sqrt{d_{HF}}, \omega^2 \}, \tilde{R} = 1. \quad (17)$$

Note that by Lemma C.3 this implies a log-covering of

$$\log N(H \cdot \mathcal{G}_h, \| \cdot \|_\infty, 1/K_{HF}) \leq O \left( \log \left( \frac{2L^2(pB + 2)K_{HF}^{L+1}}{1/K_{HF}} \right)^{K_{HF}} \right) \leq O \left( \epsilon^{-d_{HF}/\alpha_{HF}} \cdot \log \frac{2}{\epsilon} \cdot \log K_{HF} \right). \quad (18)$$

Recall that in Step (ii) we have

$$\mathbb{E} \left[ \int_{\mathcal{X}} (r_h(s, a) - \hat{r}_h(s, a))^2 d\eta_h(s, a) \right] \leq O \left( \epsilon + \log N(H \cdot \mathcal{G}_h, \| \cdot \|_\infty, 1/K) \right).$$

Set $\epsilon = \epsilon_{\text{misspec}}$ in equation [17] and equation [18], then we have

$$\mathbb{E} \left[ \int_{\mathcal{X}} (r_h(s, a) - \hat{r}_h(s, a))^2 d\eta_h^\tau \right] \leq O \left( \epsilon_{\text{misspec}} + \epsilon_{\text{misspec}}^{-d_{HF}/\alpha_{HF}} \cdot \log \frac{2}{\epsilon_{\text{misspec}}} \cdot \log K_{HF} \right) \quad \text{for all } \mathcal{G}_h(\tilde{R}, \tau, \tilde{L}, \tilde{p}, \tilde{I}) \text{ with } h \in [H].$$

Finally, set $\epsilon_{\text{misspec}} = \epsilon_0^2$, and we conclude the proof of Lemma 4.4.
B  Proof For Theorem 4.6

Proof. In Theorem 4.6, we aim to bound the $L_1$ distance between our estimate $v^π$ and $\hat{v}^π$. We decompose error recursively for a summation of $H$-in step errors and then change the probability measure. The key is to find a upper bound for $E_{(s,a)\sim q^π_h(s,a)}[\hat{T}^π_h Q^π_{h+1} - T^π_h Q^π_{h+1}]$. First, by definition of $\hat{v}^π$ and Bellman equation, we have

$$E|v^π - \hat{v}^π| = E\left[\int_X (Q^π_h(s,a) - \hat{Q}^π_h(s,a))d\eta^π_h(s,a)\right]$$

here the expectation is taken with respect to the data generating process, i.e. $(s,a) \sim q^π_h$. The first equality comes from the Bellman equation, and the second inequality comes from Jensen’s inequality. Now we analyze how the estimation error would propagate with the horizon length $H$, and prove our result by mathematic induction. For the expected error for $Q_h$, we have

$$E\left[\int_X |Q^π_h(s,a) - \hat{Q}^π_h(s,a)|\right] = E\left[\int_X |T^π_h Q^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right]$$

$$\leq E\left[\int_X |T^π_h Q^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right]$$

$$\leq E\left[\int_X |T^π_h \hat{Q}^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right] + E\left[\int_X |\hat{T}^π_h \hat{Q}^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right].$$

To bound (i), note that $Tf(s,a) - Tg(s,a) = E[f(s',a') - g(s',a') | s,a]$, where $(s',a')$ is the succeeding state-action pair after $(s,a)$. Therefore by Jensen’s inequality, we have

$$(i) \leq E\left[\int_X E[|Q_{h+1}(s',a') - \hat{Q}_{h+1}(s',a')| | s,a]d\eta^π_h(s,a)\right]$$

$$\leq E\left[\int_X |Q_{h+1}(s,a) - \hat{Q}_{h+1}(s,a)|d\eta^π_h(s,a)\right].$$

Next, we bound (ii) by the distribution shift captured by $\chi^2_Q$ distance. For notation simplicity, we define the surrogate Bellman operator:

$$\hat{T}^π_h \hat{Q}^π_{h+1} := \hat{r}_h + \mathcal{P}^π_h \hat{Q}^π_{h+1},$$

and we have

$$(ii) \leq E\left[\int_X |\hat{T}^π_h \hat{Q}^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right] + E\left[\int_X |\hat{T}^π_h \hat{Q}^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right]$$

$$= E\left[\int_X |\hat{T}^π_h \hat{Q}^π_{h+1}(s,a) - \hat{T}^π_h \hat{Q}^π_{h+1}(s,a)|d\eta^π_h(s,a)\right] + E\left[\int_X |\hat{r}_h(s,a) - r_h(s,a)|d\eta^π_h(s,a)\right].$$

We now aim to bound (iii) and (iv) by the distribution shift of $\mathcal{D}$ and $\mathcal{D}^{HF}$ with respect to $\pi$, respectively. First, notice that

$$(iv) \leq E\left[\sqrt{\int_X (r_h(s,a) - \hat{r}_h(s,a))^2 d\eta_h(s,a)} \cdot \sqrt{1 + \chi^2_Q(q^π_h, \eta_h) | \mathcal{D}^{HF}_{h+1}, \ldots, \mathcal{D}^{HF}_H} \right].$$
\[
\leq \sqrt{1 + \chi^2_Q(q^\pi_0, \eta_h)} \cdot \sqrt{\mathbb{E} \left[ \mathbb{E} \left[ \int_X (r_h(s,a) - \hat{r}_h(s,a))^2 \, dq_h(s,a) \mid D_{h+1}, \ldots, D_H \right] \right]}
\]

\[
= \sqrt{1 + \chi^2_Q(q^\pi_0, \eta_h)} \cdot \sqrt{\mathbb{E} \left[ \int_X (r_h(s,a) - \hat{r}_h(s,a))^2 \, dq_h(s,a) \right]},
\]

By Theorem 4.4, we have
\[
\mathbb{E} \left[ \int_X (r_h(s,a) - \hat{r}_h(s,a))^2 \, dq_h(s,a) \right] \leq O \left( \epsilon_0^2 + \epsilon_0^{-2d/\alpha} \cdot \frac{\log K_{HF}}{K_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \right)
\]
for all \( \epsilon_0 \in (0,1) \) and \( G \) defined in Theorem 4.4 Therefore we have
\[
(iv) \leq \sqrt{1 + \chi^2_Q(q^\pi_0, \eta_h)} \cdot O \left( \epsilon_0^2 + \epsilon_0^{-2d/\alpha} \cdot \frac{\log K_{HF}}{K_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \right).
\]

For (iii), we have
\[
(iii) \leq \mathbb{E} \left[ \sqrt{\int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \cdot \sqrt{1 + \chi^2_Q(q^\pi_0, q^\pi_h)} \mid D_{h+1}, \ldots, D_H} \right]
\]

\[
\leq \sqrt{1 + \chi^2_Q(q^\pi_h, q^\pi_0)} \cdot \sqrt{\mathbb{E} \left[ \int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \mid D_{h+1}, \ldots, D_H} \right]
\]

\[
= \sqrt{1 + \chi^2_Q(q^\pi_h, q^\pi_0)} \cdot \sqrt{\mathbb{E} \left[ \int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \right]}.
\]

The first inequality comes from Lemma 4.5 and the third equality comes from the definition of conditional expectation. By equation (19) we bound the estimation error under the distribution induced by \( \pi \) by the distribution shift between \( \pi_0 \) and \( \pi \). Now we are operating on the distribution induced by \( \pi_0 \), and there’s no distribution shift between distribution induced by \( \pi_0 \) and the data generating distribution.

Now we have the following decomposition:

\[
\mathbb{E} \left[ \int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \right]
\]

\[
= \mathbb{E} \left[ \frac{2}{K} \sum_{k=1}^{K} (\hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}) - \hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}))^2 \right]
\]

\[
+ \mathbb{E} \left[ \int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \right]
\]

\[
- \mathbb{E} \left[ \frac{2}{K} \sum_{k=1}^{K} (\hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}) - \hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}))^2 \right]
\]

\[
= \epsilon_{\text{approx}} + \epsilon_{\text{general}},
\]

where we define the empirical approximation error and generalization error respectively, i.e.

\[
\epsilon_{\text{approx}} := \mathbb{E} \left[ \frac{2}{K} \sum_{k=1}^{K} (\hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}) - \hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}))^2 \right],
\]

\[
\epsilon_{\text{general}} := \mathbb{E} \left[ \int_X (\hat{T}_h Q^\pi_{h+1}(s,a) - \hat{T}_h Q^\pi_{h+1}(s,a))^2 \, dq_h^\pi_0(s,a) \right]
\]

\[
- \mathbb{E} \left[ \frac{2}{K} \sum_{k=1}^{K} (\hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}) - \hat{T}_h Q^\pi_{h+1}(s_{h,k}, a_{h,k}))^2 \right].
\]
Here both expectation are taken with respect to the dataset generating process. By Lemma C.6 we have
\[ \epsilon_{\text{general}} \leq \frac{104R^2}{3K} \log N(\delta/4R, \mathcal{F}(R, \kappa, L, p, K), \| \cdot \|_\infty) + \left( 4 + \frac{1}{2R} \right) \delta. \]

We now only need to bound the empirical approximation error \( \epsilon_{\text{approx}} \). Lemma C.4 allows us to have we have
\[ \epsilon_{\text{approx}} \leq 4 \inf_{f \in \mathcal{F}(L, p, I)} \int_X \left( f(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ + 48\sigma^2 \log N(\delta, \mathcal{F}(R, \kappa, L, p, I), \| \cdot \|_\infty) + 2 \]
\[ + \left( 8\sqrt{6} \frac{\log N(\delta, \mathcal{F}(R, \kappa, L, p, I), \| \cdot \|_\infty) + 2}{K} + 8 \right) \sigma \delta, \]
where \( \sigma \) is the variance of the sample point \( \tilde{r}_h(s_{h,k}, a_{h,k}) + \int_A \tilde{Q}_h(s_{h,k}, a)q(a | s_{h,k})da \) with mean \( \tilde{T}_h \tilde{Q}_h(s_{h,k}, a_h) \), strictly upper bounded by \( HR \). Note that equation 20 is controlled by two terms: the \( L^2 \) approximation ability of \( \mathcal{F}_h \) under distribution \( q_h^\pi \), and the logarithm of function class covering number, which represents the function class complexity. We now only need to estimate the term \( \inf_{f \in \mathcal{F}(L, p, I)} \int_X \left( f(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \).

Here the only problem is \( \tilde{r}_h \) is generated by a neural network and is therefore not Holder in general, which makes it untractable. Nevertheless, by Theorem 4.4 the difference between \( \tilde{r}_h \) and the Holder function \( r_h \) can be bounded, and we have
\[ \inf_{f \in \mathcal{F}(L, \tau, L, p, I)} \int_X \left( f(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ \leq 2 \inf_{f \in \mathcal{F}(L, \tau, L, p, I)} \int_X \left( f(s, a) - r_h(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ + \int_X \left( r_h(s, a) - \tilde{r}_h(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ \leq 2 \inf_{f \in \mathcal{F}(L, \tau, L, p, I)} \int_X \left( f(s, a) - r_h(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ + O \left( \epsilon_0^2 + \epsilon_0^{-2d_{HF}/\alpha_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \cdot \frac{\log K_{HF}}{K_{HF}} \right). \]

Plugging this back to \( \epsilon_{\text{approx}} \) and combining with \( \epsilon_{\text{approx}} \), we have
\[ (ii) \leq \inf_{f \in \mathcal{F}(L, \tau, L, p, I)} \int_X \left( f(s, a) - r_h(s, a) - \tilde{T}_h^\pi \tilde{Q}_h^\pi(s, a) \right)^2 dq_h^\pi(s, a) \]
\[ + O \left( \epsilon_0^2 + \epsilon_0^{-2d_{HF}/\alpha_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \cdot \frac{\log K_{HF}}{K_{HF}} \right) \]
\[ + \frac{R^2}{K} \log N(\delta/4R, \mathcal{F}(R, \kappa, L, p, K), \| \cdot \|_\infty) + \left( 4 + \frac{1}{2R} \right) \delta \]
\[ + \sigma^2 \frac{\log N(\delta, \mathcal{F}(R, \kappa, L, p, I), \| \cdot \|_\infty)}{K} \]
\[ + \sigma \delta \cdot \sqrt{\frac{\log N(\delta, \mathcal{F}(R, \kappa, L, p, I), \| \cdot \|_\infty)}{K}}^{1/2} \cdot \sqrt{1 + \lambda^2_q(q_h^\pi, \eta_h)} \]
\[ + O \left( \epsilon_0^2 + \epsilon_0^{-2d_{HF}/\alpha_{HF}} \cdot \log^3 \frac{2}{\epsilon_0} \cdot \frac{\log K_{HF}}{K_{HF}} \right) \cdot \sqrt{1 + \lambda^2_{Q_h}(q_h^\pi,\eta_h)}. \]

Combining everything together, we have
\[ \mathbb{E} \left[ \int_X |Q_h^\pi(s, a) - \tilde{Q}_h^\pi(s, a)| dq_h(s, a) \right] \]
Now we need to balance the tradeoff between model complexity and model approximation ability. We choose πδd to balance the bias-variance tradeoff, we only need to initialize the size of function class manifold.

\[
\mathbb{E}\left[\int_{\mathcal{X}} |Q_h^n(s, a) - \hat{Q}_h^n(s, a)| dq_h(s, a)\right] \\
\leq \mathbb{E}\left[\int_{\mathcal{X}} |\hat{Q}_{h+1}^n(s, a) - \hat{Q}_h^n(s, a)| dq_h(s, a)\right] \\
+ \left\{ \inf_{f \in \mathcal{F}(R, \tau, L, p, I)} \int_{\mathcal{X}} \left( f(s, a) - r_h(s, a) - \mathcal{P}_h^n Q_h^n(s, a) \right)^2 dq_h^n(s, a) \right\}^{1/2} \\
+ O\left( \epsilon_0 + \epsilon_0^{-2dHF/\alpha HF} \cdot \log^2 \frac{2}{\epsilon_0} \cdot \log K_{HF}/K_{HF} \right) \\
+ \frac{R^2}{K} \log \mathcal{N}(\delta/4R, \mathcal{F}(R, \tau, L, p, K), \| \cdot \|_\infty) + \left( 4 + \frac{1}{2R} \right) \delta \\
+ \sigma_0 \cdot \sqrt{\frac{\log \mathcal{N}(\delta, \mathcal{F}(R, \tau, L, p, I), \| \cdot \|_\infty)}{K}} \\
+ \sigma_0^2 \log \mathcal{N}(\delta, \mathcal{F}(R, \tau, L, p, I), \| \cdot \|_\infty) \cdot \sqrt{1 + \chi^2_q(q_h^n, q_h^\pi)} \\
+ O\left( \epsilon_0 + \epsilon_0^{-2dHF/\alpha HF} \cdot \log^2 \frac{2}{\epsilon_0} \cdot \log K_{HF}/K_{HF} \right) \cdot \sqrt{1 + \chi^2_q(q_h^n, \eta_h)}. \tag{22}
\]

To balance the bias-variance tradeoff, we only need to initialize the size of function class \( \mathcal{F}_h \) and \( \mathcal{G}_h \) deliberately. By Lemma 2 in \cite{Nguyen-Tang2022} and Assumption 4.1 in order to yield a function \( f \) such that \( \| f - \mathcal{T}_h^n Q_h^n \|_\infty \leq \epsilon \), we need

\[
L = O\left( \log \frac{1}{\epsilon} \right), p = O\left( \epsilon^{-\frac{d}{\alpha}} \right), I = O\left( \epsilon^{-\frac{d}{\alpha}} \cdot \log \frac{1}{\epsilon} \right), \\
\tau = \max\{B, H, \sqrt{\omega^2}, R = H, \}
\]

recall that \( d \) is the intrinsic dimension of \((s, a)\), \( B \) is the upper bound of \((s, a)\) in \( L_\infty \), \( \omega \) is the reach of Riemannian manifold. \( O(\cdot) \) hides factors of \( \log D, \alpha, d \) and surface area of \( \mathcal{X} \).

By Lemma C.3 for a ReLU neural network \( \mathcal{H} \), we have

\[
\log \mathcal{N}(\delta, \mathcal{H}(L, p, I, \tau, R)) = \log \left( \frac{2L^2(pB + 2)\tau L p^{L+1}}{\delta} \right)^I \\
\leq \epsilon^{-\frac{d}{\alpha}} \log^3 \frac{1}{\epsilon} \log \frac{1}{\delta},
\]

here \( \mathcal{H} \in \{ \mathcal{F}, \mathcal{G} \} \), we hide the constant depending on \( \log B, \omega \) and \( \log \log n \). Plugging it in, we have

\[
\mathbb{E}\left[\int_{\mathcal{X}} |Q_h^n(s, a) - \hat{Q}_h^n(s, a)| dq_h(s, a)\right] \\
\leq \mathbb{E}\left[\int_{\mathcal{X}} |\hat{Q}_{h+1}^n(s, a) - \hat{Q}_h^n(s, a)| dq_h(s, a)\right] \\
+ \left\{ \inf_{f \in \mathcal{F}(R, \tau, L, p, I)} \int_{\mathcal{X}} \left( f(s, a) - r_h(s, a) - \mathcal{P}_h^n Q_h^n(s, a) \right)^2 dq_h^n(s, a) \right\}^{1/2} \\
+ \frac{H^2}{K} \left( \epsilon^{-d/\alpha} + D \right) \log^3 \frac{1}{\epsilon} \log \frac{1}{\delta} \cdot \frac{\log K_{HF}/K_{HF}}{\epsilon_0} \\
+ \frac{H \delta}{K} \cdot \sqrt{\frac{\epsilon^{-d/\alpha} + \log^3 \frac{1}{\epsilon} \log \frac{1}{\delta}}{\epsilon_0}} \\
+ \frac{\log K_{HF}/K_{HF}}{\epsilon_0} \cdot \sqrt{1 + \chi^2_q(q_h^n, \eta_h)} \\
+ \frac{H \delta}{K} \cdot \sqrt{\frac{\epsilon^{-d/\alpha} + \log^3 \frac{1}{\epsilon} \log \frac{1}{\delta}}{\epsilon_0}} \\
+ \frac{\log K_{HF}/K_{HF}}{\epsilon_0} \cdot \sqrt{1 + \chi^2_q(q_h^n, \eta_h)}. \tag{22}
\]

Now we need to balance the tradeoff between model complexity and model approximation ability. We choose \( \epsilon, \epsilon_0 \) to satisfy \( \epsilon^2 = \frac{1}{K} \epsilon^{-d/\alpha}, \epsilon_0 = \frac{1}{K_{HF}} \epsilon^{-2d/\alpha} \), which gives \( \epsilon = K^{-\frac{\alpha}{2d+\alpha}} \) and \( \epsilon_0 = K^{-\frac{\alpha}{2d+\alpha}} \epsilon^{-2\alpha}. \) It suffices to pick \( \delta = 1/K \). And we conclude that

\[
\mathbb{E}\left[\int_{\mathcal{X}} |Q_h^n(s, a) - \hat{Q}_h^n(s, a)| dq_h(s, a)\right]
\]
\[ \leq \mathbb{E} \left[ \int_X |Q_{h+1}^\pi(s, a) - \hat{Q}_{h+1}^\pi(s, a)| dq_{h+1}(s, a) \right] \\
+ c \cdot \sqrt{1 + \chi^2(q_{h}^\pi, q_{h}^{\pi_0})} H \left( K^{-\frac{\alpha}{2\alpha + d}} + K_{HF}^{-\frac{d_{HF}}{2\alpha + d} + \frac{d_{HF}}{2\alpha + d} + \frac{\alpha_{HF}}{2\alpha + d}} \right) + \frac{D}{K} \log^{3/2} K \\
+ c' \cdot \sqrt{1 + \chi^2(q_{h}^\pi, \eta_h)} \cdot K_{HF}^{-\frac{d_{HF}}{2\alpha + d} + \frac{\alpha_{HF}}{2\alpha + d}}, \]

where constant \( c \) depends on \( \log D, \log K, \alpha, p, q, B, \omega \) and surface area of \( X \). Note that by Lemma 2 in [Nguyen-Tang et al. (2022)](#), it suffices to choose \( \mathcal{F}(R, \tau, L, p, I) \) such that

\[ L = O \left( \frac{\alpha}{2\alpha + d} \cdot \log K \right), \quad p = O \left( \frac{d}{\alpha + d} \cdot K^{\frac{d}{2\alpha + d}} \cdot \log K \right), \]

\[ \tau = \max \{ B, 1, \sqrt{d}, \omega^2 \}, \quad R = H. \]

By our selection of \( \epsilon_0 = K^{-\frac{\alpha_{HF}}{2\alpha + d} + \frac{d_{HF}}{2\alpha + d}} \), by Theorem [4.4](#) it suffices to choose \( \mathcal{G}(\tilde{R}, \tilde{\tau}, \tilde{L}, \tilde{p}, \tilde{I}) \) such that

\[ \tilde{L} = O \left( \frac{\alpha_{HF}}{2\alpha_{HF} + d_{HF}} \cdot \log K_{HF} \right), \quad \tilde{p} = O \left( \frac{d_{HF}}{\alpha_{HF} + d_{HF}} \cdot K_{HF}^{\frac{d_{HF}}{2\alpha_{HF} + d_{HF}}} \cdot d_{HF} \cdot \log K_{HF} \right), \]

\[ \tilde{\tau} = \max \{ B, 1, \sqrt{d_{HF}}, \omega^2 \}, \quad \tilde{R} = 1. \]

By simple induction, we can prove that

\[ \mathbb{E} \left[ \int_X |Q_1^\pi(s, a) - \hat{Q}_1^\pi(s, a)| dq_h(s, a) \right] \leq \sum_{h=1}^{H} \sqrt{1 + \chi^2(q_{h}^\pi, q_{h}^{\pi_0})} \cdot H \left( K^{-\frac{\alpha}{2\alpha + d}} + \frac{D}{K} \right) \log^{3/2} K \\
+ \sum_{h=1}^{H} \left( \sqrt{1 + \chi^2(q_{h}^\pi, \eta_h)} + \sqrt{1 + \chi^2(q_{h}^\pi, q_{h}^{\pi_0})} \right) \cdot K_{HF}^{-\frac{d_{HF}}{2\alpha + d} + \frac{\alpha_{HF}}{2\alpha + d}} \cdot \log K^{3/2}. \]

Taking expectation and we conclude the proof. \( \square \)
C Auxiliary Lemma

Lemma C.1. For a positive random variable \( X \) and constant \( c_1, c_2 > 0 \), if with probability at least \( 1 - \delta \) that \( X \leq (c_1 + \log(1/\delta)) \cdot c_2 \) for all \( \delta \in [0, 1] \), then we have \( \mathbb{E}[X] \leq (1 + c_1) \cdot c_2 \).

Proof. By condition, we have
\[
\mathbb{P}\left( \frac{X}{c_2} - c_1 > t \right) \leq e^{-t},
\]
invoking \( \mathbb{E}[X] = \int_{t \geq 0} \mathbb{P}(X > t) d\mu(t) \), and we have
\[
\mathbb{E}\left[ \frac{X}{c_2} - c_1 \right] \leq \int_{t \geq 0} e^{-t} dt = 1,
\]
and we conclude the proof.

Lemma C.2. Consider a class \( \mathcal{F} \) of functions \( m_\theta : \theta \in \Theta \) indexed by a parameter \( \theta \) in an arbitrary index set \( \Theta \) with a metric \( d \). Suppose that the dependence on \( \theta \) is Lipschitz in the sense that
\[
|m_{\theta_1}(x) - m_{\theta_2}(x)| \leq d(\theta_1, \theta_2) F(x)
\]
for some function \( F : \mathcal{X} \to \mathbb{R} \), for every \( \theta_1, \theta_2 \in \Theta \) and \( x \in \mathcal{X} \). Then, for any norm \( \| \cdot \| \), the bracketing numbers of this class are bounded by the covering numbers:
\[
N(\| \cdot \|, 2\epsilon F) \leq N(\Theta, d, \epsilon).
\]


Lemma C.3 (Lemma 7 in Chen et al. (2022)). Given \( \delta > 0 \), the \( \delta \)-covering number of the neural network class \( \mathcal{F}(R, \kappa, L, p, K) \) satisfies
\[
N(\delta, \mathcal{F}(R, \kappa, L, p, K), \| \cdot \|_\infty) \leq \left( \frac{2L^2(pB + 2)rLpL+1}{\delta} \right)^L.
\]

Lemma C.4 (Lemma 5 in Chen et al. (2022)). Fix the neural network class \( \mathcal{F}(M, L, J, \tau_1, \tau_2, V) \). Let \( \mathcal{X} \) be a \( d \)-dimensional compact Riemannian manifold that satisfies Assumption 4.1. We are given a function \( f_0 \). We are also given samples \( S_n = \{(x_i, y_i)\}_{i=1}^n \), where \( x_i \) are i.i.d. sampled from a distribution \( \mathcal{P}_x \) on \( \mathcal{X} \) and \( y_i = f_0(x_i) + \zeta_i \). \( \zeta_i \)'s are i.i.d. sub-Gaussian random noise with variance \( \sigma^2 \), uncorrelated with \( x_i \)'s. If we compute an estimator
\[
\hat{f}_n = \arg\min_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^n (f(x_i) - y_i)^2
\]
with the neural network class \( \mathcal{F} = \mathcal{F}(M, L, J, \tau_1, \tau_2, V) \). For any constant \( \delta \in (0, 2V) \), we have
\[
\mathbb{E}\left[ \frac{1}{n} \sum_{i=1}^n (\hat{f}_n(x) - f_0(x))^2 \right] \leq 2 \inf_{f \in \mathcal{F}(M, L, J, \tau_1, \tau_2, V)} \int_{\mathcal{X}} (f(x) - f_0(x))^2 d\mathcal{P}_x(x) + 24\sigma^2 \log N(\delta, \mathcal{F}(M, L, J, \tau_1, \tau_2, V), \| \cdot \|_\infty) + \frac{2}{n} + 4 \sigma^2 
\]
where \( N(\delta, \mathcal{F}(M, L, J, \tau_1, \tau_2, V), \| \cdot \|_\infty) \) denotes the \( \delta \)-covering number of \( \mathcal{F}(M, L, J, \tau_1, \tau_2, V) \) with respect to the \( \ell_\infty \) norm, i.e., there exists a discretization of \( \mathcal{F}(M, L, J, \tau_1, \tau_2, V) \) into \( N(\delta, \mathcal{F}(M, L, J, \tau_1, \tau_2, V), \| \cdot \|_\infty) \) distinct elements, such that for any \( f \in \mathcal{F} \), there is \( \bar{f} \) in the discretization satisfying \( \| \bar{f} - f \|_\infty \leq \epsilon \).
Lemma C.5. Given a function class $Q$ that contains functions mapping from $X$ to $\mathbb{R}$ and two probability distributions $q_1$ and $q_2$ supported on $X$, for any $g \in Q$,

$$E_{x \sim q_1} [g(x)] \leq \sqrt{E_{x \sim q_2} [g^2(x)] (1 + \chi^2_{Q}(q_1, q_2))}.$$

Proof.

$$E_{x \sim q_1} [g(x)] = \sqrt{E_{x \sim q_2} [g^2(x)] \frac{E_{x \sim q_1} [g(x)]^2}{E_{x \sim q_2} [g^2(x)]}} \leq \sqrt{E_{x \sim q_2} [g^2(x)] \sup_{f \in Q} \frac{E_{x \sim q_1} [f(x)]^2}{E_{x \sim q_2} [f^2(x)]}} = \sqrt{E_{x \sim q_2} [g^2(x)] (1 + \chi^2_{Q}(q_1, q_2))},$$

where the last step is by the definition of $\chi^2_{Q}(q_1, q_2) := \sup_{f \in Q} \frac{E_{x \sim q_1} [f(x)]^2}{E_{x \sim q_2} [f^2(x)]} - 1$.

Lemma C.6 (Lemma 6 in [Chen et al. 2022]). For any constant $\delta \in (0, 2R)$, the generalization error $\epsilon_{\text{general}}$ satisfies

$$\epsilon_{\text{general}} \leq \frac{104R^2}{3K} \log \mathcal{N}(\delta/4R, \mathcal{F}(R, \kappa, p, K), \| \cdot \|_\infty) + \left( 4 + \frac{1}{2R} \right) \delta.$$
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