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Abstract

The success of reinforcement learning (RL)
crucially depends on effective function approx-
imation when dealing with complex ground-
truth models. Existing sample-efficient RL
algorithms primarily employ three approaches
to function approximation: policy-based,
value-based, and model-based methods. How-
ever, in the face of model misspecification—a
disparity between the ground-truth and op-
timal function approximators— it is shown
that policy-based approaches can be robust
even when the policy function approximation
is under a large locally-bounded misspecifica-
tion error, with which the function class may
exhibit a Q(1) approximation error in spe-
cific states and actions, but remains small on
average within a policy-induced state distribu-
tion. Yet it remains an open question whether
similar robustness can be achieved with value-
based and model-based approaches, especially
with general function approximation.

To bridge this gap, in this paper we present
a unified theoretical framework for address-
ing model misspecification in RL. We demon-
strate that, through meticulous algorithm de-
sign and sophisticated analysis, value-based
and model-based methods employing general
function approximation can achieve robust-
ness under local misspecification error bounds.
In particular, they can attain a regret bound
of O (poly(dH) WK+ K- C)), where d rep-
resents the complexity of the function class,
H is the episode length, K is the total number
of episodes, and ( denotes the local bound
for misspecification error. Furthermore, we
propose an algorithmic framework that can
achieve the same order of regret bound with-
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out prior knowledge of ¢, thereby enhancing
its practical applicability.

1 INTRODUCTION

Reinforcement Learning (RL) is a paradigm where
agents learn to interact with an environment through
state and reward feedback. In recent years, RL has
seen significant success across various applications, such
as control (Mnih et al., 2015; Gu et al., 2017), board
games (Silver et al., 2016), video games (Mnih et al.,
2013), and even the training of large language models
like ChatGPT (Ouyang et al., 2022). In these applica-
tions, RL systems use deep neural networks (DNN) to
approximate the policy, value, or models, thereby ad-
dressing the notorious “curse-of-dimensionality” issues
associated with RL systems that have large state-action
spaces (Bellman, 2010).

Despite these successes, the theoretical understanding
of how RL operates in practice, particularly when deep
neural networks are involved, remains incomplete. A
key question that arises is how approximation error, or
misspecification, in function approximators can affect
the performance of a deep RL system. Although deep
networks are known to be universal approximators,
their performance can be influenced by a range of fac-
tors, such as the training algorithm, dropout, normal-
ization, and other engineering techniques. Therefore,
the robustness of RL systems under misspecification
is an important concern, particularly in risk-sensitive
domains.

Theoretical advancements have begun to address the
misspecification issue (Du et al., 2019a; Jin et al., 2020;
Agarwal et al., 2020a; Zanette et al., 2021). For ex-
ample, Du et al. (2019a) demonstrated that a small
misspecification error in a value function approximator
can lead to exponential increases in learning complexity,
even when the function approximator for the optimal
(@Q-value is a linear function class. In contrast, several
studies have presented positive results for a relaxed
model-class, where the transition probability matrix or
the Bellman operator are close to a function class, mak-
ing the learning system more robust to misspecification



On the Model-Misspecification in Reinforcement Learning

errors (Jin et al., 2020; Wang et al., 2020b).

However, these studies address misspecification errors
of distinct natural. For instance, studies like (Jin et al.,
2020; Wang et al., 2020b; Ayoub et al., 2020) require the
misspecification error to be globally bounded, i.e., the
function approximators should approximate the transi-
tion probability with a small error for all state-action
pairs. Conversely, studies like Agarwal et al. (2020a);
Zanette et al. (2021) only require the misspecification
error to be locally bounded, where the errors need only
be bounded at relevant state-action pairs, which can
be reached by a policy with a high enough probabil-
ity. Notably, under a locally bounded misspecification
error, the approximation error for certain state-action
pairs (and therefore the global misspecification bound)
can be arbitrarily large, and the analysis in (Jin et al.,
2020; Wang et al., 2020b; Ayoub et al., 2020) would
fail to provide a meaningful learning guarantee.

Existing sample-efficient Reinforcement Learning (RL)
algorithms can be categorized into three main types
based on the targets they approximate: policy-based,
value-based and model-based. Policy-based approaches
distinguish themselves from the other two by utiliz-
ing Monte-Carlo (MC) sampling to estimate policy
values during training. This approach is considered
more robust compared to value bootstrapping in value-
based methods. However, the reliance on MC sampling
makes it challenging to reuse samples since each new
policy necessitates fresh runs and data collection. Con-
sequently, the state-of-the-art policy-based approach
(Zanette et al., 2021) exhibits a statistical error bound
scaling as o< 1/e~3 for an error level of €. In contrast,
value-based and model-based approaches offer sample
bounds of « 1/e~2 (Yang and Wang, 2019, 2020; Jin
et al., 2020; Ayoub et al., 2020). This disparity under-
scores the necessity for designing RL algorithms that
are both statistically efficient and robust against mis-
specifications. Recent developments (Vial et al., 2022;
Agarwal et al., 2023) have enhanced the robustness
and practicality of classical value-based method (Jin
et al., 2020). However, these algorithms depend on well-
designed linear feature extractors, significantly limiting
their applicability. In practice, algorithms often specify
a function class (e.g., deep neural networks with a spe-
cific architecture) rather than a linear feature mapping.
To date, a fundamental question concerning RL with
general function approximation remains largely unan-
swered: "Is the policy-based approach inherently more
robust than the value-based and model-based approaches
when dealing with misspecifications?” Or, equivalently,
"Is it possible to design an RL approach with general
function approzimation that is both statistically efficient
and robust to misspecifications?"

In this paper, we delve into these fundamental ques-

tions and offer a comprehensive response. We present a
unified and robust algorithm framework, LBM-UCB
(Locally Bounded Misspecification-Upper Confidence
Bound), catering to value-based and model-based meth-
ods with general function approximation, specifically
tailored to handle model misspecifications, particu-
larly in the context of locally-bounded misspecifications.
Unlike the realizable setting, where the ground-truth
model is assumed to be within the function class, our
robust algorithm framework meticulously designs a
high-probability confidence set to encompass the best
approximator within the function class. We demon-
strate that under our framework, classical value-based
algorithm (Wang et al., 2020b) and model-based al-
gorithm (Ayoub et al., 2020) can achieve a level of
robustness similar to policy-based methods in the pres-
ence of locally bounded misspecifications. Importantly,
they maintain a statistical rate scaling as oc 1/e=2. To
be specific, for episodic RL with a total of K episodes,
a horizon length of H, a function class complexity of
d, and a locally bounded misspecification error bound

of ¢, our regret bound is 9) (poly(dH) WK+ K - C))

This bound is almost optimal in terms of { and K, and
provides a regret bound of O(¢K) even when the mis-
specification error for certain states is on the order of
O(1). Furthermore, we devise a meta-algorithm within
our framework that does not require prior knowledge
of the misspecification parameter ¢. This enhancement
increases its potential practical applicability, making it
more accessible and versatile in real-world applications.

A core novelty of our analysis is that instead of making
rough assumptions about all state-action pairs having a
uniform upper bound with respect to misspecification,
we carefully study which state-action pairs genuinely
impact the algorithm’s robustness. Interestingly, we
find that, within the same episode, those state-action
pairs that truly influence the algorithm’s performance
are drawn from the same policy-induced distribution.
This allows us to obtain better bounds in average sense
under the distribution of policies. Furthermore, since
there is no global upper bound on misspecification er-
rors, the global optimism (or near-optimism) property
described in (Jin et al., 2020; Wang et al., 2020b; Ayoub
et al., 2020) no longer holds. To address this, we intro-
duce a new method where we attach a virtual random
process to utilize the optimal policy for data collection.
This approach enables us to achieve near-optimism in
the average sense, considering the distribution induced
by the optimal policy.

2 RELATED WORK

In this section, we present the recent works that are
relevant to our paper.
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Misspecified Bandit In the context of misspeci-
fied linear bandit problems, where the reward function
can be approximated by a linear function with some
worst-case error, a number of papers, including those
(Ghosh et al., 2017; Foster and Rakhlin, 2020; Latti-
more et al., 2020; Takemura et al., 2021; Zhang et al.,
2023b), have explored the notion of a uniform upper
bound on misspecification errors across all actions. Ad-
ditionally, Foster et al. (2020a) have introduced a more
lenient average-case concept of misspecification, which
assesses the error associated with the specific sequence
being considered. It is noteworthy that several other
papers, such as those by (Lykouris et al., 2018; Gupta
et al.; 2019; Zhao et al., 2021; Wei et al., 2022; Ding
et al., 2022; Ye et al., 2023), delve into the analysis of
cumulative misspecification errors, often referred to as
"corruption," within the context of bandit problems.

RL with Function Approximations. Sample-
efficient reinforcement learning (RL) algorithms em-
ploying function approximations can be classified into
three primary categories, each based on the specific
target they aim to approximate: value-based, model-
based, and policy-based.

With regards to recent value-based methods, there
are rich literature designing and analyzing algorithms
for RL with linear function approximation (Du et al.,
2019b; Wang et al., 2019; Zanette et al., 2019; Yang
and Wang, 2020; Modi et al., 2020; Wang et al., 2020a;
Agarwal et al., 2020b; He et al., 2022; Zhang et al.,
2023a). However, these papers heavily rely on the as-
sumption that the value function or the model can
be approximated by a linear function or a generalized
linear function of the feature vectors and do not discuss
when model misspecification happens. On the other
hand, these papers (Yang and Wang, 2019; Jin et al.,
2020; Jia et al., 2019; Vial et al., 2022) consider the
model misspecification using the globally-bounded mis-
specification error, making their algorithms robust to
a small range of misspecified linear models. Further-
more, Vial et al. (2022) has introduced an algorithm
with the notable attribute of being parameter-free in
relation to the global bound of the misspecification
parameter. In a similar vein, Agarwal et al. (2023) has
demonstrated that the classical algorithm LSVI-UCB
(Jin et al., 2020) remains effective even in the presence
of locally-bounded misspecification error. For recent
general function approximations, complexity measures
are essential for non-linear function class, and Russo
and Van Roy (2013) proposed the concept of eluder
dimension. Recent papers have extended it to more
general framework (Jiang et al., 2017; Du et al., 2021;
Jin et al., 2021; Foster et al., 2020b; Chen et al., 2022;
Zhong et al., 2022; Liu et al., 2023). However, the
use of eluder dimension allows computational tractable

optimization methods. Based on the eluder dimension,
Wang et al. (2020b) describes a UCB-VI style algo-
rithm that can explore the environment driven by a
well-designed width function and Kong et al. (2021)
devises an online sub-sampling method which largely
reduces the average computation time of Wang et al.
(2020b). However, when considering the misspecified
case, their work can only tolerate the approximation
error between the assumed general function class and
the truth model to have a uniform upper bound for all
state-action pairs. In this paper, we analyze the regret
bound of value-based methods under locally bounded
misspecified MDP.

In the realm of model-based methods, several notable
papers (Jia et al., 2020; Ayoub et al., 2020; Modi et al.,
2020) have provided valuable statistical guarantees,
primarily focusing on linear function approximation.
These works concentrate on scenarios where the un-
derlying transition probability kernel of the MDP is
represented as a linear mixture model. Notably, (Zhou
et al., 2021) has introduced an algorithm that achieves
nearly minimax optimality for linear mixture MDPs,
incorporating Bernstein-type concentration techniques.
Furthermore, (Zhou and Gu, 2022) has designed com-
putationally efficient horizon-free RL algorithms within
the same linear mixture MDP framework. In the con-
text of reward-free settings, (Zhang et al., 2021) has
presented an algorithm based on the linear mixture
MDP assumption. On a broader scale, (Ayoub et al.,
2020) has delved into general function approximation
for model-based methods, using the concept of value-
targeted regression. However, among the aforemen-
tioned papers, only (Jia et al., 2020) and (Ayoub et al.,
2020) have ventured into the realm of model misspecifi-
cation, although their assumptions remain confined to
scenarios featuring globally-bounded misspecification
error. In this paper, we analyze the regret bound of
model-based methods under locally bounded misspeci-
fied MDP.

For recent policy-based methods with function approxi-
mation, a series of papers provide statistical guarantees
(Cai et al., 2020; Duan et al., 2020; Agarwal et al.,
2021; Feng et al., 2021; Zanette et al., 2021). Among
them, Agarwal et al. (2020a, 2021); Feng et al. (2021);
Zanette et al. (2021) consider model misspecification
using locally-bounded misspecification error but suf-
fer from poor sample complexity due to policy eval-
uations. Specifically, Agarwal et al. (2020a) uses a
notion called transfer error to measure the model mis-
specification in the linear setting, where they assume
a good approximator under some policy cover has a
bounded error in average sense when transferred to an
arbitrary policy-induced distribution. Moreover, Feng
et al. (2021) proposes a model-free algorithm applying
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the indicator of width function (Wang et al., 2020b)
under the bounded transfer error assumption which
allows the use of general function approximation. To
improve the poor sample complexity of Agarwal et al.
(2020a), Zanette et al. (2021) uses the doubling trick
for determinant of empirical cumulative covariance and
importance sampling technique.

3 PRELIMINARIES

In this paper, we focus on the episodic RL with setting
modeled by a finite-horizon Markov Decision Process.
Below we present a brief introduction of problem set-
tings.

3.1 Episodic RL with Finite-Horizon Markov
Decision Process

We consider a finite-horizon Markov Decision Process
(MDP) M = (S, A, H,P,r, ), where S is the state
space, A is the action space which has a finite size',
P:SxA — A(S) is the transition operator, r :
S x A — [0,1] is the deterministic reward function, H
is the planning horizon, i.e. episode length, and p is
the initial distribution.

An agent interacts with the environment episodically as
follows. For each H-length episode, the agent adopts
a policy w. To be specific, a policy # = {7Th}hH:1,
where for each h € [H], m, : S — A chooses an
action a from the action space based on the cur-
rent state s. The policy 7 induces a trajectory
S$1,Q1,71,82,02,72," " SH,AH,TH, where S1 ~ WU, a1 =
m1(s1), 11 = r(s1,a1), s2 ~ P(:[s1,a1), ag = ma(s2),
etc.

We use V-function and Q-function to evaluate the long-
term expected cumulative reward under the policy m
with respect to the current state (state-action) pair.
They are defined as:

H
Qr(s,a) =E Z r(Spryap)|sn = s, ap = amr}
h'=h
and
H
Vir(s) =E | Y r(sn,an)|sn = S,W]
h'=h

For MDP, there always exists an optimal deterministic
policy 7*, such that V;™ (s) = sup, V;"(s) for all s € S
and all h € [H] (Puterman, 2014). To simplify our

LOur approach can be extended to infinite-sized or con-
tinuous action space with an efficient optimization oracle
for computing the arg max operation.

notation, we denote the optimal @Q-function and V-
function as Q% (s,a) = QF (s,a) and V;*(s) = V™ (s).
We also denote [PVii1](s,a) := Egp(|s,a)Vrr1(s),
and the Bellman equation can be written as :

Qh(s,a) =7(s,a) +PV)" (s, a)

and
Vir (s) = Qp (s, mn(s))

Besides values, we also consider the state-action distri-
bution generated by a policy. Without loss of generality,
we assume that the agent always starts from a fixed
point s; for each episode k. Concretely, for each time
step h € [H], we define the state-action distribution
induced by a policy 7 as

dy (s,a) =P™ (s, = s,ap = a|s1)

where P™(s;, = s,ap, = a|s1) is the probability of
reaching (s,a) at the h-th step starting from s; un-
der policy m. We also define the average distribution

1 H
h=1

The goal of the agent is to improve its performance with
the environment. One way to measure the effectiveness
of a learning algorithm is using the notion of regret.
For k € [K], suppose the agent starts from state s¥
and chooses the policy 7* to collect a trajectory. Then
the regret is defined as

Regret(K) = 3 (Vi (6h) — v ()
k

=1
3.2 Function Approximation

In addressing optimization challenges within MDPs
featuring large state-action spaces, we introduce func-
tion approximation methods. These methods can be
categorized into two key groups: value-based (approxi-
mating the optimal value function) and model-based
(approximating the MDP’s transition kernel) function
approximation. We will now provide detailed explana-
tions of both approaches.

Value-based Function Approximation For the
value-based setting, the function class F contains the
approximators of optimal state-action value function

of the MDP, which means F C {f : S x A — R}.

e We denote corresponding state-action value func-

tion Q5 = f.

e We denote corresponding value function Vy(-) =
maxqe4 Qf(-,a). Moreover, we denote the cor-
responding optimal policy 7y with 7p(-) =
argmax,c 4 Qs (-, a).
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e We denote f* as the optimal state-action value
function based on the ground-truth model, and it
is possible that f* does not belong to the set F.

Model-based Function Approximation For the
model-based setting, the function class F contains the
approximators of transition kernels, for which we de-
note f =Py € F.

e We denote V[ as the value function induced by
model Py and policy 7.

o We denote Vy as the optimal value function under
model Py, ie., Vi = sup,cq V. Moreover, we
denote 7 as the corresponding optimal policy, i.e.
Ty = argmax .y V5.

e We denote the ground-truth model as f*, and f*
may not belong to the function class F.

Notation We use [n] to represent index set {1,---n}.
For z € R, | z] represents the largest integer not exceed-
ing x and [x] represents the smallest integer exceeding
x. Given a,b € R%, we denote by a b the inner product
between a and b and [|a|| the Euclidean norm of a.
Given a matrix A, we use ||A||2 for the spectral norm
of A, and for a positive definite matrix > and a vector
z, we define ||z]|lz = Vo TXz. We use O to represent
leading orders in asymptotic upper bounds and O to
hide the polylog factors. For a finite set A, we denote
the cardinality of A by |A|, all distributions over .4 by
A(A), and especially the uniform distribution over A
by Unif(A). For a function f: S x A — R, we define
[ fllcc = max(s ayesx.alf(s,a)l. Similarly, for a func-
tion v : § = R, we define ||[v||oc = maxses |v(s)|. For
a set of state-action pairs Z C S x A, for a func-
tion f : § x A — R, we define the Z-norm of f

1/2
as ||fllz = (Z(S’a)ez(f(s,a))Q) . Given a dataset
D= {(si7ai7qi)}£|1 C § x A xR, for a function f :

D]

1/2
Sx A — R, define || f||p = (Z(f(st,at) _Qt)2> ‘

4 ROBUST RL ALGORITHMS
WITH GENERAL FUNCTION
APPROXIMATION

4.1 Generic Framework: LBM-UCB

In this section, we provide a generic robust RL frame-
work, LBM-UCB (Locally Bounded Misspecification-
Upper Confidence Bound), with general function ap-
proximation when locally-bounded misspecifications
appear.

At the outset of each episode, denoted as k
1,2,--- , K, our algorithm identifies the optimal empir-
ical approximator, denoted as f¥, from the hypothesis
class F. This selection is made by minimizing the loss
function Lj_; with the current dataset D*~!. The
form of the loss function Lj_; varies depending on the
type of function approximation, typically employing
the two-norm distance to measure the fitting error of
the function within the hypothesis class.

In the conventional approach, a high-probability confi-
dence set is constructed to encompass the ground-truth.
However, in our misspecified setting, we cannot assume
realizability, meaning that f* may not belong to the
hypothesis class F. Consequently, we construct a confi-
dence set designed to encompass the best ground-truth
approximator with high probability. This confidence
set, denoted as B, is centered around the best empir-
ical approximator f*. Its radius consists of two com-
ponents: EX . and &L .. Here, £, accounts for the
statistical error arising from dataset randomness, while
S{fias represents the error stemming from the mismatch
between the ground-truth and the best ground-truth
approximator.

Subsequently, the algorithm selects the optimistic ap-
proximator ffp from the confidence set B*. Unlike real-
izable or globally-bounded misspecified settings, which
achieve optimism, our locally-bounded misspecified set-
ting only allows us to establish average optimism. The
algorithm then determines the optimal policy 7% based
on the optimistic approximator fp and collects new
data denoted as Z* by executing that policy. Finally,
the newly collected data is merged into the dataset,
and the empirical loss function is updated for the sub-
sequent training episode.

4.2 LBM-UCB for Value-based Algorithm

In the context of value-based function approxi-
mation, our algorithm’s objective is to learn the
optimal state-value function. In this case, our
LBM-UCB becomes Algorithm 3 (Robust-LSVTI).
Consequently, the loss function takes the form:
Li—1(Di1, f) = || £y where D = {(sf,,af v}l +

ViE (S5 )) e ny e hm 1) (1] -

Before we proceed with constructing the confidence set,
we adopt the sensitivity sampling technique as outlined
in (Wang et al., 2020b). This technique enables us
to substantially reduce the size of the dataset while
approximately preserving the confidence region.

In our efforts to encompass the best ground-truth ap-
proximator within the confidence set, we meticulously
design the radius of the confidence set, denoted as
B(F,d). This radius is expressed as:
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Algorithm 1 LBM-UCB
1: Input: The hypothesis class F.
2: for episode k=1,--- , K do
3:  Find the best empirical approximator f* in the
hypothesis class F by solving the problem (1).

f* = argmin Ly (D* 1, f) 1)
fer (

4:  Construct the high probability confidence set to
contain the best ground-truth approximator.

BY = {f € Fld(f, f*) < &fae + Ehins} (2)

5. Get the optimistic approximator ffp in the confi-
dence set B* and the corresponding optimal policy
7Tk = 7Tfk .

op

6: Execute the policy 7* to collect new data Z* =
{Zilf}hé[H]v where Zili = (Sl,'cu aﬁa ri]iv Sfﬁ»l)}'

7:  Update the dataset D* < D¥~1 U Z* and the
empirical loss funtion Ly.

VEH c 2| (3)

k 5

bias

B(F,6) = L(d, K,H,0) -

stat

Here, ¢ denotes locally bounded misspecification error,
and its specific definition is detailed in the section 5,
L(d,K,H,?¢) is a function that exhibits logarithmic
scaling with respect to all the involved variables.

4.3 LBM-UCB for Model-based Algorithm

In the model-based setting, our algorithm’s primary ob-
jective is to learn the transition kernel of the underlying
MDP. In this context, our LBM-UCB becomes Algo-
rithm 4 (Robust-UCRL-VTR). To design the loss
function, we incorporate the concept of value-targeted
regression from (Ayoub et al., 2020). Specifically,

P®) = argmin Lg—1(Dk—1, P) (4)
PcP
where
k-1 H
Ly—1(Dg-1, P) = Z Z (PVh+1 shoak ) = Vi (sho)

(5)
Subsequently, we define the model distance in relation
to the estimated value functions as

x>

M=

-1
k kKK
P )Vh+1(5h ,ap

(6)

dk(}D7 ﬁ(k)) = (th+1(82/,ah/)

’

B

1 h=1

We then define the confidence set as

~

By, = {P' € P| dp(P',P¥)) < B} (7)

The selection of the radius of the confidence set is simi-

Fc+dH2

S{fl“ gbcat
Here, ¢ denotes locally bounded misspecification error,
L'(d, K, H,6) is a function that exhibits logarithmic

scaling with respect to all the involved variables.

lar to (3), where 8, = L'(d, K, H,0) -

To obtain the optimistic approximator, the algorithm
identifies the model that maximizes the optimal value.
In other words,

pk) — argmax Vp, 4 (Slf) (8)
P’eBy,

where s¥ is the initial state at the beginning of episode
k, and Vp, | represents the optimal value function at
stage one under transition kernel P’. After that, the
algorithm will calculate the corresponding optimal pol-
icy for P(*) using dynamic programming. In particular,
for each h € [1, H 4+ 1], and all (s,a) € S x A,

Qfry1(s,a) =0
Vi (s) = max Qji (s, a) 9)

QZ(& CL) = T}L(S’ Cl) + P(k)vhk+1(sv a)

5 THEORETICAL ANALYSIS OF
ROBUST RL ALGORITHMS
WITH GENERAL FUNCTION
APPROXIMATION

In this section, we will provide our theoretical anal-
ysis of Robust RL Algorithms with general function
approximation in Section 4 under the locally-bounded
misspecification assumptions.

First of all, the sample complexity of algorithms with
function approximation depends on the complexity of
the function class. To measure this complexity, we
adopt the notion of eluder dimension which is first
mentioned in Russo and Van Roy (2013).

)Deﬁnition 5.1 (Eluder dimension). Let ¢ > 0 and

Z ={(si,a;)};_; € SxA be a sequence of state-action
pairs.

o A state-action pair (s,a) € S x A is e-dependent
on Z with respect to F if any f, f' € F satisfying
1f = Fll5 < e also satisfies | f(s,a) — f'(s,0)] <
€.
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e An (s,a) is e-independent of Z with respect to F
if (s,a) is not e-dependent on Z.

e The eluder dimension dimg(F,e) of a function
class F is the length of the longest sequence of
elements in S x A such that, for some & > &,
every element is €' -independent of its predecessors.

Next, we discuss the regret bound of these two algo-
rithms respectively.

5.1 Regret Bound of Robust-LSVI

First, we give a theorectical analysis for Robust-LSVI
with general function approximation. We assume that
the function class F and the state-actions S x A have
bounded covering numbers.

Assumption 1 (e-cover). For any e > 0, the following
holds:

1. there exists an e-cover C(F,e) C F with size
IC(F,e)| < N(F,e), such that for any f € F, there
exists f' € C(F,e) with ||f — || < &5

2. there exists an e-cover C(S x A,e) with size
IC(S x A,e)] < N(S x A,e), such that for any
(s,a) € 8§ X A, there exists (s',a’) € C(S x A, &) with
maxser |f(s,a) — f(s,d)| <e.

Remark 5.2. Assumption 1 is rather standard. Since
our algorithm complexity depends only logarithmically
on N(F,-) and N(S x A,-), it is even acceptable to
have exponential size of these covering numbers.

Assumption 2 (General value function approxima-
tion with LBM). Given the ground-truth MDP M
with the transition model P and the reward func-
tion r, we assume that there exists a function class
FcA{f:8xA— [0,H+ 1]} and a real number
¢ €10,1], such that for any V : S — [0, H], there exists
a non-empty function class Fy C F, which satisfies :
for all f € Fy, and all B € [4],

Sup E s )mar | £(5,0) — (r(s,a) + BV (s,a))|” < ¢

Theorem 5.3 (Regret bound with known
¢). Under our Assumption 1 and 2, for any
fized 6 € (0,1), with probability at least 1 — &,
the total regret of Algorithm 8 is at most

9] (\/dEHf’KClog(l/é) ++/d%4LKH3 log(l/é)), where
dp represents the eluder dimension of the function
class.

The comprehensive proof is presented in Appendix C.

Remark 5.4. Our assumption is strictly weaker
than the globally-bounded misspecification error in

(Wang et al., 2020b), where they assumed that, for
all (s,a) € Sx A, and V : § — [0,H], |f(s,a) —
(r(s,a) +PV(s,a))| <.

In other words, our Assumption 2 only needs the mis-
specification error to be locally bounded at relevant
state-action pairs, which can be reached by some policies
with sufficiently high probability, whereas Wang et al.
(2020b) requires the misspecification error to bounded
globally in all state-action pairs, including those not
even relevant to the learning.

Remark 5.5. A classical special case of the general
function approzimation setting is the linear MDP (Yang
and Wang, 2019; Jin et al., 2020). In this case, (Agar-
wal et al., 2023) initially demonstrated the effectiveness
of LSVI-UCB (Jin et al., 2020) even under conditions
of locally-bounded misspecification error. Our assump-
tions and findings serve as a more general version of
(Agarwal et al., 2023), extending the utility of function
approrimation from a linear setting to a more general
context. For the reader’s convenience, we present the
result below. Under Assumption 5 and 6 , for any fized
6 € (0,1), with probability at least 1 — &, the total re-
gret of the algorithm Robust-LSVI (Algorithm 6) is at

most O (dKH2§1og(1 /8) + V&K H log(1 /5)). Here,
d represents the dimensionality of the linear features.

The comprehensive proof is elaborated upon in Appendizx
B.

5.2 Regret Bound of Robust-UCRL-VTR

Next, we provide our assumption and the main theo-
retical result for Robust-UCRL-VTR. Let V be the
set of optimal value functions under some model in the
hypothesis class P: V = {V3, : P’ € P}. We define
X =8 x AxV, and choose

F={f:X>R:3IPcP st

_ (10)

f(s,a,V) =PV(s,a), ¥Y(s,a,V) € X}
Similar to Assumption 1, we assume the function class
F defined in (10) has bounded covering numbers.

Assumption 3 (e-cover). For any e > 0, the following
holds:

There exists an e-cover C(F,e) C F with size
IC(F,e)| < N(F,e), such that for any f € F, there
exists f' € C(F,e) with ||f — f'|| <€

Assumption 4 (General model function approxima-
tion with LBM). Given the ground-truth MDP M with
the transition model P, we assume that there exists a
real number ¢ € [0,1], and f € F (defined in 10), such
that for any V €V, and any B € [4],

SUp E s aymar | F(5,0,V) =PV (s,a)|” < ¢
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Algorithm 2 Meta-algorithm for unknown misspeci-
fied parameter ¢
1: Input: The base algorithm Alg., the total number
of episodes K, the length of one episode H, failure
probability § > 0.

2: for epoch i =0,1,2,---, |log, ( 3K + 1)j do
3: C(l) (-%,K(l)%ﬁ,
4 (Y, 70) « Algorithm 5 (Alg., KO, H,§,¢®)
5 ifi>1 t;hen _
6 if (V"> o(d H,8) - (D then
7: jei—1,
8: break;
j+1
9: for the rest episodes t =1,2,--- K — ) K® do
i=0
10: forsteph=1,---,H do
11: Take action af, < 77 (s}), and observe s}, ;.

Now we present the main theorem of our algorithm
and the in-depth proof is showcased in Appendix D.

Theorem 5.6 (Regret bound with known (). Under
our Assumption 3 and 4, for any fized § € (0,1), with
probability at least 1—0, the total regret of Algorithm 4 is

at most O (\/dEKHC log(1/8) + \/dL K H3 log(1 /5)),
where dg represents the eluder dimension of the func-
tion class.

Remark 5.7. Our assumption is strictly weaker than
that in (Ayoub et al., 2020), where they assume that
given the truth model P, there exists an approxi-
mator P € P such that for all (s,a) € S x A,
[|P(-|s,a) — P(:|s,a)||rv < ¢. To clarify, our Assump-
tion 4 merely necessitates the misspecification error to
be locally bounded at the relevant state-action pairs.
These pairs are those that can be reached by certain
policies with a high probability.

Remark 5.8. A direct corollary of our result is for the
Linearly-Parametrized Transition Model. Specifically,
we assume there are d transition models, Py, Pa, - -+ , Py,
© C R? is a bounded and nonempty set, and let P =

{Z 0;P;:0 €0 ;. Given the ground-truth model P

J

, if there exists a d-dimension vector a € ©, such
d

that B gyar [[P(-]s,a) = > o Pi(¢|s, a)[|F < (%, Va €
j=1

[4]. Then for any fized § € (0,1), with probability at
least 1 — 0, the total regret of Algorithm 4 is at most

O (VK Hlog(1/8) + V@K 10g(1/9)).

6 META ALGORITHM WITHOUT
KNOWING THE MISSPECIFIED
PARAMETER

In real-world environments, we cannot assume that
the misspecified parameter ¢ is provided. This issue
serves as motivation for our meta algorithm (Algorithm
2), which makes the base algorithm (e.g., Algorithm
3,4,6) have the parameter-free property by employing
exponentially decreasing misspecified parameters and
increasing training episodes. Without loss of generality,
we assume the initial state s; remains fixed across all
episodes. The entire training process is divided into
multiple epochs. In each epoch, the meta algorithm
interacts with the environment (using a small variation
of the base algorithm, Algorithm 5 in Appendix A,
which is almost the same as the base algorithm except
that it outputs the policy and value of each round) a
total of K = 1/(¢")? times, where () = 1/27 is
the exponentially decreasing misspecified parameter.
After each epoch, the real-time reward data is utilized
to estimate the value function of the average policy for
that round. Notably, when training with misspecified
parameter that is roughly the true value (i.e., ¢ > (),
the value estimates from adjacent epochs exhibit mini-
mal variation. However, as the misspecified parameter
¢ decreases below the ground-truth parameter ¢, the
obtained policy may deteriorate since the base algo-
rithms do not guarantee optimism in this scenario.
Hence, when our stability condition is violated, defined
as Vi — Y| > (d, H,5) - ¢ (where C(d, H, )
is a constant dependent on d, H,§, see definition in
Appendix E), we break out of the loop and execute
the last average policy for the remaining episodes. Ac-
cording to our selection of the misspecified parameters,
there must exist an accurate parameter ¢(*) close to
the true ¢ (¢ < ) < 2(). As the last executed policy
still satisfies the stability condition, it can serve as an
approximate good policy for the previous policy with
the parameter ().

Based on the above analysis, our formal guarantee of
Algorithm 2 for the unknown ( case is presented as
follows. The detailed proof is displayed in Appendix E.

Theorem 6.1 (Regret bound with unknown ¢). Sup-
pose the input base algorithm Alg. which needs to
know the locally-bounded misspecified parameter ¢ has

a regret bound of O (do‘Hﬂ(\/E—i— K- C)), then our
meta-algorithm (Algorithm 2) can achieve the same
order of regret bound O (do‘Hﬁ(\/E + K- C)) without

knowing the misspecified parameter (.
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7 CONCLUSION

In this paper, we have proposed a robust RL algorithm
framework for value-based and model-based methods
under locally-bounded misspecification error. Through
a careful design of the high-probability confidence set
and a refined analysis, we have significantly improved
the regret bound of (Wang et al., 2020b; Ayoub et al.,
2020) when the misspecification error is not globally
bounded. Furthermore, we have developed a provably
efficient meta algorithm to address scenarios where the
misspecified parameter is unknown.
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A Remaining Algorithm Pseudocodes

We provide the remaining algorithms in this section.

Algorithm 3 Robust-LSVI with general function approximation (¢ is known)

1: Input: The function class F, the number of episodes K, the length of one episode H, failure probability
0 > 0, misspecified parameter (.

2: for episode k =1,--- | K do

Receive the initial state s¥.

Initialize Q% (-,-) + 0, V4. (-) + 0.

ZF o {(skr, af ) Yy etk-1x )

for steph=H,H —1,---,1 do
Find the best empirical approximator:

fr « argmin || f||3x
feF h
where S )
D = {(sirr akr, i + Vited (ko)) Yo nyelh—11x (1)

(ﬂf, 2’“) + Sensitivity-Sampling(F, f¥, Z*, §)
9: Construct the confidence set

®

F={reF:llf - Rllz < 8F.0)

where 3(F,8) = L(d, K, H,8) - | VkH(+dH?
—_—— =
Efas Eftar

10: Get the optimistic approximator

QZ(? )+ min{fi]f(V )+ bﬁ(V s H}7 Vif() = raneajl( QZ(? a)

, where
bﬁ(, ) = sup |f1('7 ) - f2('a )|

fi,f2€F
11: Get the corresponding optimal policy
h(-) ¢ argmax,e 4@ (- )

12: forsteph=1,---,H do
13: Take action af < 7 (sy), and observe s, and ry = r(sf,af).
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Algorithm 4 Robust-UCRL-VTR with general function approximation (¢ is known)
1: Input: Family of MDP models P, The number of episodes K, the length of one episode H, failure probability
0 > 0, misspecified parameter (.
2: Bl = 7)
: for episode k=1,--- , K do
Receive the initial state s¥. Find the best empirical approximator:

W

P®) « argmin Li_1(Dy_1, P) (5)
PeP

5:  Construct the confidence set:
By ={P € P| dp(P',P®) < B} (6)

where
Br=1L(d K ,H,0) (VkHC+ H )
k &gk
& stat

bias

6:  Get the optimistic approximator
Pk = argmaxpr e, Vfi,’l(s]f)

Compute QF, Q%, -, Q% for P*) using dynamic programming (9).
7:  Get the corresponding optimal policy

Wﬁ() — argmaxQZ(~,a) ,h=1,2,---  H
acA

®

for step h=1,2,--- ,H do

: : k k( gk k E_ (koK
9: Take action aj, < 7 (sy;), and observe sy | and 7y = r(sy, ay).
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Algorithm 5 Single-epoch-Algorithm
1: Input: The base algorithm Alg., The number of episodes K in a single epoch, the length of one episode H,
failure probability ¢ > 0, misspecified parameter (.
:fork=1,--- K do
Update the policy {W’,j}he[H] by using Alg.
for step h=1,---  H do
Take action af < 7} (s)), and observe sf_ ;.

Calculate RF < R* + 7y (s, af).

N

. K
: Output: value:V; + & > RF
k=1

8: policy : Unif(r!, 72, .-, 7F)
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B Analysis of Robust Value-based Algorithm with Linear Function Approximation
for Locally-bounded Misspecified MDP

Algorithm 6 Robust-LSVI with linear function approximation (¢ is known)

1: Input: The number of episodes K, the length of one episode H, failure probability § > 0, misspecified
parameter (.

2: for episode k =1,--- , K do

3:  Receive the initial state s¥.

4:  Initialize Q% (-,-) « 0, VE () < 0.

5:  Update the bonus parameter 8y < cg (4\/ kd¢ + \/()\ +1)d?log (M?H)> H.
6: forsteph=H,H—-1,---,1do

k=1
7 AF — 3 #(st,al)p(sT,al) T + A1

T=1

k—1

8: wi < (Af) 2 Ok ap)lralsh, ah) + Vi1 (sh41)]-
9: Qp(-,) = min{(wp) T (-, ) + Bule(-, ) T(AF) 1o (-, )]V HY.
10: VE() < maxaea QF (-, a).
11: 7r(+) + argmax,c 4 Q% (-, a).
12: forsteph=1,---,H do
13: Take action af < 7 (s)), and observe sy ;.

In order to let readers better understand the core idea of our paper, we first give the proof for the linear case before
giving the proof for the general case. We study the linear function approximation setting for MDPs introduced in
Yang and Wang (2019); Jin et al. (2020), where the probability transition matrix can be approximated by a linear
function class. To enable a much stronger locally bounded misspecification error, we consider the following notion
of ¢-Average-Approximate Linear MDP. It is worth mentioning that Agarwal et al. (2023) also gives a positive
result of LSVI-UCB (Jin et al., 2020) under average-misspecification, and here we present another version of the

proof.

Assumption 5. (¢-Average-Approzimate Linear MDP). For any ¢ < 1, we say that the MDP M = (S, A, H,P, )
is a C-Average-Approzimate Linear MDP with a feature map ¢ : S x A — R?, if for any h € [H], there exists a
d-dimension measures [, = (,u;ll), e ,,u}ld)) over S, and an vector 8, € R%, such that for any policy 7, and any
a € [4], we have

]E(s,a)wd;f||Ph('|Sa a) - <¢(37 a)all’h('» ||%V < Ca and E(s,a)Nd;{'Th(Sa a) - <¢(87 a)70h> ‘a < Ca

Remark B.1. We note that the assumption on the boundedness of the 4-th moments is minor: E(s o)~dy |f(s,a)|*
is bounded for any a > 1 as long as f is bounded and E (s o)~ar|f(s,a)| is bounded. We choose a 4-th moment
bound for the ease of presentation and fair comparison with existing results.

Remark B.2. Our assumption is strictly weaker than the (-Approzimate Linear MDP in Jin et al. (2020), where
they assumed that, for all (s,a) € S x A: ||Ph(‘]s,a) — (d(s,a), ur () [|Tv < ¢, |rn(s,a) — (&(s,a),0r) | < (.

In other words, (-Average-Approzimate Linear MDP only needs the misspecification error to be locally bounded
at relevant state-action pairs, which can be reached by some policies with sufficiently high probability, whereas
C-Approximate Linear MDP requires the misspecification error to bounded globally in all state-action pairs,
including those not even relevant to the learning.

We will also need the following standard assumptions for the regularity of the feature map:

Assumption 6. (Boundness) Without loss of generality, we assume that ||¢(s,a)|] < 1, and
max{[|p, (S)I], [|0nll} < Vd, ¥(s,a,h) € S x A x [H].

The following analysis in Section B are based on Assumption 5 and 6.

To simplify our notation, for each (s,a,h) € S x A x [H], we denote

En(s,a) = ||Pu(-]s,a) — Py("[s, )Ty
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nn(s,a) = |Th(8ﬂa) - TA}'L(S,(I)|

where ﬁ(-|s,a) = (é(s,a), u,(+)), and 7 (s, a) := (¢(s,a), Op).

With the above notation, &, (s, a), ni(s,a) denotes the model misspecification error for transition kernel P, and
reward function r, of a fixed state-action pair (s, a).

Moreover, for all (k,h) € [K] x [H], we denote ¢} := ¢(sF,af).

In the following analysis, we consider an auxiliary stochastic process, which, although unattainable in reality,
proves valuable for our analysis.

Auxiliary Stochastic Process For each episode, denoted by k € [K], we collect the dataset Dy, = {(s},af)}L |
using policies {wh} n=1 trained by the algorithm in the last & episodes. Additionally, we allow the agent to gather
data D} = {(sk*,a¥*)}IL_, using optimal policies {7} }/L | within the MDP.

It is worth observing that this auxiliary stochastic process closely resembles the original training process,
with the sole addition being a dataset sampled under optimal policies. However, it is crucial to emphasize
that this additional dataset does not influence our training course. Consequently, the results obtained from
the original stochastic process remain valid in this auxiliary stochastic process. To formalize this concept,
we define the following filtration: Fy = {0,Q}, 71 = o {D1,D7}), -+, Fr = o ({D1, D5, -+ , Dy, Dj}),- -+,
Fx =0 ({D1,D5,--- ,Dk,D3}). Here, 0(D) represents the filtration induced by the dataset D.

B.1 Proof of Theorem 5.3

In this section, we present the comprehensive proof of Theorem 5.3. Prior to providing the proof for the main
theorem (Theorem B.11), it is necessary to establish the foundation through the following lemmas.

Lemma B.3. (Misspecification Error for Q-function). For a (-Average-Approximate Linear MDP (Assumption
5), for any fized policy 7, any h € [H], there exists weights {W}, }nem), where Wi, = 0 + J Vi (8" )dpy,(s"), such
that for any (s,a) € S x A,

|QZ(330’) - <¢(87a)aw;{> | < 77h(5aa) +H- fh(s’a)

Proof. This proof is straightforward by using the property of Q-function.

QF(s,a) — (@5, @), WE) | = |ra(s,a) + BV (s 0) <¢><s, 0.0+ [ v,;f+1<s’>duh<s'>>\

< |ru(s,a) = (B(s, a), 0n)| + [PaViT1 (s, a) — <¢(S,a),/Vhﬂ+1(8’)dﬂh(8’)>‘ (11)

< nn(s,a) + H - &u(s,a)

Lemma B.4. For any h € [H],

Wyl < 2HVd
Proof. For any policy 7, wi = 0p + [ Vi 1 (8")dpy, ("), therefore, under Assumption 6, we have:

IWa Il < 116n]] + II/Vhll(S’)duh(s/)ll <Vd+HVd<2HVd
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Lemma B.5. Let cg be a constant in the definition of By, where B = cg (4\/ kd¢ + \/(/\ + 1)d?log (4‘1?1{)> H.

Then under Assumption 5, 6, there exists an absolute constant C' that is independent of cg such that for any fized
0 € [0,1], we have for all (k,h) € [K] x [H], with probability at least 1 — 6,

< C-dH \[log[2(cs + 1)dKH/d]
(ak)

k—
Z Vh+1 Shi1) thifﬂ(sﬁ’ ap)]

Proof. Lemmas G.3 and Lemma G.5 together imply that for all (k, h) € [K] x [H]|, with probability at least 1 — 4,

2

k—
Z Vh+1 Shi1) PhV;fﬂ(%ﬂﬁ)]

(ap)—* (12)
d.k+A 8H /dk 1 8k2e”
a2 (@ 2 1/202 /() .2 L
<4H (210g( 5y )+dlog<1+ oy >+d 10g[1+8d B?/(Xe )}—l—log(é))-i- \

We let e = dH/k, and B = maxy, S = cg (4\/ Kd¢ + \/(/\ + 1)d?log (W)) H, then from Eq.(12), there exists

a constant C' which is independent of cg such that

< C - dm\log [2cs + 1)K H /3]
(ak)1

k-1
Z ¢}TL[th+1(5lTL+1) - thif+l($;—m ap)]
T=1

O

Lemma B.6. During the course of training, we define the mized misspecification error €], = (ry, —74) (s}, a}) +
(Ph - ]ﬁ:) V,ﬁrl(s;,a;), V(r,h) € [K] x [H] , then for any fized policy m, conditioned on the event in Lemma
B.5, we have for all (s,a,h,k) € S x A x [H] x [K], that

[ (8(s,a), i) = Qi (s,0) = Br(Vi'y — Vi) (s, a)|

(13)
< Niy/0(s, ) T(AS)1(s.0) + 3H - En(s.a) + mu(s.a)
where
Ny = AHVd + C - dH \[log [2(cs + 1)K H/6) +Vd
Proof. For any (s,a) € S x A, we have (¢(s,a),wj) = (¢(s,a),0n) + I/FEZV,ZTH(S, a). Therefore, we have
k—1
WZ wp = Ak - Z oplry, + Vh+1(sh+1)] Wi
T=1
k—1 -
= (AR)THAAWE D ORI, + Vil (sh40) = (0R) "0 — BrVila (7, af)]}
=1
k—1
= =MAR) W+ (AR Y ORVita (sh4a) — BrVida (s7, af)]
—_—————
P T=1
P2
k=1
- Z ¢2Ph(vif+1 = Vity1) (s ap) + - Z oulry, — (o4) T‘gh + (Ph - ]Ph) Vh+1(5h7 ap)]
=1

p3 P4

(14)
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For the last term, according to our definition in Lemma B.6, ] — (¢7) 70, + (]P’h — ﬁ) V}{“_irl(sg7 aj,) = €}, and
notice that |e]| < n(sh,a}) + H - &n(s], af).

For the first term p;, by Lemma B.4, we have

[ (#(s,a),p1) | = [N (b(s,a), (AF)"'wi) | < \fAIIWZH\/¢(8,G)T(A§i)‘1¢(s,a) < 2Hm\/¢(87a)T(A§)‘1¢(8,a)

Conditioned on Lemma B.5, we have

[(6(s.a).p2) | < CdH\[log [2(cs + DAKH/3] - \[(s,a) T (Af)~16(s.a)
For the third term,

k—1
<¢(57 Cl),p3> = <¢(S’ Cl), (Aﬁ)% Z qs;ﬁh(vhk-&-l - V}f—i—l)(sl—w CL;;)>

T=1

k—1
_ <¢<s, DRESRD SEACAL [\ V;z;1><s'>duh<s'>> 1)
_ <¢<s, o, [ - vhﬂ+1><s’>duh<s’>> A <¢<s, o) (ah) [ - vh?f+1><s'>duh<s’>>

t1 to

Notice that ¢; = ﬁ(Vﬁ_l = Vi )(s,a), [ta] < 2H\/d)\\/¢(s,a)T(AfL)*(b(s,a), and

11 = Pa(Vifs = Vi) (5, )] = (B = P) (Vi = Vi) (5,)| < 2H - € (5,0)

For the last term py,

<5aAk Z¢>

< Z (erd)" “Lonl

IA

_ k—1
(Z(eM)T(AE)l(EW)) (Z(¢;)T(A’z)1¢£> (16)

=1

=

1

@ ol a) T e(sa) J

Mw

(67)T(A) o],

3

=1

kS
—

< z_:(e;)Q . \/Qﬁ(s,a)T(Aﬁ)—l(b(s,a) -vVd (By Lemma G.1)

T=1
Finally, Combined with the result in Lemma B.3, we have

[ (¢(s,0), wh) — Q7 (s,a) = Pu(Viiyy — Vi) (s, a)]
< [{(g(s,a), Wiy = wi) = Pu(Vi'y = Vili1)(s,0)| + QR (s, @) — (6(s, a), W) |

k—1
< {4H\/E+ C- dH\/log [2(cs + 1)dKH/8) + Vd Z(e;)Q} \/¢(s7a)T(A£)*1¢(s7a) +3H - &4(s,a) + na(s, a)

k
)‘h.

(17)
O
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Lemma B.7. (Recursive formula). We define 6f =V} (sy) — V7 (sy), and ¢,y = B[6F, |sF,af] — 0f 1. Then,
conditioned on the event in Lemma B.5, we have for any (k,h) € [K] x [H]:

0 < Sh 1+ Gy + (Nh + Bi)y/ (D) T(AR) 7105 + 3H - En(shy, ap) +n(sh, ap) (18)

Proof. By Lemma B.6, we have for any (s,a,h, k) € S x A x [H] x [K]:

QZ(S,CL) - QZ’“(S,CL) S <¢(Saa)7wﬁ> + Bk\/d)(saa)T(A}}i)ilQI)(sva) - sz (57a)

S Pr(Viia — Vi) (s,a) + (A + ﬂk)\/@ﬁ(& a)T(A})~1o(s,a) + 3H - &n(s, a) + nu(s, a)
(19)

Notice that 6§ = @k (s}, ak) — QF* sk, a}), and Ba(Viyy — Vi) sk af) = BIok, sk, o],
which finishes the proof. O

Lemma B.8. (Bound of cumulative misspecification error). With probability at least 1 — 6,
K H 1
D> Gnlshiar) < | [8KH?log(5) + KHC (20)
k=1h=1

and

K H
DD nnlskap) < /324K H? 1og(§) + KH¢ (21)

k=1h=1

H k k

Proof. We define Xj, = > &,(sk,af), Zo =0, Z, = Y. X; — Y. E[X;|Fi-1], kK = 1,2,--- , K. Notice that
h=1 i=1 i=1

{Z}<_ | is a martingale, and | Z), — Z_1| = | X} — E[Xy|Fr_1]| < 2H, Vk € [K].

Then by Azuma-Hoeffding’s inequality: For any € > 0,

—e2
P(|Zx — Zo| > €) <2 exp{w}

which means that, with probability at least 1 — 4,

K K
2
1> Xk = Y E[Xg|Fra]| < \/8KH? log(5)
k=1 k=1
K
For the term > E[Xj|Fk_1], notice that
k=1
H H
E[Xg|Fr-1] = ZE[&L(SZ, af) | Fr1] = Z]E(S)Q)Nde [€n(s,a)] < HC (By Assumption 5)
h=1 h=1
Therefore,
K
> E[Xi|Fia] < KH¢
k=1

Finally, with probablity at least 1 — 9,

K H
S ulshoaf) < \[SKH? log(2) + K HC

k=1h=1
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and similarly, with probability at least 1 — 4§,

K H
SN nnlskap) 32dK H? 1og(6) + KHC
k=1h=1

By taking the union bound, we achieve the result. U

Lemma B.9. (Bound of bonus parameter). With probability at least 1 — 6, for all (k,h) € [K| x [H], it holds that

AF < B

oo (i s e (7))

Proof. For any fixed (k,h) € [K] x [H], we have

where

()2 = [4HVA+ C - dI\log [2(cs + 1)K /8] + Vd

! (22)
2 k—1
<2 ((4}1@ +C- dH\/log [2(cs + 1)dKH/§]) + dZ(e;)2>
T=1
Notice that
k—1 k—1
Z 2 Z 77h Shaah +H gh(shaah))Q
=1 =1 (23)

k—1
Z i (shaf,) + HEj (s, a7))
T=1

I /\

64d> log(%)
<4

Case 1 k> By applying Azuma-Hoeffding’s inequality, with probability at least 1 — §/2, we have

ZS}QL spyan) < Z]E & (sy,ap)| Fra —|—\/8klog
T=1
= ZE(sh,ah)Nd”T (€5 (sTap)] + \/ 8k log (24)

4
< k¢ +4/8k log(g) (By Assumption 5)

In the same way, with probability at least 1 — 6/2, we have
4
> sk ap) < KC? 4 [ 128kd? log(5) (25)
T=1

Therefore, with probability at least 1 — 6,

k—1
> () <2 <k§2 + 4/ 128kd? log(§)> + 2H? <kg2 +4/8k log(§)>

=1
4
< 4kH?C* + 32dH? klog(5)
< 8kH?(?
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2 Joe( 4
Case2k<%ig(“)

1,2, k—1.

We denote X, = & (sh,a}) — E[¢2(s],a})|Froi1], and Yo = 0, Y, = > X;, 7 =
i=1
Notice that {V;}*Z] is a martingale.

k—1

Z (X2 Fri] ZE [ & (shap) [5;21(327%”]'—7—1})2 \]:r—l}

T=1

< 3B [6h 6507 + (BIEoF o Fral)” ]
T=1

k—1 k—1 9 (27)
=D _E[&i(sh af)1Fra] + D (BIE(sE, 0) 1 Fr 1))
T7=1 T=1
k—1
<2 Z E [&(sh,ap)|Fr—1] (By Jensen’s inequality)
T=1

< 2k¢* (By Assumption 5)

By applying Freedman’s inequality (Lemma G.6), we have for any ¢ > 0, that

PV, —Yo| >t) <2 /2 <2 t'/2
FTROI =T = SO Tk 23 TP T 128d210g (2) + 2t/3

We let the rightmost term in the above formula to be 4/2, and by solving the quadratic equation with respect to
t, we get t = C1 - dlog(%), where C is some constant. Therefore, we have with probability at least 1 — §/2,

k—1

4
" R (sha) < k¢ + Cy - dlog(5)

T=1
Similarly, with probability at least 1 — §/2,

k—1

4
> nk(shya7) < K2+ Cs - dlog(5)
T=1

where C5 is some constant. Therefore, in this case, with probability at least 1 — 4,

k—1
> (e)? < 4kH¢* + C'dH? 1og(§)
T=1

where C’ = 2(C; + Cb) is also some constant.

Combining two cases, we have for any fixed (k, h) € [K] x [H], with probability at least 1 — 4,

k—1
4
> (e)? < 8kH*¢* + C'dH? log(5) (28)
T=1
Finally, by taking the union bound of all (k, h) € [K] x [H], we have with probability at least 1 —§,
2 1)dKH 4KH
(AF)2 < 32dH?\ 4 4C%d*H? log (W) +16dkH?¢? 4 2C'd* H? log(T)
(29)

4(cs +1)dKH
< 16dkH?C? +32(\ +1)(C + C')d*H? log <(Cﬁ+5))

This means that

M < aVEkdHC 4+ /3200 + 1)(C + C')2dH\/1og <4(Cﬂ+51)dKH>
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By choosing an appropriate cg, we have

A< eg (4\/ﬁ<+ \/(/\+1)d210g (4‘1?]{)) H =5

O

Lemma B.10. (Near-Optimism) Given K initial points {s} }—,, we use {(s}*, a}*)} o.nye(k)x(a) (where si* = sF,

Vk € [K]) to represent the dataset sampled by the optimal policy ©* in the true environment (This dataset is
impossible to obtain in reality, but it can be used for our analysis), and we denote §F* = V¥ (sk*) — V}F(sk*), and

’,i* = [5’,§+1|sh ,aﬁ*} — (5}’&‘_1. Then conditioned on the event in Lemma B.9, with probability at least 1 — &, we
have

K
S IV (sh) = Vi (sh)] < AKH?¢ + 12H? dKlog(%) (30)
k=1

Proof. First of all, by the definition of V}*, we have
Vlk(slf*) = gleaj(Q’f(s’f ,a) > Ql(sl*val )
Therefore,
K K
Z[Vf‘(s’f*) Z 31 »a1 Q1(31 aa’l )) (31)
k=1 k=1

Notice that if we have Q% (s¥*, ak*) = H for some k, then QF(s¥*, al*) < Q%(sh*, a¥*), which means we achieve
an optimistic estimate, and thls term will less than or equal to 0 in Eq.(31). Therefore, we only need to consider
the situation when Qk(sl ,a¥*) < H, Vk € [K].

In this case,

Qb (b, a*) = (o(sh*, al), wh) + By /(s ab*) T(AF) 16 (st al")

Then we have

Z Q1 51*: 1* Ql( 1*7 1*))

k=1

Mwiw

(Q1<s1,a1>—< st wh) — Gy olst ) TR otet )

< 3 (O = /oot )T T0l6f o) 4 3HE 61l + (ot 1) — Pa(VE = 1)1

k=1 (52)
where the last inequality is derived by Lemma B.6.
By conditioning on the event in Lemma B.9, we know that A\F < By, V(k, h) € [K] x [H].
In addition,

Py (V5 — V)1, a)") = Egpeop, (s by [V3'(557) = V3 (557)] (33)
and
Vi (s5%) = Vi (s5%) < Q5(s5%,a5") — Q5(s5™, a5™)

Similar to Eq.(31), we only need to consider the case when Q5(s5*,a5*) < H, Vk € [K]. In this way, we can

recursively use Lemma B.6.
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Therefore,

K
Z Sl*a 1* Ql(sl*v 1*))

k=1

(3H 51(31 70“1 )+771(81 ,a1 )+ 5’“*+C )

M- 1M+

(34)
< (3H - &1 (1", ah™) + mu(sy™, ah*) + 3H - La(s5™, a5™) + ma(s5™, a5™) + 05* + ¢5™ + (1)
k=1
K H K H K H
ZZ (sh™ 0k + 3 D (i ah”) +ZZ
k=1h=1 k=1h=1 k=1h=1
H k
Similar to Lemma B.8, We define X; = Y &,(sk*,ak*), 25 =0, Z} = EX* S E[XFFia], k=1,2,--- K.
h=1 =

Notice that {Z} }X | is a martingale, and7|Zf€‘ —-Zr | =1X; - [X*\]-'k 1]| <2H,Vk € [K].
Then by Azuma-Hoeffding’s inequality: For any € > 0,

—e2
P(|Z3 —Z5| >€) <2 -
(1Zk ol =€) < eXp{QK.ZlHQ}
which means that, with probability at least 1 — 4,

K K
2
IS0 Xi = D EIXFe] < | [SKH log(5)
k=1

K
For the term . E[X|Fi_1], notice that
k=1

H

H
E[X7|Fr-1] = Y EEn(sis ap)[Far] = DB oz [€n(s,@)] < HC (By Assumption 5)
h=1 h=1

Therefore,
K
SCE[X} | Fe ] < KHC
k=1

Then, with probability at least 1 — 4,

K H
SN nsirakt) <4/8 H2log )+ KHC
k=1h

=1
and similarly, with probability at least 1 — d,

K H
SN nnlshiar) 1/32dKH210g )+ KH¢

k=1h=1

K H
For the last term Y. > (F*, notice that {¢(}*} is a martingale difference sequence, and each term is upper
k=1h=1
bounded by 2H. By using Azuma-Hoeflding’s inequality, with probability at least 1 — /4, the following inequality
holds:

Z < /8K H?3 -log(8/4) (35)
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Finally, with probability at least 1 — ¢,

K K H K
Z Vi (sh) — V(s < 3H225h (si,ap") +sz7h (s, ar”) +Z
k=1

k=1h=1 k=1h=1 k=1

Pﬂ:c

>
Il
—
—
w
D
=

<AKH?*(+12H*\/dK log(§)

Theorem B.11. (Regret Bound under (-Average-Approrimate Linear MDP).

Under our Assumption 5, 6, for any fized § € (0,1), with probability at least 1 — 9, the total regret of the algorithm
Robust-LSVI (Algorithm 6) is at most O (dKH2§ + vdBKH4).

Proof. First of all, we do the following decomposition.

K K K
Regret(K) = Z[Vl*(51) Vi ( 51 Z Vi (st) — V( 31 + Z VI (s) Vfrk(slf)] (37)
k=1 k=1 k=1
A B
For the term A, from Lemma B.10 (Near-Optimism), we have with probability at least 1 — g,
i 16
D Vi (sh) = Vi (sh)) < 4K H?¢ + 12H? [ dK log(— =) (38)
k=1

For the term B, from Lemma B.7 (Recursive formula), we have

M=

[V1k(31) Vi ( 31 251

K H K H
CEAY B D @) TR 0 + DD AR (o) T (AF) 1o (39)

1 k=1 h=1 k=1h=1

H K H
Z Enlsh,al) + > unlsh.ap)

k=1h=1

>
Il

1

<y

k=1

M=
>

>
Il

TTMw

Notice that {C,’f} is a martingale difference sequence, and each term is upper bounded by 2H. By using
Azuma-Hoeffding’s inequality, with probability at least 1 — /4, the following inequality holds:

K H
STN T ¢k < VBKH? og(8/9) (40)

k=1h=1

By Lemma B.9, we have

SR

and by using Cauchy-Schwarz inequality, we have

\TMN

H
Z )Lk (41)

HMN

1 1

K K 2 K 2
D B (80 T(AR) ek < [Z ] [Z 1%1 (42)
k=1 k=1

k=1
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and
i B = i(cﬁ <4fc+\/(>\+ )d21o 4dKH ) )
k=1 k=1
2§:c H? (16de2 + (A +1)d*lo <4dKH>) (43)
k=1
< 32c3K*H?d(* + 2c3(A + 1)K H?d” log ( 5 )
Therefore,

K 3
lz 6%1 < 8csVAKHC + 2c5(\ + 1)Hd W )
k=1

By Lemma G.2, we have for any h € [H],

K k+1
> (@) T(AR) ¢ < 2log [dz(/(\Al))l < 2dlog [Aﬂ;’f} < 2dlog <2d§(H>
k=1

DR whlwwlog(”?ff)

By combining (42), (44), and (45), we have

thus

+4C,@ )\—l-l d

Zﬁkz (6F)T(AR) 1ok < 16csd K H?C 2d o <4d?H> o)
k=1

Using Lemma B.8 (Bound of cumulative misspecification error), (40), (41), and (46), we can give a bound of (39),
that with probability at least 1 — /2,

K
2dKH
D Vi (sh) — Vi (sh)] < 36cpd K H?Cy [log (
k=1

> +20cg(A+ 1)VKd3H* - log <4d?H>

(47)
Finally, by combining (38) and (47), we get the regret bound:
2dK H 4dKH
Regret(K) < 40cgd K H?C [log ( 5 ) +32¢g(A+ 1)VKd3H* - log ( 5 > (48)
This indicates that our regret bound is 6(dK H?( + Vd3K H*), which finishes our proof
O

C Analysis of Robust Value-based Algorithm with General Function
Approximation for Locally-bounded Misspecified MDP

Assumption 7. (General function approximation with locally-bounded misspecification error)

Given the MDP M with the transition model P, we assume that there exists a function class F C{f:S x A —
[0, H]} and a real number ¢ € [0,1], such that for any V : & — [0, H], there exists fyy € F, which satisfies
VB € [4],

SUp B s aymar | fr (s, 0) — (r(s,a) + PV (s,a))|” < ¢?
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To simplify the notation, for a fixed k € [K], we let Z¥ = {(52/7GZ/)}(k',h)e[k—l]x[H]-
For any V : § — [0, H], define

’

Dy = {(s) ,ap .k + V(shy1)) ok hyepo—1]x[H]

and the accordingly minimizer

fi 1= argmin|| ][

Lemma C.1. For any fixed f € F, and fixed V : § — [0, H], with probability at least 1 — §, we have for all
k € [K] that

4KH

)~ Felze <o (49)

vl = 11115 — *Hz log(< )* f = fvllze- \/kHC2 +C'H - log(——
Proof. For each (k,h) € [K] x [H], and a fixed f € F, we define
_ 2 2
2 = (fv(sh,an) —r(sh,ak) = V(i) — (f(sh,ah) —r(sh,ai) = V(shia))

GZ:V(Sthl) PV (si,a5), & =r(sp.ap)+PV(si,ai) — fv(sy,ap)

and set F} be the o-algebra generated by {(sﬁi,aii)}(h/,k/)e[mx[k,u U {(sk,ak), (sk,ab),---,(sk,af)}.
k=1 H _

Actually, > > ZF = ||fVH2Dk ||f”Dk , and after a simple calculation, we have
K'=1h=1

Zilf = - (f(slicw alfz) - fV(Sl}CL7al}€L)) +2 (f(5h7ah) fV(SIiCL,al}cL)) T(Sfmaﬁ) + V(Slfi-&-l) - fV(Slfza a;i)

efb-‘rfﬁ

Notice that E[e}|F¥] = 0, and since €} is bounded in [—H, H], hence, €} is H-subguassian. That is to say, for any
A € R, we have E[exp{\ef }|F¥] < exp{%}.

Moreover, under Assumption 2, using the same argument in Lemma B.9, with probability at least 1 — §/2, for all
(k,h) € [K] x [H], we have

P ) 8KH
kglhgl(& 2 < KHC? 4 C'H - log(——) (50)

where C’ is some constant.

Therefore, the conditional mean and the conditional cumulant generating function of the centered random variable
can be calculated.

/Lﬁ = E[ZEIFZ] (f(sﬁvah) fV(S}Ha‘;’CL)) +2 (f(shvah) fV(Shv ah)) §h
and
o (A) = logE [exp{A(Zf — uy)}|F]
=logE [exp{2)\ ( (sﬁ, a’,j) — fv(s’fb, a’fb)) GZHF;CJ (51)

_ X2 (f(shab) — Fr(sh o))" B2
2
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By using Lemma G.7, we have

k—1 H / k—1 H o ) / 2
PO Y2k <a-a 3 3 (#6k el — futelal)
k’'=1h=1 k’=1h=1
k—1 H o ) o ,
+20 3037 (46 ak) = Fulsh b))
k'=1h=1
272 k—1 H D
+ ST S (s k) — Folshaf)) k) € (K] x [H)) 21— e
k'=1h=1

for any x >0, A > 0,

After setting « = log(2), A = 32, and conditioned the event that Eq.(50) holds, that is to say,

k-1 H y / . /
Z( shoap ) — fv(sy ,aj, )) &h

k'=1h=1

k—1 H k—1 H
<\ > (f(sk af) = Fu(sh af)” szh’

k'=1h=1 T—1 he1

k-1 H . . I
<[ S (s — el ) e + 0o togBEE

k'=1h=1

Then we can derive the following result by using Eq.(52) :

SKH

P17l — 11 — 28 108(2) = 17 = follze k12 + 7t -tog S

1. .
+ I = Frlle <0k e [K]) 216

Lemma C.2. (Discretization

1 _ 1 ~ - 8KHN(F,1/T

Nla= Follo = 208 = Rl 1 = Follze ka2 + 07t tog I/
_ 8KHN(F,1)T

= Follzs k2 + 0 og IV e e,

5(H +1) + 2\/l~:H2§2 + C'H? - log(

error) If g € C(F,1/T) satisfies ||f — glloo < 1/T, then

SKHN(F,1/T)
— )

Proof. For any (s,a) € S x A,

Therefore,

(965, @) = Fr(5,)" = (F(s,0) = Fo(s,a)”
< Hg(sva) + f(s,a) - 2fV(Saa)} ’ [9(57(1) - f(sva)H

§4H.l
T

_ - 1
1f = Pl = llg = FIl%a] < 4H - 7+ 2% =4

)

(52)

(55)

(56)
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171125 = llgli3

k 1 H / / ’ ’ k71 H / / ’ ’ ’ 2
=S (st el sl )~ V) = 3 (ask el (sl al) - Vst
k'=1h=1 k'=1h=1
k1o (58)
S (FGsk 0y + gk af) = 20(sh k) = 2V (sh ) ) (F(s8sab) = a(sh o >)‘
k'=1h=1
S4(H+1)-\Zk|~%=4(}[+l)
Moreover,
117 = Follze —llg = Fvllze| < \/IF = ol — llg — F2| < 2VE (59)
By combining (57), (58) and (59), we have (55).
O
Lemma C.3. For a fized V : S — [0, H|, with probability at least 1 — &, for all k € [K] and all f € F, that
) 1 i i SKHN (F,1/T
1712y — 1 g = 2117 = FoliZe =11 = llzn -\ bHG2 + O log N/,
(60)
- §H2 log(w) —-5(H+1)— 2\/kH2C2 +C'H?. log(w)

We define the above event to be ey 5.

Proof. For any f € F, there exists a g € C(F,1/T), such that ||f — g||c < %. By taking a union bound on all
g € C(F,1/T) and using the result from Lemma C.1, we have, with probability at least 1— 4, for all g € C(F,1/T),
any k € [K], that

_ 2 ON(F,1/T
12y~ lglidy, — 21210 22T
(61)
_ SKHN(F,1/T). 1 i,
o = Follos - i + a1 g EENEND Ly gy, <
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Therefore, with probability at least 1 — 4, for all k € [K], and all f € F, we have:

) 1 P OIN(F,1)T
1112~ 12 = H1F — Follz — 2 10g 221D,

3
7 el o + ot g SN,

1 - 1 _
+{7llg = Frlie = 7117 = FuliZ

+||f_fv||zk . \/kHC2+ClH-log(8 é]: 1/T) )

+1£1 = llgliZy }
1 _ 2 ON(F,1/T
> 1S~ Rl — 10 P

F KH
7= ol Jhtice + 0ot g BN,

8SKHN (F,1/T)
5

—5(H+1)— 2\/kH242 + C'H? - log( ) (By (55))

O

Lemma C.4. Conditioned on the event ey, (defined in Lemma C.8), then for any V' : & — [0, H] with
V' = V]| < 7, we have for any k € [K],

1 = Fullzn < C'- V R o

Proof. For a fixed V : § — [0, H|, we consider any V' : § — [0, H] with ||V’ — V||e < %
Then for any f € F,

k-1 H
1, = v e, = 17 = FoliZe +2 D7 30 (Fsk o) = Fu st b)) - (Fotsh sal) =t = V/(sk0))
k'=1h=1
B k—1 H B B
=1 = Pl +2 30 ST (£ by = Atk o)) - (Fosh s al) =k = Vsii)
k'=1h=1
term A
k—1 H B
=233 (st el ) = Ptk sal)) (Vs = Visi)
k'=1h=1
term B
(64)
For the term A, by using (60), we have
term A = |13, = fvlBg = I = i3
1 . . SKHN(F,1/T
> L0 = Bl = 1 = Pl [ + 0 1og BN (65)

2N(F,1/T)

- 2og TN sy 1y fre 4 orm o KN s,
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By using Cauchy-Schwarz’s inequality, we can derive the upper bound for term B.

k'=1h=1

1 H
term B < 2[|f — fv|zx - \l Z > (V(sk) - (Sh+1)) <2/f = fvllz (66)

Therefore, Eq.(64) can be bounded by

8KHN (F,1/T)

_ _ 1 _ _
1112, = 1Fvilpe, Z|f—fv||2zk+4||f—fv||2zk—||f—fv||zk'\/kHCQ-FC’H'lOg( 5 )

2 2N (F,1)T 8KHN (F,1/T -
= 2o sy - ke + orme tog VLT e e,
=2/|f = fvllz
(67)
Notice that R
fvr = arg%@”f“?p@/
, and by solving the quadratic equation for ||fV/ — fvl|zx, we have
~ _ KH 1/T
1fvr = Fvllze <C"- V kHG? + B g EAIT), (68)
where C” is an absolute constant.
O
Lemma C.5. Let FF¥ be the confidence region defined as
Fr={reF -l <AF0}
where
) AT?
B(F,80)=C"-[kH(? + H? | log(— 5 )+ 2log N (F,1/T) + log |W| + 1
Then with probability at least 1 — £, we have for all (k,h) € [K] x [H],
Fovp o € Fi (69)
where (V)T denotes the closest function to V in the set V (the 1/T-net of {V/F}).
Proof. We denote
Q:= {mln{f(7 ) + w('v ')7 H}‘ w e Wa f € C(}—a 1/T) U {O}} (70)
Notice that Q is a (1/T)-cover of QF_,(-,-). This implies that
V= {ggq(na)lq € Q} (71)

is also a (1/T)-cover of V¥, and we have log(|V|) < log |W| +log N'(F,1/T) + 1.

By taking the union bound for all V' € V in the event defined in Lemma C.3, we have Pr((\y ¢y €v,s/vir)) >
1 —6/(4T). We condition on [y, .y, €v,5/(4jv|T)) in the rest part of the proof.

Recall that fF is the minimizer of the empirical loss, i.e., ff = argmin;cx || f||%.. Let (V;F, )T € V such that
h
IIViF, 1 = (VFE ) |lso < 1/T. Then, by lemma C.4, we have

4./\/'(]:,1/T)|V\T2)

||f}lf_f(v}f+l)f||zk SC’.\/kH§2+H210g( 5

(72)
< \/kH@ + H? <1og(45T )+ 2log N(F,1/T) + log [W| + 1>
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This completes the proof.
O

Lemma C.6. (Proposition 2 in (Wang et al., 2020b)) With probability at least 1 — 6/8, for all (s,a) € S x A,

W(Ff,s,a) < bi(s,a)
Lemma C.7. (Lemma 10 in (Wang et al., 2020b)) With probability at least 1 — /8,

K H
ZZb sk al) <14 4H?*dimg(F,1/T) 4+ \/c - dimp(F,1)T)-T - B(F,0) (73)

k=1h=1

Theorem C.8. (Regret bound of robust value-based methods) Under our Assumption 1 and 2, for
any fized § € (0,1), with probability at least 1 — &, the total regret of Algorithm 8 is at most

9) <\/dEH3KC log(1/8) + \/dL KH? log(1/5)>, where di represents the eluder dimension of the function class.

Proof. First of all, we do the following decomposition.

M=

K K
Regret (K Z VE(s) = VT (s))] = D IVE(sh) — VI(sT) +Z VI (sh) = Vi (s)] (74)
k=1 k=1

o>~
Il

1

A B

We denote £ to be the event that (69) holds, and £’ to be the event that for all (k, h) € [K] x [H], all (s,a) € Sx A,
b (s,a) > w(FE,s,a). From Lemma C.5 and Lemma C.6, we have Pr(£ N&’) > 1 — $. For the rest of the proof,
we condition on the above event.

Note that

max |f(s,a) = fi(s,0)| < w(Fy,s,a) < bi(s,a)

Since f(v}iarl)-r € FF for all (k,h) € [K] x [H], we have for all (s,a) € S x A, all (k,h) € [K] x [H],

|f_.(V;f+1)’r (37 a) - flff(sv a)| < w(f}lfa S, a) < bg(sv (Z) (75)
To simplify our notation, for each (k,h) € [K] x [H], we denote

f%ﬂ(s, a) = ﬁvﬁl)f(s,a) —1(s,a) — PViF,,(s,q)

CII:H = P(Viﬁrl - VPZTL)(SZ@Z) (Vh+1(sh+1) Vhﬂ+1(sh+1))

and

Ch+1 (Viﬁ-l - V;jl)(slﬁ*,ah ) — (‘/}5-5-1(5}]24-1) - Vhﬂ-ﬁl(sflil))

For the term Z E ¢r., and E E ¢rx 1, notice that {¢f*,} and {¢,;} are martingale difference sequences,
=1h=1 k=1h=1
and each term is upper bounded by 2H. By using Azuma-Hoeffding’s inequality, with probability at least 1 — §/4,

the following inequality holds:

K H
YD G < VBKH? 1og(8/9) (76)

k=1h=1
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K H
DD Gy < V/BKH? 1og(8/9)

k=1h=1
Notice that for all (s,a) € S x A,

€l (5.l = |Fivg, 1(5:0) = 7(5,0) = PV (5, 0) + PV (5, @) — PV (5, 0)

<Jéwg s o+

Therefore,

By using Assumption 2 and Azuma-Hoeffding’s inequality, we have with probability at least 1 — /4,

Y 16
ZZ‘ L+1)T Sh,ai)‘ < 4/8KH? log(?) + KHC
k=1h=1

K H =
ZZ’&V Df (sh ,GZ)‘S 8KH210g(?)+KH<
k=1h=1

For the term A, we only need to consider when V¥ = f¥ 4+ b¥ for all (k,h) € [K] x [H].

S
I

(r (%, ay™) + PV (si*, al™) — fE(sF, af™) — b (s§™, lf*))

- I

(r(s5 k™) + PVE(sE, ab*) = Fygi (55, af)

|
Il
—

+ f, k)f(51 cat®) = fE(st,at*) = bi(st*, ay™) + P(Vy ‘Gk)(sl*valf*))

IN

(=l (s al) + B = V) (s, al))

(b (b by + Vo (sb7) = V(s + ¢87) < -

IA

M= T T =
Mm

H
! W * ZZ
S a
|£V,f+1( h »%h — L h+1

=
I

1h

1
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For the term B,

B (Q’f(sllcvalf) - Tk(Sllc?allc))

- 109 10 10 219 11

IN

(ff(sllcﬂallc) +b’1€(811€7allc) _T(S]fval) PV;’”(Sl,a]f))

<3 (Fgyr (5, ah) + 201 (58, ab) — (st ab) = PV (s}, ab))  (By Ea.(75))
(83)
=3 (Foupys (shab) = (s, ab) — PVE(s, ab) + PVE(sE, ab) — PVZ™ (s}, ak) + 201 (s}, b))
= (5\2 (s}, ay) +2bi (s}, ay) + Vi (s5) — V5™ (s5) + Cé) <o
H K H K H
< Z|§‘T/}§15hvah|+2zzb Sh JFZZQ]:H
k=1h=1 k=1h=1 k=1h=1
By using (73), (76), (77), (79), (80), and (81), we complete our proof.
O

D Analysis of Robust Model-based Algorithm with General Function
Approximation for Locally-bounded Misspecified MDP

In this section, we will provide the theoretical analysis for Algorithm 4 under locally-bounded misspecification
error assumption (Assumption 4).
Confidence sets for non-linear regression with locally-bounded misspecification error

Let V be the set of optimal value functions under some model in P: V = {V}, : P’ € P}. We define X = Sx AV,
and choose _ ~
- {f ‘X S R:3PeP st f(s,a,V)=PV(s,a), Y(s,a,V)e X} (84)

Let ¢ : P — F be the natural surjection to F: ¢(P) = f, such that f(s,a,V) =PV (s,a), V(s,a,V) € X. In
fact, ¢ is a bijection, and for convenience to the reader, we denote fp = ¢(P).

For any f € F, we define the empirical loss as
k H / ’ ’ 2
Lo i(f) = Z Z ( Sh 7ah th+1) Vh+1(slg+1))
k'=1h=1

and the minimizer J?k—kl = argmin . » Ly 1 (f). Since ¢ is a bijection, fk-&-l = qﬁ(ﬁ(k"'l)) = fp+1), where Ppk+1)
is defined in (4).

We also define the norm

k h
’ 2
||f”D;1C = Z Z Sh’7ah'7v}§+1))
k'=1h'=1

Now we are able to define the confidence set for each episode, which is also introduced in (6).

By ={PeP:Ly(P,PM) <8} ={o7"(f): f e F and ||f = fillpy, < B}
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We set F¥ to be the o-algebra generatedﬁby {(SZ:,GZ;)}(h’,k')e[H]x[k—;] U {(sh,ak), (sk,ak), - 7(327‘12)}2- For
cach (h, k) € [H] x [K], we define Zj = (f(siaallivvhk+1) - Vf+1(32+1)) - (f(sfl,a'fl, th+1) - th+1(5§+1))

Lemma D.1. Under Assumption 4, for any fized f € F, with probability at least 1 — &, we have for all k € [K]
that

LaF) ~ Lasf) ~ H2og(3) ~11f = Fllpg, - /5112 + 71 -tog 7

1 _
=)+ 5llf = fliby, <0 (89)

kK H
Proof. According to the definition of ZF, >° > ZF = Ly 1 (f) — Lax(f). After a simple calculation, we have
K'=1h=1

Zi’f = (f(s’,ﬁ,a’,j, th+1) f(shvahv Vh+1)) +2 (f(shvahvvthl) f_(Shvah»VhH)) Vif+1(s’lz+l) - ]E(sﬁvallivvh]zrl)
e',j-l-fﬁ

where efl = V,erl(sﬁJrl) PthJrl(sh,ah) fh PthkJrl(st,aﬁ) - j_’(sfb,aﬁ, th+1).
Notice that E[ef|Ff] = 0, and since €} is bounded in [0, H], hence, €} is &-subgaussian. That is to say, for any
X € R, we have Elexp{\ef }|[FF] < exp{%}.

Moreover, under Assumption 4, using the same argument in Lemma B.9, with probability at least 1 — ¢, for all
(k,h) € [K] x [H], we have

k H
4KH
Z Z(g <EkHC*+ C'H -log(—— 5 ) (86)
k’'=1h=1
where C’ is some constant.
Therefore,
- 2 - ,
Mﬁ = E[ZIIHFIFCL] = - (f(slfcwall?m V}f—i—l) - f(sl]?wa'lfu Vfic-i-l)) + 2 (f(sfm a’fw V}f—i—l) - f(slfcwall?w V}f—i—l)) Ei
and
o (A) = logE [exp{A(Zf — uy)}|F]
= logE [eXp{Z)\ (f(sllcw alfu th+1) - f(sﬁa aﬁa th+1)) GZHFE} (87)
= 2
< )‘2 (f(s}liva}k;a V}f+1) - f(s}lia af;a V}f—‘,—l)) H2

2

By using Lemma G.7, we have for any =z > 0, A > 0,

k H k H
IP’(A SNzl <a-aY Y (f(sﬁ',ah VEL) = FsE ak ,Vh+1)>2
k'=1h=1 k'=1h=1
k H
+ 2A Z Z (f(sﬁlvah 7Vh+1) f_(sh 7ah 7Vh+1)) Eh/ (88)
k’=1h=1

(POt VL) — st VD) WGk ) € (K] < (1)) 21— e

_l’_
>
M
Mw
M=

X
I
-
>
Il
s
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After setting x = log(%), A= %, and conditioned the event that Eq.(86) holds, that is to say,

k H
Z Z ( Sh 7ah th+1) f(sh 7ah th+1)) fh/

k'=1h=1

M?r
M=

kE H
’ ./ 3 / ’ 2 /
(f(SZ »ah 7V}f+1) f(sh ’ah 7Vii§+1 : J Z Z (&)? (89)
k'=1h=1

’

=

1h

1

/ ’ r / ’ 2 4KH
(f(sh aah ?V}erl) f(sh 7ah 7Vh{€+1)) \/ng2 + C/H IOg( 5 )

M»
M=

X
Il
—
=
Il
—

Then we can derive the following result by using Eq.(88) :

H
= 1 & , ke , AKH
P(Lg,k( ) — Loy (f) — H? log J Z Z (sy',ay , ViEL) — f(s) af ,V,f;rl)) \/ng2 + C'H -log(—— 5 )
k'=1h=1
LA / . )
5 00 (FOsH el Vi) = TGSk ek VL)) <0 vk e [K]) =16
k'=1h=1
(90)
which finishes the proof.
O

Lemma D.2. (Discretization error)
We denote F© as the a-cover of function class F. If f* € F< satisfies ||f — [¥||oo < v, then

1 .. . 1 _ AK H|Fe

L1 = iy — 2117 = iy + 17 = llog - [ke¢2 + 011 1o HEEIT

- 4K H|F«
157 = Fllog, -\ kHC + CH 1os(EEE Ly ()~ L) o
H )
4K H|F~

< dakH? + VAakH? - \/ kHC + OH og(EAVl i n) € K] < (]

Proof. If f* € F* satisfies ||f — f%||co < @, then for any (s,a,V) € S x A x V, we have
|(fa)2(s,a,V) — (f)Q(s,a7V)| < 2aH (92)

This implies that

‘(fo‘(s,a, V) — f(s,a,V))2 - (f(s,a,V) — f(s,a,V))z‘
= H(fa)(sv a, V)2 - f(sv a, V)z} + 2f(svav V) (f(sa a, V) - fa(s’av V))’ (93)
< 2aH +2aH = 4aH

and for any (k, h) € [K] x [H],

|(th+1(8;€z+1) - f(s’av V))2 - (th+1(82+1) - fa(s»av V))2|
= ‘2th+1(sﬁ+1) (fa(‘S?av V) - f(87 a, V)) + f(s7a7 V>2 - fa(s7a7 V)2| (94>
<2aH +2aH = 4aH
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Moreover,

15 = Tl =117 = Fllo,| < /|1 = 7ty — 7= = 71y, (95)

By taking the sum over k and H, we can find that the left hand side of (91) is bounded by

AKH|F«
4akH? + V4akH? - \/ kH(?2 + C'H - log( %)
O
Lemma D.3. With probability at least 1 — 6, for all k € [K]|, we have
| frs1 — Fllpy, < Bk (96)
where
AKH|F«
B = 3VEH(C + 5\/ C'H? - log( %) + 4V akH? (97)
Remark D.4. Since the mapping ¢ : P — F is a bijection, P = ¢~ 1(f) satisfies
PlPe () Bx| =216 (98)

kE[K]

Proof. Let F* C F be an a-cover of F in the sup-norm. In other words, for any f € F, there is an f¢ € F¢,
such that ||f* — f||cc < @. By a union bound and from Lemma D.1, with probability at least 1 — ¢, we have for
any f* € F°, any k € [K], that

i
5

4K H|Fe|
5

Lok (f*) = Loa(f) 2 —H? log( )—||fo‘—f||Df;,~\/kHC2+C’H~10g( )+l = Al (99)

Therefore, with probability at least 1 — 4, for all k € [K], and all f € F, we have:

_ Fa _
17~ Iy, — 108 < = Flog -\ HG2 + o1 o

1 oY 7112 1 £112
+ {517 = Flly, — 5117 = fli3y,

AK H|Fo|

Loy (f) — Loy(f) > )

DO =

+11f = Fllpy, \/kH<2 ot tog(THIZ) ey \/mgz Lo log(@)
+ Low(f) — L2,k(fa)}
(100)

For the last term in (100), it can be bounded by Lemma D.2. Moreover, since fkﬂ = argmin ;¢ x Lo 1 (f),
Lo (frs1) = Lok (f) < 0.
Therefore we have: with probability at least 1 — ¢, for all k£ € [K] and all f € F, that

1, - _ AKH|Fo|.  ~ _
o= 2y, —frtic + o og BT e i

(101)
o AKH|Fe
— H? 1@%) — dakH? — V4akH? - \/kH<2 +C'H - 10g(¢

<
] )0
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By solving the quadratic equation for ||fk+1 - fHD’f-z’ we can get

-~ AK H|Fo
s - Flog, <kt + ot togEHE
+\/kHC2+C’H~log(Zm§|]:|)+2H210g(|]; ) 4 SakH2 + 4 akH? \/ng2 C'H - 1o (%‘f‘)

A4KH|F~ a 4K H|F«
<VkH(+ \/C”H~log(5|}-) +H 210g(|%|) + \/2 <kH§2 +C”H-log(%) +8akH2)

AKH|Fe| a
<Vk C+\/C’H1 (% +H\/21g |)+2\/ g+2\/C'H1 (4KI§|]:‘)+4\/akH2

AKH
< 3VEHC + 5\/0/1{2 : 1@#) + 4V akH?

(102)
O

Lemma D.5. (Near-optimism) Given K initial points {s¥} | we use {(sF*, ak* )} omye[k)x ] (where sk = sk,

VEk € [K]) to represent the dataset sampled by the optimal policy 7 in the true model. For each (k,h) € [K]x[H—
1], we define (K%, =P, ((V,j+1 Vs Hl)(s’,g*,a;g*)) - ((V,;;1 Vs hH)(stil)), and € = By V7, (sk*,al) —
Jr(sy*,af* V5 h+1) Conditioned on the event that P € N&_ By, (98) holds. Then we have

H-1

K K
ACRRACHIESY

k=1 k=1 h=1

K H
Gty Z
k=1 h=1

Proof. First, according to the definition of P(*) (defined in 8), and since we condition on Eq.(98), P € NX_, By,
we have V/* (51) >Vp (s ), Vk € [K].

(V (1) = Vi (517))

IN

Vi(sh) = Vi (s5)

IN

(
(Q 51*7‘11 Qp 1(51*:al1c*))

(rl sl*,al + P Vs (81 ,a’f ) — [rl(s]f*,al )—i—IP’lV;Q(sl*,a’f*)]) (103)

(P13 (57, al™) = PLVE (557, al) + By Vi (557, o) — By V3 (517, al))

1
2 109 1= 10 0= 112 1L

(V3 (s5) = Vi o(57) + G5 + PaVi o (s, ab) — Aalstal Vi) ) < -

H-1

K H
h+1+ZZ£}]§*

1 h=1 k=1h=1

INA
o~
Il
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Lemma D.6. For each (k,h) € [K]

MFX

(ViE = Ve (shiy)), and Wy, = SUDGk ¢ g, Pk — ]P’h> ViF 1 (sk.af). Then we have

>
Il

1

K K H-—
ST (VEsY) - (s ZZ h+1+ZWk
k=1 =1

k=1h k=1

Proof. First, for any k € [K], we have the following decomposition:

V(1) = Vi (s)
= r1(sh, af) + PYOVE(sh, af) = (ri (s, af) + v (s, ab)
)

k T
= (P — POV (st ab) + Py (VF - V; k)(s’f,a’n
k
= (PP — POV (s, ab) + G5 + ViF(sh) — V™ (sh) = - -
H—-1 H-1
k
= (Pé ) - ]Ph) Vb (s ap) + Ch+1
h=1 h=1
H—-1
< Wy + Ci’:+1
h=1
Therefore, we have
K K H-1
Z VE(sY) — V™( 51 Z Ch+1 + Z Wy,
k=1 k=1 h=1 k=1

[H — 1], we define Ci]f-&-l = Py ((Vfﬂ Vhw—tl)(sh’az)) -
1

(104)

O

Lemma D.7. Let a > 0, and d := dimg(F, «), where F is the function class the algorithm used to approximate
the ground-truth model (84). Then for any non- decreasing sequences (6,%),5:1, conditioned on the event that

P € Nye(x) Br, where By, = (PeP: Ly(P,P®) < 32}, we have:

K
S Wi <a+H(AANKH - 1)) +48xV/dK(H — 1) + | [SK H? 1og(§) + KHC

k=1

Proof. First, we denote
FilBi) ={f € F:|If = Jillpy, < B} ={o(P): P € By}
and for the convenience of notation, we denote
Fi=F:(By) for te(k—1)(H—1)+1,k(H - 1)]
and

T = (s%va?{aVQI)WCQ = (Séaaéavél)a L TH-1 = (5}17170’}{717‘/}11)
rH = (S%aa%a%2)7xH+l = (53703,‘/32)7' L, T2H = (5%—1_1766-[—17‘/1—2[)

T(K-1)(H-1)+1 = (Sf,a{(,VzK),f(K_1)(H—1)+2 = (sf,af,V?,K), L TK(H-1) = (sg_l,ag_l,Vé{)

(105)

(106)

(107)
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According to the definition of Wy, we have

K K H-1
Z Wi, < Z sup (P’fL - ]P’h) Vik i (sk,af)
k=1 k=1P*€B) p—1
K H—-1 B
= Z}ul) (f@k(si, a’f“ th+1) f(sm ah7 Vh+1) + f(sm aha Vh+1) thffﬂ(sﬁvaﬁ))
k=1PF€Bk p=1 108
K H—1 B K H-1 (108)
<> sup Y (fmlshal, Vi) = F(shyal, Vi) + > > (F(shy ah, Vi) = BrVily (sh. ap))
k=1P*€Bk p=1 k=1 h=1
K(H-1) K H—1
< Fi (Tt +Z &n(st, ap)
t=1 k=1 h=1
For the last line of (108), wz(w) = sup (fi1(w) — f2(x)) represents the width function.
fi,f2€F
By using Lemma G.8, the first term of the above equation can be upper bounded by
K(H-1)
> wr () <o+ HAAK(H - 1)) + 48k /dK (H — 1) (109)
t=1

For the second term, by using Assumption 4 and Azuma-Hoeffding’s inequality, we have with probability at least
1-9,

H-1

K
2
D Ien(sk ab)| < /8K H? log() + K H( (110)
k=1 h=1
By combining (108), (109), (110), we have
i 2
> Wi <a+H(dANKH—1)) +4B8x/dK(H — 1) + /8K H? log(5) + K H( (111)
k=1
O

Now we are able to analyze the regret bound of Robust-UCRL-VTR. We define the regret of the algorithm as

K

Ric =Y (V¥ (1) = V™ (s1)).

k=1
Theorem D.8. (Regret bound of robust model-based methods)
Let Assumption 3 and 4 hold and o € (0,1). For each k € [K], let By, be

4KH
Bk=3vk:HC+5\/C”H2-1og (J\g(}",a)) +4vVakH? (112)
then — with  probability at least 1 — §, the total 7regret of Algorithm 4 is at most

0] (\/dEKHC log(1/8) + \/d%, K H3 log(1/5)> , where dg represents the eluder dimension of the function

class.

Proof. First, for any k € [K], and h € [H — 1], (},, € [-H, H] and {C¢F 1 Yomek)x[—1] is a martingale

difference sequence. Thus, with probability at least 1 — 6/2, Z Z ¢k 1 S \/2KH3 1og(5). In the same way,
k=1 h=1
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with probability at least 1 — §/2, Z Z (Fxy < 4/2KH?log(%). Then conditioned on the event in Lemma D.3,
k=1 h=1
we can obtain the regret bound by applying Lemma D.5, D.6, and D.7:

K
Rig =Y (V7 (s}) = V™ (s1))
k=1
K K
< Z(Vl*(sl - VI (st)) + Z VIF(st) = V™ (s1))
k=1 k=1
K H-1 K H-1 K 13
SZ h+1+ZZ§ﬁ*+Z C’ﬁ+1+ZWk (113)
k=1 h=1 k=1h=1 k=1 h=1 k=1

<24/KH? log(g) +a+HANKH-1))+48xdK(H —1)+2 ( 8K H? 1og(§) +KH(>
<a+ HAANK(H 1)) +48xg\/dK(H — 1) + 2K H( + 84/ K H3 1og(§)

By applying the definition of Sk in (112), we complete our proof.

E Proof of Theorem 6.1

In this section, we present the complete proof of Theorem 6.1. Prior to providing the proof of the theorem itself
(Theorem E.2), we first establish the groundwork by introducing the following lemmas.

Lemma E.1. (Estimation error of Single-epoch-Algorithm)
For the Single-epoch-Algorithm (Algorithm 5), with probability at least 1 — 8, we have

— . 8H?2log(2
|V1(51) - V1 Me(sl)‘ < Tm
where T gpe = Unif {7t 72, 7K}
H
Proof. For k = 1,2,--- | K, Ry = 3 rp(sk,aF), where {(sh,ah)}h6 (7] is sampled under policy 7%, Next we
h=1
I I
define Zg =0, Z,= S R, — S, V™ ,1=1,2,--- , K. Then we have
k=1 =1
-1 ! .
E[ZI|Fi-1] =Y Re + E[R|Fioa] =) V™
k=1 k=1
-1 l 1 .
S R (1)
k=1 k=1

-1 -
SRy g
k=1 k=1
This shows that {Zl}fil is a martingale. Moreover, |Z; — Z;_1| < 2H, VI € [K]. By Azuma-Hoeffding’s inequality,

we have for any € > 0,
2
— - — > | <
<| ZRk ZV | ) 2exp{ 8KH2}
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_ K K
By using the fact that V1(s1) = % > Ry, and V™ (s1) = % > V™ we complete our proof. O
k=1 k=1

For the analysis of Algorithm 2, we need the following high probability events to represent that we get a good
policy 7(9 in epochs with correct misspecified parameter setting (i.e. ¢ > Q):

For each epoch i € {O, 1,2,---|log, (%)J A |logs (\/SK + 1)J }, we define:

(4)

&i(6) = {Vl*(sl) >V (s1) > Vi (s1) — L(d, H, ) - (daHﬁ + daHf’g(i))}

K®

where (") is the uniform mixture of policies gained from the i-th epoch, and L(d, H, §) is a function of logarithmic
order on d, H, 4.

We know that for any i € {0,1,2, oo |logy (%)J A [log, (V3K + l)j}, (@ = L > ¢, then according to the

property of input base algorithm, i.e., it has a regret bound of 9] (d"‘H BWK +K-C )) if the input misspecified

parameter is ¢, we know that &;(d) happens with probability at least 1 — §. Next, we define the intersection of all
these events:
llogs (%)) ALlogs (VBEFT)]

5
) i (115)
(¢, 9) OO £ <2(ﬂog2(éﬂ A [logs ( 3K+1)J)>

By taking the union bound, we have

P(£(¢,0)) >1—46/2

Moreover, we define the following events to represent we get a good estimator of value function for each epoch
i€{0,1,2,--, [log, (V3K +1)]}.

— (i i 8H?21o 2
.9) = { [ 1)~ 177 o) = L8

Although the last few epochs are executed with the same policy, this process can still be regared as a martingale,
and Lemma E.1 still holds. From Lemma E.1, we know that G;(4) happens with probability at least 1 — 4. Next,
we define the intersection of all these events:

Llog2( 3K+1)j

5
G(6) = ﬂ G <2ﬂog2 VKT 1)1> (116)

=0

By taking the union bound, we have

P(G(5) = 1-4/2
Therefore,

P (5(<,5) ﬂg(a)) >1-4 (117)

Theorem E.2. (Regret bound under locally-bounded misspecified MDP with unknown misspecified
parameter ()

Suppose the input base algorithm Alg. that needs to know the locally-bounded misspecified parameter ( has a regret
bound of O (daHB(\/I?—i— K- ()), then conditioned on the high probability event £(C,8) (G(0) in (117), the total

regret of our meta-algorithm (Algorithm 2) is still 0] (d“HB(\/I? + K- C))

Proof. Conditioned on the event £(¢,0)()G(d) (The definition is in (115) and (116)), we have a claim here: for
all i such that ¢() > ¢,

7Y -V <o, B, 5) - ¢ (118)
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where
211 3K +1 211 3K +1
C(d, H,8) = 3,| 8H2 log ( [log ( ; * ﬂ) 6L (d,H, [log ( - i ﬂ) . d*HP (119)
is a function of (d, H,#), which has an order of O(d*H?).
This is because
|v1(i) _ (z 1)| < |V1 _ Vlﬂu) AN V17T<i71)\ + |V17T<i71) _vl(i—l)|
\/ 8 H2 log( 2oz (VIEFI)T)
< -
- K®
vilam 2[log, ( 3K + 1)1 (daH L doHP (O 4 deHPB L doHP C(i_1)> (120)
T ) VE® VEGD
\/ 8 H2 log( 2oz (VIEFL)T)
+ K(ifl)

The above inequality is derived by using (115), (116), and the fact that KO = (1

Then we discuss following two cases with respect to (.

Case 1 0 < ¢ < m In this case, for all i € {0,1,2,---,[log, (V3K +1)|}, ¢ > ¢

This means that the algorithm will not violate the condition |V1(“ - W(i_1)| < C(d,H,6) - ¢9 for all

i€{1,2,---,|log, (V3K +1)]}. Then

Llogz(\/3K+1)j
Regret(K) = Z 0 (daH’@(\/Ki(-% K® . ¢® ))
i=0
Uogg(\/W)j 7
O (d*H" (@) @ — /-
< z; O(dHW) (C K(i))
7=
[log2( 3K+1)J (121)
= O(d*H") - >
i=0
< O(d“H?) - ( 3K + 1)
-0 (VKa 1)
. » —(@)  —(i—1 4
Case 2 m < (¢ <1 We have for any i > 1 such that ¢V > ¢, |V1( - Vl( )\ < C(d,H,5)-¢™. We
denote j to be the first epoch number that violates the condition. This means that
) F0U-1) G) 192
Vi =Vi" 1> 0C(d,H,6) ¢ (122)
while
Vi Y <o H,5) D, Wi=1, i1 (123)

According to our claim (118), we know that () < ¢. Moreover, according to our exponentially decreasing {¢(¥},
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there must exist a (), such that ¢ < ¢®) < 2¢. For the gap between Vl(jil) and 71(8), from (123) we have

‘71(]'71) _71(5)| < |Vl(]'*1) _ 71(]'72)| + |Vl(j*2) _ Vl(j*3)| Tt |71(S+1) _ 71(5)
1 1 1
Sc(d7H75)'<2j_1+2j_2+"'+28+1> (124)
1 S

Then we can bound the gap between Vl’r(j_l) and Vfr(s)

(G-1) j—1)

. Vlﬂ.(s)| S IVlﬂ(j_l) i vl( | + ‘vl(]_l) o vl(é)| + |v1(5) _ Vlﬂ'(s)
< O(d,H,6)-¢U=Y 4 0(d, H,5) - ¢ + O(d, H,5) - ¢ (125)
<3C(d,H,?)- ¢

v

Similarly, for any s +1 <i < j — 1, we have
v - v < 3C(d H,6) - ¢

Therefore, for any s +1 <7 < j — 1, we have
Ve - Vlﬂm —vr - ‘/{r(S) n VfT(S) _ Vl’Tm

<C(d, H,0)- ¢ +3C(d, H,5)- ¢ (126)
= 40(d, H,3) - ¢

Next, we will give the regret bound in this case.

s it ; -t i—1
Regret(K) = > O (d”‘Hﬂ(\/K@ + K. <<i>)) + 3 KO v w (K =Y KO (v - v )
i=0 i=s+1 1=0
-4C(d, H,38) - ¢ (By (126))

s -1 -1
<O@H)- Y 2+ | Y KO 4 (k-3 KO)
1=0 1=0

1=s+1

Llog, (VBK+T)]
<O@*H?)- Y 244K -C(d, H,5) ¢
=0

< O HP) - (VR +1) +4K - C(d, H,8) - ()

<0 (\/Edaﬂﬁ) VAK-C(d,H,6)-2¢ <O (d“HP (VK + K - g))
(127)
This completes the proof.

F Comparison with Transfer Error in Policy-Based Methods

In those policy-based methods (Agarwal et al., 2020a; Feng et al., 2021; Zanette et al., 2021; Li et al., 2023), they
use a notion called transfer error to measure the model misspecification. They assume that the minimizer 6* of
the misspecification error with respect to state-action function with some policy w, Q™, under the distribution of
policy cover has a bounded transfer error when transferred to an arbitrary distribution d™ induced by a policy .

Formally, they define: 6* = argmin g <y E(s.a)~peover [(s,a) "6 — Q™ (s, a)]2 then assume that for any policy ,

E(s,a)fvd‘” [Qb(sa a)Ta* - Qﬂ-(sa a)]2 < CQ
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While a direct comparison between the bounded transfer error assumption and our Assumption 2 and 4 is not
feasible, they share a common characteristic. Both assumptions measure model misspecification error based on
the average sense of the policy-induced distribution, rather than considering the maximum misspecification error
across all state-action pairs. We consider this shared attribute to be a crucial step in establishing a connection
between value-based (or model-based) and policy-based approaches regarding model misspecification.

G Auxiliary Lemmas
In this section, we provide the necessary auxiliary lemmas that we will utilize in our proof.

Notations N denotes the e-covering number of the class V with respect to distance d(Vi, V) := sup,cg[Vi(s) —

VQ(S)].
t
Lemma G.1. Let Ay = M+ Y ¢;¢; where ¢; € RY and A\ > 0. Then:
i=1

t

Yool (M) g <d

i=1
Lemma G.2. (Y. Abbasi-Yadkori et al.,2011). Let {¢}+>0 be a bounded sequence in R? satisfying sup; ||¢¢|| > 1.
t
Let Ag € R¥? be q positive definite matriz. For anyt > 0, we define Ay = Ao+ > ¢j¢;'—. Then if the smallest
j=1
eigenvalue of Ao satisfies Amin(Ao) > 1, we have

det(Ay) i ~ det(Ay)
os | | < 207 Aty = 2l )

Lemma G.3. (Lemma D.4 in (Jin et al., 2020)). Let {s;}22, be a stochastic process on state space S with
corresponding filtration {F,}22 . Let {QST}T:O be an R¥-valued stochastic process where ¢, € Fr_1, and ||¢,|| < 1.

k—1
Let Ay = Mg+ Y. ¢,¢1. Then with probablility at least 16, for allk > 0 and V € V such that sup,cg |V (s)| < H,

we have

k

Z (bT (V(ST) - E[V(ST”]:T—].])

T=1

2
d k+ )\ N, 8k2e?
<4H?( =
< (210g( . )+1 (5))+ ;

Ay

Lemma G.4. For any € > 0, the e-covering number of Euclidean ball in R with radius R > 0 is upper bounded
by (1+2R/e).

Lemma G.5. (Lemma D.6 in [Jin et al., 2020]). Let V denote a class of functions mapping from S to R with
the following form

V() —mln{max{w o(-, +B\/¢ a)TA=1¢(,a)}, H}

where the parameters (w, 8, A) satisfy ||w|| <L, 8 € [0, B], and the minimum eigenvalue satisfies Apmin(A) > .
Assume for all (s,a), we have ||¢(s,a)|| <1, and let N, be the e-covering number of V with respect to distance
dist(V, V') = sup, |V (s) — V'(s)|. Then

log NV, < dlog(1 4 4L/¢) + d*log[l + 8d*/2 B2/ (\é®)]

Lemma G.6. (Fmedman (1975)). Consider a real-valued martmgale {Yi : k=0,1,2,---} with difference sequence
{Xk:k=0,1,2,---}, which is adapted to the filtration {Fy : k =0,1,2,--- }. Assume that the difference sequence
is uniformly bounded:

| Xix| <R almost surely for k=1,2,3,---
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For a fired n € N, assume that

> E[XP|Fea] <07

k=1

almost surely. Then for allt > 0,
t2/2
P{lY, - Yy| >t} <2 -

Lemma G.7. (Lemma 4 in Russo and Van Roy (2013)).

Consider random variables (Z,|n € N) adapted to the filtration (Fp, :n =0,1,---). Assume Elexp{A\Z;}] is finite
for all \. We define the conditional mean u; = E[Z;|F;—1] and the conditional cumulant generating function of
the centered random variable [Z; — ;] by ¢;(N) = log E [exp{A([Z; — ui])}Fi-1]. Then we have:

For all z >0, and A > 0,

P (ZAZi <z+ Y [t @iV, Vn e N) >1—e"
=1 =1

Lemma G.8. (Lemma 2 in Russo and Van Roy (2013)).

Let F C Boo(X,C) be a set of functions bounded by C > 0. We define the width of a subset FCFatzeX by
wz(xz) = sup (fi(z) — fa(x)). If (B > 0t € N) is a non-decreasing sequence, and {x4}+>1 be the sequences in
f1.f2€F

1,J2

X. ForallteN, F, := {f eF: sup ||fi— fellzm < 2@}, where the empirical 2-norm || - ||2, g, s defined
cF

t—1
by |lgll3.5, = > g°(xx). Then for all T € N, we have
k=1

T
> wr,(2:) < o+ CAAT) +4+/dBrT (128)
t=1

where d = dimpg(F, o).
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