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Abstract

Despite numerous years of research into the merits and trade-offs of various model selection criteria, obtaining robust results that elucidate the behavior of cross-validation remains a challenging endeavor. In this paper, we highlight the inherent limitations of cross-validation when employed to discern the structure of a Gaussian graphical model. We provide finite-sample bounds on the probability that the Lasso estimator for the neighborhood of a node within a Gaussian graphical model, optimized using a prediction oracle, misidentifies the neighborhood. Our results pertain to both undirected and directed acyclic graphs, encompassing general, sparse covariance structures. To support our theoretical findings, we conduct an empirical investigation of this inconsistency by contrasting our outcomes with other commonly used information criteria through an extensive simulation study. Given that many algorithms designed to learn the structure of graphical models require hyperparameter selection, the precise calibration of this hyperparameter is paramount for accurately estimating the inherent structure. Consequently, our observations shed light on this widely recognized practical challenge.

1 INTRODUCTION

Parameter tuning, also known as hyperparameter selection or model selection, is an unavoidable aspect of modern machine learning. For predictive tasks such as classification with deep neural networks, cross-validation is the gold standard for evaluating the performance of a model and tuning hyperparameters, and comes with its own set of practical challenges (Lei, 2020; Wilson et al., 2020; Bates et al., 2023). However, other applications, such as structure learning in graphical models, are not purely predictive in nature, and alternative criteria such as the Bayesian information criterion (BIC, Schwarz, 1978) and the Akaike information criterion (AIC, Akaike, 1974) are often used instead. Structure learning goes one step beyond prediction. Due to practical applications in causal inference, fairness, interpretability, and domain generalization, structure learning of undirected graphs (Cai et al., 2011; Friedman et al., 2008; Meinshausen and Bühlmann, 2006; Yuan and Lin, 2007) and directed graphs (Schmidt et al., 2007; Xiang and Kim, 2013; Fu and Zhou, 2013; Aragam and Zhou, 2015) has received renewed attention. Existing work suggests that predictive criteria, such as cross-validation, are not suitable for learning structure (learning the edge structure or the pattern of non-zero elements of the precision matrix) of a graphical model (Meinshausen and Bühlmann, 2006; Friedman and Yakhini, 1996). In particular, Meinshausen and Bühlmann (2006) (Proposition 1) proved that tuning the Lasso hyperparameter via a prediction oracle probably returns the wrong structure in the infinite-sample limit. This seminal result for Lasso-based graphical model estimators provides formal justification to the well-known folklore that choosing a model using predictive criteria may lead to undesirable overfitting. In practice, this leads to the question of which criterion to use for structure learning.

In this paper, we study the properties of cross-validation (CV) for structure learning of a graphical model using the Lasso to estimate the neighborhood of each node, extending the results of Meinshausen and Bühlmann (2006) to more general settings. We show
that in a precise sense cross-validation is inherently fallible and provide finite-sample bounds on the probability of structure inconsistency. As a motivating example, we will consider the special case of undirected Gaussian graphical models; however, our main result applies to neighborhood selection in general linear Gaussian models, and hence can be applied to directed acyclic graphs as well (Section 5). Thus, the main message of this paper can be summarized as follows:

*For many structure learning applications, CV is provably inconsistent and alternative criteria should be used instead.*

While our particular results are specific to the Lasso, we note that this phenomenon is not specific to the Lasso: See Section 3 for a discussion of similar results for subset selection and bridge estimators.

Which alternative criteria should be used? This is an intriguing question, with numerous consistency results in the literature (Haughton, 1988; Foygel and Drton, 2010; Chen and Chen, 2008; Kim et al., 2012). To probe this question empirically, we conduct an extensive empirical study to compare the performance of different criteria. Our results indicate that extended BIC (Foygel and Drton, 2010) performs well, especially in high-dimensions (see Section 7).

While certain information criteria (IC) may be computationally challenging to evaluate—often necessitating the optimization of a nonconvex likelihood—CV is frequently proposed as a default substitute. However, our findings caution against such an approach. Despite the potential complexities in computing IC, resorting to CV as an alternative will lead to incorrect results, at least as far as structure learning is concerned.

**Contributions**

We make the following contributions:

1. We provide finite-sample bounds on the probability that a Lasso estimate tuned with a prediction oracle will provably recover the wrong neighborhood in a linear Gaussian model (Theorem 1, Section 4);

2. We prove that CV indeed approximates this prediction oracle, which implies inconsistency of CV (Theorem 2, Section 4);

3. We apply these results to demonstrate inconsistency in structure learning for both undirected and directed acyclic graphical models (Corollaries 4 and 6, Section 5);

4. We provide an extensive simulation study comparing the virtues and tradeoffs of different parameter tuning strategies and algorithms (Section 7).

These experiments confirm that the issues with CV are not restricted to the particular setting of our theoretical results and extend to other algorithms and non-Gaussian data.

### 2 GAUSSIAN GRAPHICAL MODELS AND STRUCTURE LEARNING

We will use the classical undirected Gaussian graphical model as a motivating example, but note that our results apply more generally (see Section 5). This preliminary section is intended to provide background and context for the structure learning problem; formal setup and details of our particular theoretical result can be found in Section 4.

Gaussian graphical models (GGMs) are widely used to represent and model statistical relations between variables. GGMs encode conditional independences with undirected graphs, which can also be read from the zero pattern in precision matrices (Lauritzen, 1996). GGMs have a wide range of applications in natural language processing (Manning and Schutze, 1999), computer vision (Cross and Jain, 1983), and computational biology (Menéndez et al., 2010; Varoquaux et al., 2010). We begin by recalling the definition of a GGM and then discuss the various learning tasks that one might consider in this model.

Let \( X = [X_1, X_2, \ldots, X_p]^{\top} \sim \mathcal{N}(0, \Sigma) \) be a \( p \)-dimensional joint Gaussian random vector with \( \Sigma \succ 0 \). The conditional independence relationships between each random variable can be represented by a graph \( G = (V, E) \) on \( p \) nodes \( V = X \) with edge set \( E \). In particular, \( X_i \) and \( X_j \) are conditionally independent given all remaining variables \( X_{\{i,j\}} \) if and only if \( \Sigma_{ij}^{-1} = 0 \), which corresponds to a missing edge between \( i \) and \( j \) (see, e.g., Lauritzen (1996) for details). Thus, estimating the zero pattern of \( \Sigma^{-1} \) is equivalent to recovering \( E \), a problem known as structure learning. Through its connection with neighborhood selection (Section 4), structure learning generalizes the variable selection and support recovery problems in classical regression models. To avoid complicating the presentation, we will not distinguish between these problems in the discussion.

It is worth comparing the different learning tasks in a GGM. **Prediction** refers to predicting the value of a particular node \( X_i \) given the values of the remaining nodes and is equivalent to linear regression. **Parameter estimation** refers to learning the precision matrix \( \Sigma^{-1} \) in some norm such as \( \ell_2 \) or Frobenius. Both of these tasks are quite different from structure learning: One can predict \( X_i \) and/or estimate \( \Sigma^{-1} \) while at the same time getting the zero pattern of \( \Sigma^{-1} \) completely wrong.
in any finite sample, and in general this is what happens in practice.

The distinction between prediction/estimation and structure learning is crucial when tuning hyperparameters, since the optimal choice of hyperparameter depends on what the learning goal is. This is well-known in the literature: For predictive tasks, CV/AIC are efficient (i.e., for prediction), but for structure learning, BIC is consistent (see, e.g., Arlot and Celisse 2010 for detailed review of such results). Notably, these results do not imply that CV is in fact inconsistent for structure learning, which is a stronger negative result for CV.

3 RELATED WORK

The related problems of hyperparameter tuning and model selection have been extensively studied in the machine learning and statistics literature, and we invite the reader to consult one of the many monographs on the subject for a detailed overview (Grunwald 2007; Claeskens et al. 2008; Arlot and Celisse 2010). The study of model selection procedures such as CV, BIC, AIC, etc. dates back several decades (Mallows 1973; Akaike 1974; Stone 1974; Geisser 1975; Walba and Wold 1975; Stone 1977; Schwarz 1978; Efron 1983; Picard and Cook 1984; Herzberg and Tsukanov 1986). It is well-known that BIC is consistent for structure learning in finite-dimensional models (Schwarz 1978; Haughton 1988) as well as high-dimensional models (Chen and Chen 2008; Foygel and Drton 2010; Kim et al. 2012). These results are central in the classical theory of structure learning for DAGs (Meek 1997; Chickering and Meek 2002; Chickering 2003). We also mention the recent proposal to tune parameters in DAG models by Biza et al. (2020). At the same time, BIC can be inconsistent under misspecification (Grunwald 2006, 2007; Grunwald and van Ommen 2017). On the other hand, AIC is known to select (possibly misspecified) models that are minimax optimal in estimation and/or prediction in a sense that can be made precise (see, e.g., Barron et al. 1999; Massart 2007 and the references therein).

More relevant to the present work, Li (1987) and Shao (1993) studied the properties of CV and generalized CV (GCC). Li (1987) proved the loss consistency of CV, which is not the same as structure (or model selection) consistency, and more closely related to the minimax optimality results for AIC. To the best of our knowledge, the first proof of structure (in)consistency of CV appeared in Shao (1993) for a fixed design regression model using subset selection. Specifically, he showed that while leave-one-out CV (LOO) is inconsistent in selecting the true model, leave-k-out CV is consistent as long as \( k \to 1 \). Further work along these lines includes Zhang (1993); Shao (1997); Yang (2007). Meinshausen and Bühlmann (2006), Proposition 1, established the inconsistency of a prediction oracle for GGMs with a single edge; see also Meinshausen (2008). More recently, Chetverikov et al. (2021) recently showed that CV-tuned Lasso is minimax optimal for prediction and estimation, while for structure learning, Su et al. (2017) showed that false discoveries are asymptotically unavoidable. Later, Wang et al. (2020a) went beyond the Lasso and studied two-stage bridge estimators, and showed that the Lasso can be improved by two-stage approaches. Our results build upon these works in the Lasso setting and develops finite-sample bounds for arbitrary linear Gaussian models, with a focus on implications for graphical model structure learning.

Finally, while our paper is focused on provably negative consequences of CV, there is a long line of work proposing alternative tuning parameter selection methods. For example, tuning-parameter free approaches to structure learning abound (Wang et al. 2020a; Lederer and Müller 2015; Yu and Bien 2018; Belloni et al. 2014; Sun and Zhang 2012; Chichignoud et al. 2016; Liu and Wang 2017). Where structure learning is not the goal, the virtue of CV for predictive tasks is still a subject of intense study (see Wilson et al. 2020; Lei 2020; Bates et al. 2023 and the references therein).

4 MAIN RESULTS

In this section, we present our setup and main theoretical result on the inconsistency of CV-tuned Lasso.

4.1 Neighborhood Selection

We first describe the formal setup for our main result. The neighborhood selection problem can be defined for general linear model and does not require specific reference to a graphical model. In order to apply our main result to different types of graphs, we state our main result first in general, and then in Section 5 apply the general result to specific graphical models.

Let \( p \) be a positive integer and \( \{0, 1, \ldots, p\} \). Let \( \Sigma \) be a \( p \times p \) positive definite matrix and define \( \Gamma \) to be the \((p-1)\times(p-1)\) submatrix such that \( \Gamma_{i,j} = \Sigma_{i,j} \) for \( i, j \in \{0, 1, \ldots, p\} \), \( v \) to be the \((p-1)\)-dimensional vector such that \( v_i = \Sigma_{i,p} \) for \( i \in \{0, 1, \ldots, p\} \) and \( a = \Sigma_{p,p} \), i.e.

\[
\Sigma = \begin{pmatrix} \Gamma & v \\ v^\top & a \end{pmatrix}.
\]

Let \( X = [X_1, X_2, \ldots, X_p]^\top \sim \mathcal{N}(0, \Sigma) \). The neighbor-
hood selection problem seeks to learn the dependence of a target node in \( X \) on the rest of the observed variables. Without loss of generality, let the target node be \( X_p \). Define

\[
\theta^* := \arg\min_{\theta \in \mathbb{R}^{p-1}} E_{X \sim \mathcal{N}(0, \Sigma)} (X_p - \sum_{j=1}^{p-1} \theta_j X_j)^2, \\
\text{ne}^* := \{ i \in [p-1] \mid \theta^*_i \neq 0 \}.
\]

It is easy to show that \( \theta^* = \Gamma^{-1} \nu \). We assume that \( \theta^* \) has \( s \) non-zero entries or equivalently \( |\text{ne}^*| = s \). The neighborhood selection problem attempts to recover \( \text{ne}^* \) from \( n \) i.i.d. observations of \( X \), which we assemble into an \( n \times p \) data matrix \( X \). For any matrix \( X \in \mathbb{R}^{n \times p} \) and \( \lambda > 0 \), the Lasso estimate with penalty parameter \( \lambda \) can be written as

\[
\hat{\theta}^{\lambda, X} := \arg\min_{\theta \in \mathbb{R}^{p-1}} \frac{1}{2n} \| X_p - \sum_{j=1}^{p-1} \theta_j X_j \|_2^2 + \lambda \| \theta \|_1, 
\]

where \( X_i \) is the \( i \)th column of \( X \). The neighborhood estimated by the Lasso is defined by the non-zero entries of \( \theta^{\lambda, X} \), i.e.,

\[
\text{ne}^{\lambda, X} := \{ i \in [p-1] \mid \hat{\theta}^{\lambda, X}_i \neq 0 \}.
\]


Standard methods for selecting the penalty parameter \( \lambda \) include CV, BIC, and AIC, as discussed above. Here, we consider an oracle choice of penalty parameter, which reflects the limiting value of CV as \( n \to \infty \) (see Theorem 3). For any matrix \( X \in \mathbb{R}^{n \times p} \), the oracle penalty \( \lambda^* \) is defined as

\[
\lambda^*_X := \arg\min_{\lambda > 0} E_{Y \sim \mathcal{N}(0, \Sigma)} (Y_p - \sum_{j=1}^{p-1} \theta_j^{\lambda, Y} Y_j)^2. 
\]

Here, \( Y \) is a new sample from \( \mathcal{N}(0, \Sigma) \), independent of the training data \( X \). This is known as the “oracle” penalty, as it involves the unknown data distribution.

In practice, this value is approximated by CV (See Theorem 3 for a formal statement). For a fixed set of \( n \) samples \( X \), we shorten our notation to \( \hat{\theta}^{\lambda, X}, \text{ne}^{\lambda, X}, \lambda^*_X \) to \( \hat{\theta}^{\lambda}, \text{ne}^{\lambda}, \lambda^*_X \) respectively if there is no ambiguity.

### 4.2 Inconsistency of Cross-validation

We would like to ask: When \( p \) and \( n \) are large, can we recover \( \text{ne}^* \) via the Lasso with the oracle penalty? Our first main result provides a finite-sample bound on the probability of exact recovery:

**Theorem 1.** Let \( \Sigma \) be a \( p \)-by-\( p \) positive definite matrix such that \( |\text{ne}^*| = s \) for some positive integer \( s \). Given a sample matrix \( X \in \mathbb{R}^{n \times p} \) where each row is an i.i.d. sample drawn from \( \mathcal{N}(0, \Sigma) \), we have

\[
\Pr_{X \sim \mathcal{N}(0, \Sigma)^n} (|\text{ne}^{\lambda, X} - \text{ne}^*| < \delta) \to 1 \quad \text{as } n \to \infty,
\]

where \( \kappa(\Sigma) \) is the condition number of \( \Sigma \).

When the probability in Theorem 1 is strictly less than one, the prediction-oracle estimate is inconsistent. In particular, we have the following corollary, which answers the question in the negative in the sublinear sparsity regime:

**Corollary 2.** Assume the setting in Theorem 1. Let \( \delta \in (0, 1) \) and \( p > 1 \). There exists a universal constant \( C > 0 \) such that if \( s \leq C \left( \frac{\log p}{\kappa(\Sigma)} \right) \), then

\[
\Pr_{X \sim \mathcal{N}(0, \Sigma)^n} (|\text{ne}^{\lambda, X} - \text{ne}^*| < \delta) \to 0 \quad \text{as } n \to \infty.
\]

Corollary 2 states that for sufficiently sparse graphs with \( s = O(\log p) \), choosing \( \lambda \) via the prediction oracle is provably inconsistent for structure learning. With probability \( 1 - \delta \), neighborhood selection will not recover the correct neighborhood in any non-trivial dimension \( p \), even when \( p \) is fixed as \( n \to \infty \). Corollary 2 is an immediate consequence of Theorem 1. Furthermore, this is just one possible example of inconsistency for certain choices of \((n, p, s)\); clearly other configurations may lead to inconsistency as well.

In practice, the oracle penalty \( \lambda^*_X \) is unknown and is usually estimated by CV. For any positive integer \( K \) that divides \( n \) (for simplicity), let \( I_1, I_2, \ldots, I_K \) be a partition of \( [n] \) such that the size of each \( I_k \) is \( n/K \) for \( k \in [K] \). For any matrix \( X \in \mathbb{R}^{n \times p} \), the CV penalty \( \lambda^*_\text{CV} \) is defined as

\[
\lambda^*_\text{CV} := \arg\min_{\lambda > 0} \sum_{k=1}^{K} \frac{1}{n/K} \| X_{I_k} - \sum_{j=1}^{p-1} \theta_j^{\lambda, X_{I_k}} X_{I_k}^j \|_2^2,
\]

where \( X_{I_k} \) (resp. \( X_{-I_k} \)) is the \((n/K)\)-by-\( p \) submatrix of \( X \) whose row indices are in \( I_k \) (resp. not in \( I_k \)) for \( k \in [K] \). Although it is common to use \( \lambda^*_\text{CV} \) to estimate \( \lambda^*_X \) in practice, we could not find a formal proof of this approximation in the literature. Therefore, we also prove the following theorem for completeness.

**Theorem 3.** Let \( \Sigma \) be a \( p \)-by-\( p \) positive definite matrix. Suppose we are given a sample matrix \( X \in \mathbb{R}^{n \times p} \) where each row is an i.i.d sample drawn from \( \mathcal{N}(0, \Sigma) \). Then, for every \( \delta > 0 \),

\[
\Pr_{X \sim \mathcal{N}(0, \Sigma)^n} (|\lambda^*_\text{CV} - \lambda^*_X| < \delta) \to 1 \quad \text{as } n \to \infty.
\]

By combining Theorems 1 and 3 with the known properties of the solution path for the Lasso (Efron et al.),
it is not hard to show that the CV-tuned neighborhoods are inconsistent, i.e.,
\[
\Pr_{X \sim N(0, \Sigma)^n} (ne^{\lambda X} = ne^*) < \delta \quad \text{as} \quad n \to \infty.
\]
The number of folds \(K\) affects \(\lambda X\) and further affects \(ne^{\lambda X} = ne^*\). Briefly, if we only consider the dependence on \(n\) and \(K\), the probability is roughly \(1 - O(K e^{-n^{-1}/K})\). Therefore, if \(K = o(n)\) we have the probability \(\to 1\) as \(n \to \infty\). Details are postponed to proofs of Theorems 1 and 3.

5 APPLICATION TO GRAPHICAL MODELS

As stated above, our main result applies to neighborhood selection in a general linear Gaussian model with \(X \sim N(0, \Sigma)\). In this section, we apply this result to two important special cases: Undirected Gaussian graphical models and Gaussian DAG models.

5.1 Undirected Graphs

A popular approach to learning Gaussian graphical models is to directly apply neighborhood selection node-by-node, and use the neighborhood of each node to define a \(p \times p\) graph \(M\) (Meinshausen and Bühlmann 2006). Let \(\omega_j \in \mathbb{R}^p\) be the coefficient vector for the \(j\)th nodewise neighborhood regression problem, where \(\omega_j = [\omega_{1j}, \ldots, \omega_{pj}]^T\) for each \(j\). Formally, \(\omega_j\) solves (2) with \(p\) replaced by \(j\) (i.e. the target node is \(j\)), and we add a zero in the \(j\)th position. This defines a matrix \(\Omega = [\omega_1 \cdots \omega_p] \in \mathbb{R}^{p \times p}\). The zero pattern of this matrix defines an undirected graph \(G = (V, E)\), and is the same as the zero pattern of \(\Sigma^{-1}\). We estimate \(\Omega\) by \(\hat{\Omega}(\lambda) = [\hat{\omega}_1(\lambda) \cdots \hat{\omega}_p(\lambda)]\), where \(\hat{\Omega}(\lambda)\) is the solution to the following optimization problem:

\[
\min_{\omega_1, \ldots, \omega_p \in \mathbb{R}^p} \frac{1}{2n} \sum_{j=1}^p \left\{ \|X_j - \sum_{i \neq j} \omega_{ij} X_i\|_2^2 + \lambda \|\omega_j\|_1 \right\}. \tag{5}
\]

To estimate the structure \(G\), we let \(\hat{G}(\lambda)\) be the undirected graph whose edges correspond to the nonzero entries in the solution \(\hat{\Omega}(\lambda)\) (see also Remark 5). It is easy to see that (5) is equivalent to solving \(p\) nodewise regression problems (3). This is also known as the pseudo-likelihood approach, since the objective is not a true (joint) likelihood. Nonetheless, it is well-known to provide a consistent estimate of the structure of \(G\) for certain choices of \(\lambda\). Finally, let \(\hat{G}_{CV} = \hat{G}(\lambda_{CV})\) be the estimate when CV is used to tune \(\lambda\).

The following corollary is immediate from Theorems 1 and 3.

**Corollary 4.** Suppose \(X \in \mathbb{R}^{n \times p}\) is a sample matrix where each row is an i.i.d. sample drawn from \(N(0, \Sigma)\) and let \(G\) be the undirected Gaussian graphical model associated with \(\Sigma^{-1}\). Then, for any \(\delta > 0\) satisfying the conditions in Corollary 2,

\[
\Pr_{X \sim N(0, \Sigma)^n} (\hat{G}_{CV} \neq G) < \delta \quad \text{as} \quad n \to \infty.
\]

Thus, CV is inconsistent for learning the structure of an undirected Gaussian graphical model.

**Remark 5.** Since \(\Omega\) and \(\hat{\Omega}\) essentially capture partial regression coefficients, these matrices are not symmetric in general. Nonetheless, the support of \(\Omega\) is always symmetric (see e.g. Sec 5.1.3 in Lauritzen 1996), but \(\hat{\Omega}\) may not have a symmetric support on finite samples. Asymptotically, this does change anything, but on finite-samples we need to use either the AND or the OR rule to symmetrize \(\hat{\Omega}\), as discussed in Meinshausen and Bühlmann 2006.

5.2 Directed Acyclic Graphs

Our results also apply to DAG models, which are popular for modeling causal relationships in ML. First, recall the general linear structural equation model (SEM):

\[
X_j = \sum_{i=1}^p \beta_{ij} X_i + \epsilon_j, \quad \epsilon_j \sim N(0, \sigma_j^2), \quad E = \{(i, j) : \beta_{ij} \neq 0\}. \tag{6}
\]

We collect the SEM coefficients \(\beta_{ij}\) into a \(p \times p\) matrix \(B = [\beta_1 | \cdots | \beta_p] = (\beta_{ij}) \in \mathbb{R}^{p \times p}\), with the same indexing conventions as \(\Omega\) in Section 5.1. This defines a graph \(G = (V, E)\) that be read off from the nonzero entries in \(B\). When \(G\) is a DAG, (6) defines a Gaussian DAG model. We assume throughout that \(G\) is acyclic.

A common procedure to learn a DAG is to first learn a topological ordering of \(G\), and then regress each node onto its predecessors in this ordering (e.g. Shojaie and Michailidis 2010, Ghoshal and Honorio 2017, 2018, Chen et al. 2019, Park and Kim 2020). More precisely, given an ordering \(\prec\) on the variables \(X_1\), we define an SEM (4) by regressing each \(X_j\) onto the set \(A_j = \{X_i : X_i \prec X_j\}\). The set of nonzero coefficients \(\{i : \beta_{ij} \neq 0\}\) defines the parents of \(X_j\) in the ordering \(\prec\).

Following this literature, let \(\hat{G}(\prec, \lambda)\) denote the estimate of \(G\) that results from using the order \(\prec\) and \(\ell_1\)-regularized least squares with \(\lambda > 0\) to estimate each parent set from the candidate set \(A_j\):

\[
\min_{\beta_1, \ldots, \beta_p \in [A_j]} \frac{1}{2n} \sum_{j=1}^p \left\{ \|X_j - \sum_{i \in A_j} \beta_{ij} X_i\|_2^2 + \lambda \|\beta_j\|_1 \right\}. \tag{7}
\]

For each \(j\), we are solving a neighborhood regression problem similar to (3), except instead of regressing the
that we know the true ordering \( \prec \). Finally, let \( \hat{G}_{CV}(\prec) = \hat{G}(\param{\lambda}, \lambda_{CV}) \) be the resulting graph when CV is used to tune \( \lambda \).

The following corollary is also immediate from Theorems 1 and 3.

**Corollary 6.** Suppose we are given \( n \) i.i.d. samples from the model (6) with DAG \( G \), and suppose further that we know the true ordering \( \prec \) of \( G \). Then, for any \( \delta > 0 \) satisfying the conditions in Corollary 3,

\[
Pr_{X \sim \mathcal{N}(0, \Sigma)}(\hat{G}_{CV}(\prec) \neq G) < \delta \quad \text{as } n \to \infty.
\]

Thus, even if we know the true ordering, CV will return the wrong DAG. If we do not know the true ordering, this result says that \( G_{CV}(\prec) \) is an inconsistent estimate of the minimal I-map corresponding to \( \prec \) (see Lauritzen 1996 for definitions). Of course, assuming everything else is equal, structure learning with unknown ordering is at least as difficult as with a known ordering.

6 PROOF OVERVIEW

In this section, we outline the main idea of the proof of Theorem 1. Detailed proofs of both Theorem 1 and 3 are deferred to the supplementary materials.

We start with some observations. Without loss of generality, we assume that \( n = [s] \). For any matrix \( X \in \mathbb{R}^{n \times p} \), \( i \in [p - 1] \), and \( \theta \in \mathbb{R}^{p-1} \), define

\[
G_{X,i}(\theta) := \frac{1}{n} (X_p - \sum_{j=1}^{p-1} \theta_j X_j, X_i).
\]

We can write the classical KKT conditions for the Lasso as follows:

\[
\begin{cases}
G_{X,i}(\theta) = \operatorname{sign}(\theta_i) \lambda, & \text{for } \theta_i \neq 0 \\
|G_{X,i}(\theta)| \leq \lambda, & \text{for } \theta_i = 0.
\end{cases}
\]

Then \( \theta \) satisfies (9) if and only if \( \theta = \hat{\theta}^\lambda \) is a Lasso solution for \( \lambda \). Moreover, if we define an ellipsoid \( E \) by

\[
E := \{ (\theta - \theta^*)^\top \Gamma(\theta - \theta^*) \leq (\hat{\theta}^\lambda - \theta^*)^\top \Gamma(\hat{\theta}^\lambda - \theta^*) \},
\]

we can show (Appendix C.1) that any point \( \theta \in E \) cannot be a Lasso solution for any penalty \( \lambda > 0 \). It is easy to see that the Lasso solution for the oracle penalty \( \lambda^*, \hat{\theta}^\lambda \), lies on the boundary of this ellipsoid.

To prove Theorem 1 we want to argue that the event \( \hat{n}^\lambda = n^* = [s] \) is unlikely. Let

\[
\hat{n}^G = \{ i \in [p - 1] \mid |G_{X,i}(\hat{\theta}^\lambda)| = \lambda^* \}.
\]

We have \( \hat{n}^\lambda \subseteq \hat{n}^G \) by the KKT conditions (9). We further argue in Appendix C.2 that \( \hat{n}^G \) has at most one extra element almost surely, and without loss of generality, we may assume that \( \hat{n}^G = [s] \) or \( \hat{n}^G = [s + 1] \). We will consider these two cases separately. Namely, we will bound the following probability:

\[
Pr_{X \sim \mathcal{N}(0, \Sigma)}(\hat{n}^\lambda = [s]) = Pr_{X \sim \mathcal{N}(0, \Sigma)}(\hat{n}^\lambda = \hat{n}^G = [s]) + Pr_{X \sim \mathcal{N}(0, \Sigma)}(\hat{n}^\lambda = [s] \wedge \hat{n}^G = [s + 1])
\]

**Case I: \( \hat{n}^G = [s] \).** The first step is to show that there exists a line passing through \( \hat{\theta}^\lambda \) such that any point in the intersection of a small neighborhood of \( \hat{\theta}^\lambda \) and this line is also a Lasso solution for some penalty \( \lambda \). See Figure 1 for an illustration of the following argument.

We will do this by defining a line \( L \) and show that it satisfies the KKT conditions (9). Consider the following system of equations:

\[
\begin{cases}
G_{X,i}(\theta) = \operatorname{sign}(\theta_i^*) \lambda & \text{for } i \in [s] \\
\theta_i = 0 & \text{for } i \notin [s]
\end{cases}
\]

Geometrically, we can view these \( p - 1 \) equations, which are linear in \( \theta \) and \( \lambda \), as hyperplanes in the \( \theta - \lambda \) space which is a \( p \)-dimensional space. It turns out that the intersection of these \( p - 1 \) hyperplanes forms a line almost surely, which is the desired line \( L \). Since \( \hat{\theta}^\lambda \) clearly is a solution of (11) by the definition of \( \hat{\theta}^\lambda \), we can write \( L \) as

\[
L := \{ \hat{\theta}^\lambda + \theta' \mid \theta' \in \mathbb{R}^p \}
\]

for some \( \theta' \in \mathbb{R}^p \). We will define \( \theta' \) formally in (19) in the Supplementary Material.

Consider any point \( \theta = \hat{\theta}^\lambda + \delta \theta' \in L \) for sufficiently small \( |\delta| \). We will check \( \theta \) satisfies the KKT conditions (9). If \(|\delta| \) is sufficiently small, \( \bar{\theta}_i \neq 0 \) for \( i \in [s] \) since \( \hat{\theta}_i^* \neq 0 \) for \( i \in [s] \). By the construction of the system (11), it ensures that all \( G_{X,i}(\hat{\theta}) \) remain equal in magnitude for \( i \in [s] \) and the signs are consistent, i.e., \( \operatorname{sign}(\bar{\theta}_i) = \operatorname{sign}(G_{X,i}(\hat{\theta})) \) for \( i \in [s] \). It means that \( \theta \) satisfies the first condition in (9). On the other hand, we set \( \theta'_i = 0 \) for \( i \notin [s] \) to ensure \( \bar{\theta}_i = 0 \) for \( i \notin [s] \). Recall the definition of \( \hat{n}^G \), we have \( |G_{X,i}(\hat{\theta}^\lambda)| \) strictly less than \( \lambda^* \), for \( i \notin [s] \). If \( |\delta| \) is sufficiently small, it ensures that \( |G_{X,i}(\theta)| \leq |G_{X,i}(\hat{\theta})| \) for \( i \in [s] \) and \( j \notin [s] \). It means that \( \theta \) satisfies the second condition in (9). Hence, for a sufficiently small \( |\delta| \), \( \theta \) is a Lasso solution.

Now, if the line \( L \) is not a tangent line of \( E \) at \( \hat{\theta}^\lambda \), then some point in \( L \) must be inside the ellipsoid \( E \). This contradicts the observation that no Lasso solution
There exists another Lasso solution \( \hat{\theta} \) inside \( \mathcal{E} \) when it is not a tangent line. (red) No Lasso solution can be found inside \( \mathcal{E} \) when it is a tangent line.

Figure 1: Illustration of the ellipsoid \( \mathcal{E} \) and the line \( L \) when \( p - 1 = 3 \) and \( \hat{\mathbf{e}}^\lambda = \hat{\mathbf{e}}^G = \{1, 2\} \). (green) There exists another Lasso solution \( \hat{\theta} \) inside \( \mathcal{E} \) when one of the rays shoots into \( \mathcal{E} \). (red) No Lasso solution can be found inside \( \mathcal{E} \) when both rays shoot out of \( \mathcal{E} \).

Figure 2: Illustration of the ellipsoid \( \mathcal{E} \) and the rays of intersection when \( p - 1 = 3 \), \( \hat{\mathbf{e}}^\lambda = \{1, 2\} \) and \( \hat{\mathbf{e}}^G = \{1, 2, 3\} \). (green) There exists another Lasso solution \( \hat{\theta} \) inside \( \mathcal{E} \) when one of the rays shoots into \( \mathcal{E} \). (red) No Lasso solution can be found inside \( \mathcal{E} \) when both rays shoot out of \( \mathcal{E} \).

can be inside \( \mathcal{E} \). Therefore, \( L \) must be a tangent line. From here, we can explicitly bound the probability of \( L \) being a tangent line and hence also the probability \( \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)}(\hat{\mathbf{e}}^\lambda = \hat{\mathbf{e}}^G = [s]) \).

Case II: \( \hat{\mathbf{e}}^G = [s + 1] \). In this case, instead of a line, there are two rays shooting from \( \hat{\theta}^\lambda \) such that any point in the intersection of a small neighborhood of \( \hat{\theta}^\lambda \) and these two rays is also a Lasso solution for some penalty \( \lambda \). See Figure 2.

In this case, we have \( |G_{\mathbf{X}, s+1}(\hat{\theta}^\lambda)| = \lambda_s \). If we follow the same argument as in the previous case, we can no longer establish \( |G_{\mathbf{X}, s+1}(\hat{\theta})| \leq |G_{\mathbf{X}, i}(\hat{\theta})| \) for \( i \in [s] \) no matter how small \( |\delta| \) is. Namely, the second condition in (9) does not hold. Fortunately, it turns out to only cause problems for one of \( |\delta| \geq 0 \) or \( |\delta| \leq 0 \). We can indeed view the line \( L \) in (12) as two rays shooting from \( \hat{\theta}^\lambda \) in the opposite directions which correspond to the cases of \( |\delta| \geq 0 \) or \( |\delta| \leq 0 \). That means the argument in the case of \( \hat{\mathbf{e}}^G = [s] \) still holds for one of these two rays which we denote by \( R_1 \). Hence, one of the desired two rays is \( R_1 \).

We now only have one side of \( L \) which is \( R_1 \). The argument of constructing a Lasso solution inside \( \mathcal{E} \) when \( L \) is not a tangent line does not hold because \( R_1 \) probably does not intersect \( \mathcal{E} \) (except \( \hat{\theta}^\lambda \)) even when \( R_1 \) is not a tangent ray. It is intuitive that there is another ray \( R_2 \) instead of the other side of \( L \) that any point in the intersection of a small neighborhood of \( \hat{\theta}^\lambda \) and \( R_2 \) is a Lasso solution.

To define another ray \( R_2 \), consider the following system of equations:

\[
\begin{align*}
G_{\mathbf{X}, i}(s) &= \text{sign}(G_{\mathbf{X}, i}(\hat{\theta}^\lambda)) \lambda, & i &\in [s + 1] \\
\theta_i &= 0, & i &\not\in [s + 1].
\end{align*}
\]

By a similar argument as in the previous case, the intersection of these hyperplanes forms a line passing through \( \hat{\theta}^\lambda \) almost surely which we can write as

\[
L' := \{\hat{\theta}^\lambda + \delta \theta'' \mid \delta \in \mathbb{R}\}
\]

for some \( \theta'' \in \mathbb{R}^p \). We will define \( \theta'' \) formally in (20) in the Supplementary Material.

Consider any point \( \bar{\theta} = \hat{\theta}^\lambda + \delta \theta'' \in L' \) for a sufficiently small \( |\delta| \). For \( i \neq s + 1 \), \( \bar{\theta}_i \) satisfies the first or second condition of the KKT conditions (9) accordingly by a similar analysis as in the previous case. For \( i = s + 1 \), \( \bar{\theta}_{s+1} = \hat{\theta}_{s+1} + \delta \theta''_{s+1} = \delta \theta''_{s+1} \) is no longer 0 and we need to check if it satisfies the first condition in (9). By the construction of the system (13), it ensures that all \( G_{\mathbf{X}, i}(\bar{\theta}) \) remain equal in magnitude for \( i \in [s + 1] \). We also need to check the sign consistency, i.e., \( \text{sign}(\bar{\theta}_{s+1}) = \text{sign}(G_{\mathbf{X}, s+1}(\bar{\theta})) \). We again view \( L' \) in (14) as two rays shooting from \( \hat{\theta}^\lambda \) in the opposite directions. It turns out that only one of them ensures this sign consistency and we choose this ray as the desired second ray \( R_2 \).

Now, if one of the rays \( R_1, R_2 \) shoots into (i.e., intersects) \( \mathcal{E} \), this would contradict the observation that no Lasso solution can be inside \( \mathcal{E} \). Therefore, both rays \( R_1, R_2 \) shoot out of \( \mathcal{E} \). As before, we can bound the probability that both \( R_1, R_2 \) shoot out of \( \mathcal{E} \) and hence the probability \( \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)}(\hat{\mathbf{e}}^\lambda = [s] \land \hat{\mathbf{e}}^G = [s + 1]) \).

Combining these two cases, we obtain an explicit bound on the probability \( \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)}(\hat{\mathbf{e}}^\lambda = [s]) \).

7 EXPERIMENTS

In this section, we demonstrate through simulations the failure of CV for structure learning, verifying our main
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Figure 3: SHD vs. \( n \) (in hundreds) and \( p \) on different graph types using NS to compare criteria. The black dot-dash line represents zero SHD, i.e. perfect neighborhood selection.

Theoretical results. We include here only a snapshot of our results to convey the main point; complete details and results from our exhaustive experiments can be found in Appendix D, including additional experiments on non-Gaussian data.

We use the CV-selected \( \lambda_{CV} \) to approximate \( \lambda^* \) and compare its neighborhood estimate with those selected by several commonly used criteria: Akaike information criterion (AIC) [Akaike (1974)], Bayesian information criterion (BIC) [Schwarz (1978)], and Extended Bayesian information criteria (EBIC) [Foygel and Drton (2010)]. The performance is evaluated via

1. The average structural hamming distance (SHD) to measure the number of incorrectly identified neighbors;
2. The average true positive rate (TPR) and false discovery rate (FDR).

We let the number of observations \( n \) and the number of observed variables \( p \) to vary independently so one can be greatly larger than another. To validate comparisons between criteria, we simulate four different graphs: the Band graph, Scale-Free (SF), Erdös-Rényi (ER) and K-Nearest Neighbor (KNN) graphs. Besides the neighborhood Selection (NS), we also use three popular algorithms for Lasso estimators: Graphical lasso (Glasso) [Friedman et al. (2008)], constrained \( \ell_1 \)-minimization for inverse matrix estimation (CLIME) [Cai et al. (2011)] and Tuning-Insensitive Graph Estimation and Regression (TIGER) [Liu and Wang (2017)]. They are implemented in the glasso and flare packages for R.

Results. We focus on NS here so as to corroborate our main theoretical results. Exceeding wall time limit (three hours) or undefined FDR value for all zero estimates are marked as missing points for plotting. Performance results with Glasso, Clime and Tiger are postponed to the supplementary materials, with similar conclusions.

In Figure 3, as expected, we see the number of incorrectly identified neighbors decreasing with increasing sample size \( n \) given a fixed \( p \). As \( p \) increases, the task becomes increasingly harder, which is reflected by greater average SHD. The average SHD of CV always decreases with increasing \( n \) but never reaches zero, regardless of how large \( n \) gets. This pattern persists for Glasso, Clime and Tiger as well (see the supplementary materials). This confirms Theorem 1. Besides CV, AIC performs poorly as well and never reaches zero average SHD. On the other hand, BIC achieves smaller average SHD, but its performance in high-dimensions is unsatisfactory, which is consistent with known results for BIC (e.g. Mestres et al., 2018). The only candidate with constant decreasing trend with increasing \( n \) for all \( p \) is EBIC. Specifically, EBIC is always the first one to get closest to or reach zero, regardless of \( p \).

The correctness of EBIC is more obvious when comparing averaged FDR in Figure 4 and 5. Unsurprisingly, we see TPR gradually reaches 100%, depending on the graph type. Specifically, CV and AIC performs poorly as well and never reaches 100% TPR, while EBIC falls behind. However,
Figure 4: TPR vs. sample size $n$ (in hundreds) and $p$ on different graph types with NS to compare criteria.

Figure 5: FDR vs. sample size $n$ (in hundreds) and $p$ on different graph types with NS to compare criteria.

this is not whole story: The FDR for CV is problematic, and fails to get near 0% on average. (For the Band graph, we provide a more detailed numerical FDR summary via NS tuned by CV in the supplementary materials.) Moreover, CV fails in average FDR in all other algorithms (see the supplementary materials) as well.

8 CONCLUSION

Cross-validation is the parameter selection criterion of choice in most ML applications, however, its suitability for structure learning problems is not well understood outside of empirical observations. To address this gap, we proved that for a general family of Gaussian graphical models, including DAG models, CV is provably inconsistent for learning the structure of a graph. This shows that using CV as a naive alternative to difficult-to-implement selection criteria is ill-advised. It would be of interest to extend our proofs to non-Gaussian models, where our experiments indeed suggest CV is still inconsistent. On the positive side, our experiments indicate that EBIC is robust across a wide range of settings.
Acknowledgements

The research of MK is supported in part by NSF Grant ECCS-2216912. BA was supported by NSF IIS-1956330, NIH R01GM140467, and the Robert H. Topel Faculty Research Fund at the University of Chicago Booth School of Business. WT was supported by the Singapore MOE AcRF Tier 2 grant MOE-T2EP20122-0001.

References


A. A. Azzalini. The R package *sn*: The skew-normal and related distributions such as the skew-t and the SUN (version 2.1.1). Università degli Studi di Padova, Italia, 2023. URL [https://cran.r-project.org/package=sn](https://cran.r-project.org/package=sn). Home page: [http://azzalini.stat.unipd.it/SN/](http://azzalini.stat.unipd.it/SN/)


### Checklist

1. For all models and algorithms presented, check if you include:
   
   (a) A clear description of the mathematical setting, assumptions, algorithm, and/or model. [Yes]
   
   (b) An analysis of the properties and complexity (time, space, sample size) of any algorithm. [Yes]
   
   (c) (Optional) Anonymized source code, with specification of all dependencies, including external libraries. [Yes/No/Not Applicable]

2. For any theoretical claim, check if you include:
   
   (a) Statements of the full set of assumptions of all theoretical results. [Yes]
   
   (b) Complete proofs of all theoretical results. [Yes]
   
   (c) Clear explanations of any assumptions. [Yes]

3. For all figures and tables that present empirical results, check if you include:
   
   (a) The code, data, and instructions needed to reproduce the main experimental results (either in the supplemental material or as a URL). [Yes]
   
   (b) All the training details (e.g., data splits, hyperparameters, how they were chosen). [Yes]
   
   (c) A clear definition of the specific measure or statistics and error bars (e.g., with respect to the random seed after running experiments multiple times). [Yes]
   
   (d) A description of the computing infrastructure used. (e.g., type of GPUs, internal cluster, or cloud provider). [Yes]

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets, check if you include:
(a) Citations of the creator If your work uses existing assets. [Yes]

(b) The license information of the assets, if applicable. [Not Applicable]

(c) New assets either in the supplemental material or as a URL, if applicable. [Not Applicable]

(d) Information about consent from data providers/curators. [Not Applicable]

(e) Discussion of sensible content if applicable, e.g., personally identifiable information or offensive content. [Not Applicable]

5. If you used crowdsourcing or conducted research with human subjects, check if you include:

(a) The full text of instructions given to participants and screenshots. [Not Applicable]

(b) Descriptions of potential participant risks, with links to Institutional Review Board (IRB) approvals if applicable. [Not Applicable]

(c) The estimated hourly wage paid to participants and the total amount spent on participant compensation. [Not Applicable]
A PROOF OF THEOREM 1

In this section, we will prove Theorem 1. Detailed proof of various supporting lemmas can be found in Appendix C. Before we go into the detail, we present some general observations.

We first state a useful lemma from Meinshausen and Bühlmann (2006) which we will use often: These are the well-known KKT conditions for the Lasso solution. We first define the following notation. For any matrix \( X \) and \( i \in [p-1] \), we define

\[
G_{X,i}(\theta) := \frac{1}{n} \left( X_p - \sum_{j=1}^{p-1} \theta_j X_j, X_i \right).
\]

(15)

**Lemma 7** (KKT conditions, Meinshausen and Bühlmann (2006)). For any matrix \( X \in \mathbb{R}^{n \times p} \) and \( \theta \in \mathbb{R}^{p-1} \), we have the following KKT conditions. For any \( \lambda > 0 \),

\[
\theta = \hat{\theta}^\lambda
\]

if and only if

\[
\left\{ \begin{array}{l}
\text{if } \theta_i \neq 0, \text{ then } G_{X,i}(\theta) = \text{sign}(\theta_i) \lambda \\
\text{if } \theta_i = 0, \text{ then } |G_{X,i}(\theta)| \leq \lambda
\end{array} \right.
\]

(16)

Recall the definition of \( \Gamma \) in (3), and define an ellipsoid by

\[
\mathcal{E} := \{ \theta \in \mathbb{R}^{p-1} : (\theta - \theta^*)^\top \Gamma (\theta - \theta^*) \leq (\hat{\theta}^\lambda - \theta)^\top \Gamma (\hat{\theta}^\lambda - \theta^*) \}.
\]

It is clear that the Lasso solution for the oracle penalty \( \lambda^*, \hat{\theta}^\lambda \), lies on the boundary of this ellipsoid. Our next observation is that for any matrix \( X \), any point \( \theta \in \mathbb{R}^{p-1} \) inside the ellipsoid \( \mathcal{E} \) cannot be a Lasso solution for any penalty \( \lambda > 0 \):

**Lemma 8.** For any matrix \( X \in \mathbb{R}^{n \times p} \) and \( \lambda > 0 \), if \( \theta \in \mathbb{R}^{p-1} \) satisfies

\[
(\theta - \theta^*)^\top \Gamma (\theta - \theta^*) < (\hat{\theta}^\lambda - \theta^*)^\top \Gamma (\hat{\theta}^\lambda - \theta^*)
\]

then \( \theta \neq \hat{\theta}^\lambda \).

The proof of this lemma can be found in Section C.1.

By Lemma 7 for \( i \in \hat{\mathcal{N}}^\lambda \), we have \( |G_{X,i}(\hat{\theta}^\lambda)| = \lambda^* \). Let \( \hat{\mathcal{N}}^G \) be the set

\[
\hat{\mathcal{N}}^G = \left\{ i \in [p-1] \mid |G_{X,i}(\hat{\theta}^\lambda)| = \lambda^* \right\}.
\]

(17)

Note that \( \hat{\mathcal{N}}^\lambda \subseteq \hat{\mathcal{N}}^G \) by Lemma 7. The following lemma shows that \( \hat{\mathcal{N}}^G \) has at most one more extra element almost surely.

**Lemma 9.** Let \( X \in \mathbb{R}^{n \times d} \) be a sample matrix where each row is an i.i.d. sample drawn from \( \mathcal{N}(0, \Sigma) \). Suppose the number of samples \( n > |\hat{\mathcal{N}}^\lambda| + 2 \). Then, we have \( |\hat{\mathcal{N}}^G| \leq |\hat{\mathcal{N}}^\lambda| + 1 \) almost surely.
We preview that the first term can be bounded by

\[ \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\lambda} \theta = \theta^*) \]

where \( \lambda > 0 \) is the index of \( \theta^* \). Also, since \( \hat{\lambda}^* \) is either \( \hat{\lambda} \) or \( \hat{\lambda}^* + 1 \) and \( \hat{\lambda}^* \leq \hat{\lambda} \), we assume \( \hat{\lambda}^* = [s] \) if \( \hat{\lambda}^* \neq \hat{\lambda} \). We will consider these two cases separately. Namely, we need to bound the following probability

\[
\Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\lambda} \theta = \theta^*) = \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\lambda} \theta = [s]) + \Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\lambda} \theta = [s] \wedge \hat{\lambda}^* = [s + 1]).
\]

We preview that the first term can be bounded by \( O(2^s \cdot (\Omega(n^{-1/2})) + spe^{-\Omega(n^{-1/2})})) \) (cf. Section A.1) and the second term can be bounded by \( O(2^s \cdot (\Omega(n^{-1/2})) + spe^{-\Omega(n^{-1/2})})) \) (cf. Section A.2). By plugging these into (18), we finish the proof of Theorem 1.

A.1 Case of \( \hat{\lambda} = \hat{\lambda}^* = [s] \)

In this case, the main idea is to argue that there exists a line passing through \( \hat{\lambda} \) such that any point in the intersection of a small neighborhood of \( \hat{\lambda} \) and this line is also a Lasso solution for some penalty \( \lambda \).

To help the construction of this line, we first define the following notations. For any set of \( n \) samples \( \mathbf{X} \), let \( \hat{\lambda} \) be the \((p - 1)\)-by-\((p - 1)\) matrix that \( (r, c) \)-entry is \( \frac{1}{n}\langle \mathbf{X}_r, \mathbf{X}_c \rangle \) for any \( r, c \in [p - 1] \) and \( \hat{\lambda} \) be its \( s \)-by-\( s \) submatrix where the indices are in \([s]\). Also, let \( q_i \) be the \( s \)-dimensional vector that the \( i \)-th entry is \( \text{sign}(\hat{\lambda}^*_i) \) for \( i \in [s] \). We claim that the following line \( L \) satisfies the above condition.

\[
L := \left\{ \hat{\lambda} \theta + \delta \theta' \mid \delta \in \mathbb{R} \right\}
\]

where \( \theta' \) is the vector such that the \( i \)-the entry of \( \theta' \) is

\[
\theta'_i = \begin{cases} 
-\langle \hat{\lambda}^{-1} q_i \rangle & \text{for } i \in [s] \\
0 & \text{for } i \notin [s].
\end{cases}
\]

The following lemma suggests that any \( \theta \) in the intersection of a small neighborhood of \( \hat{\lambda} \) and the line \( L \) is also a Lasso solution for some penalty \( \lambda > 0 \).

**Lemma 10.** For a sufficiently small \( |\delta| \), suppose \( \tilde{\theta} = \hat{\lambda} \theta + \delta \theta' \in L \) where \( \theta' \) is defined in (19). Then, \( \tilde{\theta} \) is a Lasso solution for some penalty \( \lambda > 0 \).

The proof of this lemma can be found in Section C.3.

The main idea is to use Lemma 7 and check the KKT conditions. Since \( \hat{\lambda} \theta \) by definition is a Lasso solution for \( \lambda \), \( \hat{\lambda} \theta \) satisfies (16) or we have

\[
\frac{1}{n}\langle \mathbf{X}_p - \sum_{j=1}^{p-1} \hat{\theta}_j \hat{\lambda} \hat{\mathbf{X}}_j, \mathbf{X}_i \rangle = \text{sign}(\hat{\lambda}^*_i) \lambda^* \quad \text{for } i \in [s].
\]

Obviously, by the assumption of \( \hat{\lambda} = [s] \), it also satisfies

\[
\hat{\theta}_i = 0 \quad \text{for } i \not\in [s].
\]
If we consider the following system of linear equations with \( \theta \in \mathbb{R}^{p-1} \) and \( \lambda \in \mathbb{R} \) as variables

\[
\frac{1}{n} ( \mathbf{X}_p - \sum_{j=1}^{p-1} \theta_j \mathbf{X}_j, \mathbf{X}_i ) = \text{sign}(\hat{\theta}^{\lambda\cdot}_i) \lambda
\]

for \( i \in [s] \)

\[
\theta_i = 0
\]

for \( i \notin [s] \),

we can check that \((\hat{\theta}^{\lambda\cdot} + \delta', \lambda + \delta)\) satisfies this system of linear equations for all \( \delta \in \mathbb{R} \). Furthermore, for a sufficiently small \( |\delta| \), it satisfies Lemma 16 in Lemma 7. Hence, Lemma 10 follows.

Recall that, by Lemma 8, all points inside the ellipsoid \( \mathcal{E} \) cannot be a Lasso solution for any penalty. If the line \( L \) is not a tangent of \( \mathcal{E} \) at \( \hat{\theta}^{\lambda\cdot} \), there exists a point inside \( \mathcal{E} \) such that it is in the intersection of a neighborhood of \( \hat{\theta}^{\lambda\cdot} \) and the line \( L \). It contradicts Lemma 8 and hence \( \theta \lambda\cdot \) is not a tangent of \( \mathcal{E} \). Note that the normal vector of the tangent space of \( \mathcal{E} \) at \( \theta \lambda\cdot \) is \( \Gamma(\theta \lambda\cdot - \theta^*) \). Then, \( L \) is the tangent line of \( \mathcal{E} \) at \( \theta \lambda\cdot \) if and only if \( \theta' \Gamma(\theta \lambda\cdot - \theta^*) = 0 \). In other words, we have

\[
\hat{\mathbf{n}} \hat{\theta}^{\lambda\cdot} = \hat{\mathbf{n}} \theta^* \implies \theta' \Gamma(\theta \lambda\cdot - \theta^*) = 0.
\]

Let \( \theta \Delta = \hat{\theta}^{\lambda\cdot} - \theta^* \). Recall that if \( i \notin [s] \) then \( \theta \Delta_i = 0 \) from the event \( \hat{\mathbf{n}} \hat{\theta}^{\lambda\cdot} = [s] \) and \( \theta'_\lambda = (\hat{\Gamma}^{-1} q)_i = 0 \) from the construction in Lemma 19. Namely, we can rewrite the expression \( \theta' \Gamma \theta \Delta \) as

\[
\theta' \Gamma \theta \Delta = q_{[s]}^\top \hat{\Gamma}^{-1} \Gamma_{[s]} [\theta \Delta]_{[s]}.
\]

By Lemma 15, we have

\[
\Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\mathbf{n}} \hat{\theta}^{\lambda\cdot} = [s] \land q_{[s]}^\top \hat{\Gamma}^{-1} \Gamma_{[s]} [\theta \Delta]_{[s]} = 0) \leq O \left( 2^s \cdot \left( p^{-\Omega(\frac{1}{\sqrt{n}})} + s p e^{-\Omega(\frac{1}{\sqrt{s\lambda\cdot}})} \right) \right).
\]

Note that the event \( q_{[s]}^\top \hat{\Gamma}^{-1} \Gamma_{[s]} [\theta \Delta]_{[s]} = 0 \) is more restrictive and indeed implies \( |q_{[s]}^\top \hat{\Gamma}^{-1} \Gamma_{[s]} [\theta \Delta]_{[s]}| \leq \frac{1}{100 \sqrt{s \max\{1\} \sqrt{s \lambda\cdot} \Gamma_{[s]} \theta \Delta_{[s]}}} \). In other words, we have

\[
\Pr_{\mathbf{X} \sim \mathcal{N}(0, \Sigma)^n}(\hat{\mathbf{n}} \hat{\theta}^{\lambda\cdot} = \hat{\mathbf{n}} \theta^* = [s+1]) < O \left( 2^s \cdot \left( p^{-\Omega(\frac{1}{\sqrt{n}})} + s p e^{-\Omega(\frac{1}{\sqrt{s\lambda\cdot}})} \right) \right).
\]

### A.2 Case of \( \hat{\mathbf{n}} \hat{\theta}^{\lambda\cdot} = [s] \land \hat{\mathbf{n}} \theta^* = [s+1] \)

In this case, the main idea is to argue that there exist two rays shooting from \( \hat{\theta}^{\lambda\cdot} \) such that any point in the intersection of a small neighborhood of \( \hat{\theta}^{\lambda\cdot} \) and these two rays is also a Lasso solution for some penalty \( \lambda \).

To help the construction of this line, we define the following notations similar to the notations in last subsection. For any set of \( n \) samples \( \mathbf{X} \), let \( \hat{\Gamma} \) be the \((p-1)\)-by-\((p-1)\) matrix that \((r,c)\)-entry is \( \frac{1}{n} ( \mathbf{X}_r, \mathbf{X}_c ) \) for any \( r, c \in [p-1] \) and \( \hat{\Gamma}_{[s+1]} \) be its \((s+1)\)-by-\((s+1)\) submatrix where the indices are in \([s+1]\). Also, let \( q_{[s+1]} \) be the \( s \)-dimensional vector that the \( i \)-th entry is \( \text{sign}(G_{\mathbf{X},i}(\hat{\theta}^{\lambda\cdot})) \) for \( i \in [s+1] \) where \( G \) is defined in Lemma 15. Note that \( q_i = \text{sign}(\hat{\theta}^{\lambda\cdot}_i) \) when \( i \in [s] \). We claim that the following rays \( R_1, R_2 \) satisfy the above condition.

\[
R_1 := \left\{ \hat{\theta}^{\lambda\cdot} + \delta \cdot \text{sign}(Q) \theta' \mid \delta \geq 0 \right\}
\]

and

\[
R_2 := \left\{ \hat{\theta}^{\lambda\cdot} + \delta \cdot \text{sign}(Q) \theta'' \mid \delta < 0 \right\}
\]

where

\[
\theta''_i = \begin{cases} - (\hat{\Gamma}^{-1}_{[s+1]} q_{[s+1]} )_{i} & \text{for } i \in [s+1] \\ 0 & \text{for } i \notin [s+1] \end{cases}
\]
We shorten $Q$ to be $Q_{CV}$ if there is no ambiguity.

For any $\lambda > 0$, define

$$Q(\lambda, X) := \frac{1}{2} \sum_{j=1}^{p} (Y_j - \bar{\theta}_{\lambda_j}^s X_j)^2.$$ 

We observe that, by the definition of $\lambda_{*}$,

$$Q(\lambda_{*}, X) \leq Q(\lambda_{CV}, X).$$

If we manage to prove that

$$Q(\lambda_{CV}, X) \leq Q(\lambda_{*}, X) + \varepsilon_n$$
where \(\varepsilon_n\) is a value that \(\varepsilon_n \to 0\) as \(n \to \infty\), then we can prove \(|\lambda_{\text{CV}} - \lambda_*| \to 0\) by the fact that \(Q\) is a continuous function.

Before we go into the detail, we first state the following useful inequality. By Chernoff bound and union bound, for any \(\varepsilon' > 0\), we have

\[
|E(Y_iY_j) - \frac{1}{n/K}(X_{i^k}^*, X_{j^k}^*)| < \varepsilon'
\]

for all \(i, j \in [p - 1]\) and \(k \in [K]\) \((22)\)

with probability \(1 - O(p^2K^{-\Omega(n\varepsilon^2/K\sigma_{\text{max}}(\Sigma)^2)})\). From now on, our analysis is conditioned on \((22)\).

For any \(\lambda > 0\) and any \(Z \in \mathbb{R}^{n \times p}, X \in \mathbb{R}^{m \times p}\), define

\[
Q_{Z}(\lambda, X) := \frac{1}{2n}\|Z_p - \sum_{j=1}^{p-1} \hat{\theta}_j^X Z_j\|^2.
\]

**Lemma 12.** For any \(\lambda > 0\) and any \(Z \in \mathbb{R}^{n \times p}, X \in \mathbb{R}^{m \times p}\), we have

\[
|Q(\lambda, X) - Q_{Z}(\lambda, X)| = O(\varepsilon' \cdot (1 + \|\hat{\theta}_j^X\|_1)^2).
\]

The proof of this lemma can be found in Section \(\text{C.5}\).

**Lemma 13.** For any \(\lambda > 0\) and any matrix \(X \sim \mathcal{N}(0, \Sigma)\), we have

\[
\|\hat{\theta}_{\lambda, X}\|_1 \leq O(\sqrt{\kappa}(\Sigma))
\]

with probability \(1 - O(\varepsilon^{-\Omega(n)})\). Recall that \(\kappa(\Sigma)\) is the condition number of \(\Sigma\).

The proof of this lemma can be found in Section \(\text{C.6}\).

By Lemma \(\text{12}\) with \(\lambda = \lambda_{\text{CV}}\) and \(Z = X\), we first have

\[
Q(\lambda_{\text{CV}}, X) \leq Q_{X}(\lambda_{\text{CV}}, X) + O(\varepsilon' \cdot (1 + \|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1)^2).
\]

Furthermore, by Lemma \(\text{13}\) we have

\[
Q(\lambda_{\text{CV}}, X) \leq Q_{X}(\lambda_{\text{CV}}, X) + O(\varepsilon'\kappa(\Sigma)^2). \quad (23)
\]

For the term \(Q_{X}(\lambda_{\text{CV}}, X)\), we further have

\[
Q_{X}(\lambda_{\text{CV}}, X)
= Q_{X}(\lambda_{\text{CV}}, X) + \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1 - \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1
\leq Q_{X}(\lambda_{\text{CV}}, X^{-I_k}) + \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X^{-I_k}}\|_1 - \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1
\leq Q_{X}(\lambda_{\text{CV}}, X^{-I_k}) + O(\varepsilon' \cdot (1 + \|\hat{\theta}_{\lambda_{\text{CV}}, X^{-I_k}}\|_1)^2) + \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X^{-I_k}}\|_1 - \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1
\leq Q_{X}(\lambda_{\text{CV}}, X^{-I_k}) + O(\varepsilon'\kappa(\Sigma)^2) + \lambda_{\text{CV}}\|\hat{\theta}_{\lambda_{\text{CV}}, X^{-I_k}}\|_1 - \|\hat{\theta}_{\lambda_{\text{CV}}, X}\|_1 \quad (24)
\]

for \(k \in [K]\). The penultimate inequality is due to the fact that \(\hat{\theta}_{\lambda_{\text{CV}}, X} = \arg\min_{\theta \in \mathbb{R}^{p-1}} \frac{1}{K}\|X_p - \sum_{j=1}^{p-1} \theta_j X_j\|^2 + \lambda_{\text{CV}}\|\theta\|_1\) and the last inequality is due to applying Lemma \(\text{12}\) twice and triangle inequality.

In \((24)\), the first term \(Q_{X}(\lambda_{\text{CV}}, X^{-I_k})\) is what we are looking for. By the definition of \(\lambda_{\text{CV}}\), observe that

\[
\frac{1}{K}\sum_{k=1}^{K} Q_{X}(\lambda_{\text{CV}}, X^{-I_k}) \leq \frac{1}{K}\sum_{k=1}^{K} Q_{X}(\lambda_*, X^{-I_k}). \quad (25)
\]

Moreover, for each term \(Q_{X}(\lambda_*, X^{-I_k})\), we have

\[
Q_{X}(\lambda_*, X^{-I_k})
= Q_{X^{-I_k}}(\lambda_*, X^{-I_k}) + O(\varepsilon'\kappa(\Sigma)^2)
\leq Q_{X^{-I_k}}(\lambda_*, X) + \lambda_*\|\hat{\theta}_{\lambda_*, X}\|_1 - \lambda_*\|\hat{\theta}_{\lambda_*, X^{-I_k}}\|_1 + O(\varepsilon'\kappa(\Sigma)^2)
\leq Q(\lambda_*, X) + O(\varepsilon'\kappa(\Sigma)^2) + \lambda_*(\|\hat{\theta}_{\lambda_*, X}\|_1 - \|\hat{\theta}_{\lambda_*, X^{-I_k}}\|_1) \quad (26)
\]
If we plug (26) into (25) and further plug it and (24) into (23), we have
\[ Q(\lambda_{CV}, \mathbf{X}) \leq Q(\lambda_*, \mathbf{X}) + O(\varepsilon' p\kappa(\Sigma)^2) \]
\[ + \lambda_{CV}(\|\hat{\theta}^{\lambda^*} \mathbf{X}^{-1}k\|_1 - \|\hat{\theta}^{\lambda_{CV}} \mathbf{X}\|_1) + \lambda_* \cdot \frac{1}{K} \sum_{k=1}^{K}(\|\hat{\theta}^{\lambda_*} \mathbf{X}\|_1 - \|\hat{\theta}^{\lambda_*} \mathbf{X}^{-1}k\|_1). \]

**Lemma 14.** For any \( \lambda > 0 \) and any matrices \( \mathbf{X}, \mathbf{Z} \sim \mathcal{N}(0, \Sigma) \), we have
\[ \|\hat{\theta}^{\lambda} \mathbf{X}\|_1 - \|\hat{\theta}^{\lambda} \mathbf{Z}\|_1 \leq O(\sqrt{\varepsilon' \cdot \frac{p^2 \kappa(\Sigma)^2}{\sigma_{\min}(\Sigma)}}) \text{ and } \lambda \leq O(\sqrt{p} \sigma_{\max}(\Sigma) \kappa(\Sigma)) \]
as long as \( \lambda \) is not too large such that \( \hat{\theta}^\lambda \neq 0 \).

The proof of this lemma can be found in Section C.7.

By Lemma 14, we have
\[ Q(\lambda_{CV}, \mathbf{X}) \leq Q(\lambda_*, \mathbf{X}) + \sqrt{\varepsilon' \cdot \text{poly}(p) \cdot C_\Sigma} \]
where \( C_\Sigma \) is a constant depending only on \( \Sigma \). Taking \( \varepsilon' = \frac{1}{n^{1/20} \text{poly}(p) \cdot C_\Sigma} \), we have
\[ Q(\lambda_{CV}, \mathbf{X}) \leq Q(\lambda_*, \mathbf{X}) + \frac{1}{n^{1/20}}. \]

In other words, we have
\[ |Q(\lambda_{CV}, \mathbf{X}) - Q(\lambda_*, \mathbf{X})| < \frac{1}{n^{1/20}} \]
with probability \( 1 - O(p^2 Ke^{-\Omega(\text{poly}(n) \cdot \text{poly}(1/p) C_\Sigma^2)}) \) for some constant \( C_\Sigma' \) depending only on \( \Sigma \). Using the fact that \( Q \) is a continuous function, we can conclude our result.

**C. OMITTED PROOFS**

**C.1 Proof of Lemma 8**

**Lemma 8.** For any matrix \( \mathbf{X} \in \mathbb{R}^{n \times p} \) and \( \lambda > 0 \), if \( \theta \in \mathbb{R}^{p-1} \) satisfies
\[ (\theta - \theta^*)^\top \Gamma (\theta - \theta^*) < (\hat{\theta}^{\lambda_*} - \theta^*)^\top \Gamma (\hat{\theta}^{\lambda_*} - \theta^*) \]
then \( \theta \neq \hat{\theta}^\lambda \).

**Proof.** Recall that the definition of \( a, v \) and \( \Gamma \) from (1). Also, since \( \Gamma \) is a positive definite matrix, there exists a matrix \( H \) such that \( \Gamma = HH^\top \). For any \( \theta \in \mathbb{R}^{p-1} \), we first expand \( \mathbb{E}_{Y \sim \mathcal{N}(0, \Sigma)}(Y_p - \sum_{j=1}^{p-1} \theta_j Y_j)^2 \) as
\[ \mathbb{E}_{Y \sim \mathcal{N}(0, \Sigma)}(Y_p - \sum_{j=1}^{p-1} \theta_j Y_j)^2 \]
\[ = \theta^\top \Gamma \theta - 2\theta^\top v + a \]
\[ = \theta^\top \Gamma \theta - 2\theta^\top HH^{-1}v + v^\top (H^{-1})^\top H^{-1}v - v^\top (H^{-1})^\top H^{-1}v + a \]
\[ = \|H^\top \theta - H^{-1}v\|^2 + a - v^\top \Gamma^{-1}v. \]

Recall that \( \theta^* = \Gamma^{-1}v \). By plugging it into the above equation, we have
\[ \mathbb{E}_{Y \sim \mathcal{N}(0, \Sigma)}(Y_p - \sum_{j=1}^{p-1} \theta_j Y_j)^2 = \|H^\top \theta - H^\top \theta^*\|^2 + a - v^\top \Gamma^{-1}v \]
\[ = (\theta - \theta^*)^\top \Gamma (\theta - \theta^*) + a - v^\top \Gamma^{-1}v \]  
\[ (27) \]
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By the definition of $\lambda_s$, we have the following inequality

$$E_{Y \sim \mathcal{N}(0, \Sigma)}(Y_p - \sum_{j=1}^{p-1} \hat{\theta}_j^* Y_j)^2 \leq E_{Y \sim \mathcal{N}(0, \Sigma)}(Y_p - \sum_{j=1}^{p-1} \hat{\theta}_j Y_j)^2$$

for any $\lambda > 0$.

By \cite{27}, it implies

$$(\hat{\theta}^\lambda - \theta^*)^\top \Gamma(\hat{\theta}^\lambda - \theta^*) \leq (\hat{\theta} - \theta^*)^\top \Gamma(\hat{\theta} - \theta^*)$$.

\[ \square \]

C.2 Proof of Lemma 9

**Lemma 9.** Let $X \in \mathbb{R}^{n \times p}$ be a sample matrix where each row is an i.i.d. sample drawn from $\mathcal{N}(0, \Sigma)$. Suppose the number of samples $n > |\hat{n}_e^\lambda| + 2$. Then, we have $|\hat{n}_e| \leq |\hat{n}_e^\lambda| + 1$ almost surely.

**Proof.** Suppose $|\hat{n}_e^G| \geq |\hat{n}_e^\lambda| + 2$. Without loss of generality, we assume $\hat{n}_e^\lambda = [s]$ for some integer $s$ and $[s + 2] \subseteq \hat{n}_e^G$. Consider the following system of linear equations with $\theta \in \mathbb{R}^{p-1}$ and $\lambda \in \mathbb{R}$ as variables.

\[
\begin{aligned}
\frac{1}{n} \langle X_p - \sum_{j=1}^{p-1} \theta_j X_j, X_i \rangle &= \text{sign}(G_{X,i}(\hat{\theta}^\lambda)) \lambda & \text{for } i \in [s + 2], \\
\frac{1}{n} \langle X_p - \sum_{j=1}^{p-1} \theta_j X_j, X_i \rangle &= 0 & \text{for } i \notin [s].
\end{aligned}
\] (28)

By the definition of $\hat{n}_e^\lambda$, $(\hat{\theta}^\lambda, \lambda_s)$ is a solution of this system. It means this system of linear equations \cite{28} has a solution. Since \cite{28} has a solution, the determinant of matrix $\hat{\Gamma}_{[s+2], [s] \cup \{p, \ast\}}$ is 0 where $\hat{\Gamma}_{[s+2], [s] \cup \{p, \ast\}}$ is the $(s + 2)$-by-$(s + 2)$ matrix that the rows are indexed by $[s + 2]$ and the columns are indexed by $[s] \cup \{p, \ast\}$ and the $(r, c)$-entry is $\frac{1}{n} \langle X_r, X_c \rangle$ for $r \in [s + 2]$, $c \in [s] \cup \{p\}$, i.e.

$$\hat{\Gamma}_{[s+2], [s] \cup \{p, \ast\}} = \begin{bmatrix}
\frac{1}{n} \langle X_1, X_1 \rangle & \cdots & \frac{1}{n} \langle X_1, X_s \rangle & \frac{1}{n} \langle X_1, X_p \rangle & \text{sign}(G_{X,1}(\hat{\theta}^\lambda)) \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{1}{n} \langle X_{s+2}, X_1 \rangle & \cdots & \frac{1}{n} \langle X_{s+2}, X_s \rangle & \frac{1}{n} \langle X_{s+2}, X_p \rangle & \text{sign}(G_{X,s+2}(\hat{\theta}^\lambda))
\end{bmatrix}.$$

Now, we project $X_p$ onto the subspace spanned by $\{X_1, X_2, \ldots, X_{s+2}\}$ and write the projection as $\sum_{j=1}^{s+2} \alpha_j X_j$ for some $\alpha_j$. Plugging it into $\det(A) = 0$ and using the properties of determinant, we have

$$\alpha_{s+1} \det(\hat{\Gamma}_{[s+2], [s] \cup \{s+1, \ast\}}) + \alpha_{s+2} \det(\hat{\Gamma}_{[s+2], [s] \cup \{s+2, \ast\}}) = 0$$ (29)

where

$$\hat{\Gamma}_{[s+2], [s] \cup \{j, \ast\}} = \begin{bmatrix}
\frac{1}{n} \langle X_1, X_1 \rangle & \cdots & \frac{1}{n} \langle X_1, X_s \rangle & \frac{1}{n} \langle X_1, X_j \rangle & \text{sign}(G_{X,1}(\hat{\theta}^\lambda)) \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
\frac{1}{n} \langle X_{s+2}, X_1 \rangle & \cdots & \frac{1}{n} \langle X_{s+2}, X_s \rangle & \frac{1}{n} \langle X_{s+2}, X_j \rangle & \text{sign}(G_{X,s+2}(\hat{\theta}^\lambda))
\end{bmatrix}$$

for $j = \{s + 1, s + 2\}$.

Note that, conditioned on $X_1, \ldots, X_{s+2}$, $\alpha_{s+1}, \alpha_{s+2}$ are distributed as Gaussian if $n > s + 2$. If one of $\det(\hat{\Gamma}_{[s+2], [s] \cup \{s+1, \ast\}})$ and $\det(\hat{\Gamma}_{[s+2], [s] \cup \{s+2, \ast\}})$ is not zero, the expression $\alpha_{s+1} \det(\hat{\Gamma}_{[s+2], [s] \cup \{s+1, \ast\}}) + \alpha_{s+2} \det(\hat{\Gamma}_{[s+2], [s] \cup \{s+2, \ast\}})$ is distributed as Gaussian conditioned on $X_1, \ldots, X_{s+2}$ and hence is non-zero almost surely which contradicts \cite{28}. Therefore, $|\hat{n}_e^G| \leq |\hat{n}_e^\lambda| + 1$.

It remains to show that $\frac{\det(\hat{\Gamma}_{[s+2], [s] \cup \{s+2, \ast\}})}{\det(\hat{\Gamma}_{[s+2]})}$ is the $(s + 2)$-th entry of $\hat{\Gamma}_{[s+2]^{-1}}$ where $\hat{\Gamma}_{[s+2]}$ is the $(s + 2)$-by-$(s + 2)$ matrix whose
We now examine it for where $\lambda > 0$. By the block matrix calculation, we have

$$(\widehat{\Gamma}^{-1}_{[s+2]}q_{[s+2]})_{s+2} = \frac{q_{s+2} - \widehat{u}^\top \widehat{\Gamma}^{-1}_{[s+1]}q_{[s+1]}}{\widehat{\Gamma}^{-1}_{s+2,s+2} - \widehat{u}^\top \widehat{\Gamma}^{-1}_{[s+1]}\widehat{u}}$$

where $\widehat{u}$ is the $(s+1)$-dimensional vector whose $i$-th entry is $\frac{1}{n}(X_{r,c}^i, X_{r,c})$ for $r,c \in [s+2]$ and $q_{[s+2]}$ is the $(s+2)$-dimensional vector whose $i$-th entry is $\text{sign}(G_{X,i})$ for $i \in [s+2]$. Note that $\det(\widehat{\Gamma}_{[s+2]}) \neq 0$ almost surely if $n > s+2$. Therefore, $\det(\widehat{\Gamma}_{[s+2],[s]∪(s+2,s)}) \neq 0$.

\[\square\]

### C.3 Proof of Lemma 10

**Lemma 10.** For a sufficiently small $|\delta|$, suppose $\theta = \hat{\theta}^{\lambda^*} + \delta\theta' \in L$ where $\theta'$ is defined in (19). Then, $\theta$ is a Lasso solution for some penalty $\lambda > 0$.

**Proof.** To use Lemma 7, we examine $G_{X,i}(\hat{\theta}^{\lambda^*} + \delta\theta')$ for any $i$ and we need to check the two cases of coordinates of $\hat{\theta}^{\lambda^*} + \delta\theta'$ being non-zero or not in Lemma 7 which correspond to $i \in [s]$ and $i \notin [s]$. We first examine it for $i \in [s]$. By direct calculation, we have

$$G_{X,i}(\hat{\theta}^{\lambda^*} + \delta\theta') = \frac{1}{n}(X_p - \sum_{j=1}^{p-1}(\hat{\theta}_j^{\lambda^*} + \delta\theta_j')X_j, X_i) = q_i(\lambda^* + \delta)$$

for $i \in [s]$ (31)

where $q_i$ is the $i$-th entry of $q_{[s]}$.

We now examine it for $i \notin [s]$. By direct calculation, we have

$$|G_{X,i}(\hat{\theta}^{\lambda^*} + \delta\theta')| = \left|\frac{1}{n}(X_p - \sum_{j=1}^{p-1}\hat{\theta}_j^{\lambda^*}X_j, X_i)\right|$$

$$\leq \left|\frac{1}{n}(X_p - \sum_{j=1}^{p-1}\hat{\theta}_j^{\lambda^*}X_j, X_i)\right| + C \cdot |\delta|$$

$$= |G_{X,i}(\hat{\theta}^{\lambda^*})| + C \cdot |\delta|$$

for $i \notin [s]$ (32)

where $C = |\sum_{j=1}^{p-1}\theta_j'(X_j, X_i)|$. If we combine with the fact that $|G_{X,i}(\hat{\theta}^{\lambda^*})| < \lambda^*$ for $i \notin [s]$, for a sufficiently small $|\delta|$, we have

$$|G_{X,i}(\hat{\theta}^{\lambda^*} + \delta\theta')| < |G_{X,i}(\hat{\theta}^{\lambda^*})| + C \cdot |\delta| < \lambda^* + \delta.$$  

Using Lemma 7 with (31) and (32), we conclude that $\hat{\theta}^{\lambda^*} + \delta\theta'$ is a Lasso solution for $\lambda = \lambda^* + \delta$ for a sufficiently small $|\delta|$.

\[\square\]

### C.4 Proof of Lemma 11

**Lemma 11.** For a sufficiently small $|\delta|$, suppose $\bar{\theta} = \hat{\theta}^{\lambda^*} + \delta \cdot \text{sign}(Q)\theta' \in R_1$ for $\delta \geq 0$ and $\bar{\theta} = \hat{\theta}^{\lambda^*} + \delta \cdot \text{sign}(Q)\theta'' \in R_2$ for $\delta < 0$ where $\theta'$ and $\theta''$ are defined in (19) and (20) respectively. Then, $\bar{\theta}$ is a Lasso solution for some penalty $\lambda > 0$. 

We now analyze $G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta')$ when $\delta \geq 0$ and $G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta'')$ when $\delta < 0$ for any $i$.

We first analyze $G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta')$ when $\delta \geq 0$ and the analysis is similar to the analysis in Lemma \[10\]. We need to check the two cases of coordinates of $\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta'$ being non-zero or not which correspond to $i \in [s]$ and $i \notin [s]$. For $i \in [s]$, by the same calculation as in Lemma \[10\] we have

$$G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta') = q_i(\lambda_s + \delta \cdot \text{sign}(Q))$$

for $i \in [s]$. \[33\]

For $i \notin [s]$, we further split into two cases: $i \notin [s+1]$ and $i = s + 1$. For $i \notin [s+1]$, by the same calculation as in Lemma \[10\] we have

$$|G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta')| \leq |G_{X,i}(\hat{\theta}^{\alpha_s})| + C \cdot |\delta|.$$ \[34\]

where $C = |\sum_{j=1}^{s-1} \theta_j'(X_j, X_i)|$ and hence

$$|G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \theta')| < \lambda_s + \delta \cdot \text{sign}(Q)$$

for a sufficiently small $|\delta|$. For $i = s + 1$, we have

$$G_{X,s+1}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta')$$

$$= q_{s+1} \lambda_s + \delta \cdot \text{sign}(Q) \sum_{j=1}^{s} \theta_j' \frac{1}{n}(X_j, X_{s+1})$$

$$= q_{s+1} \left( \lambda_s + \delta \cdot \text{sign}(Q) - \delta \cdot \text{sign}(Q) \left( 1 - q_{s+1} \sum_{j=1}^{s} \theta_j' \frac{1}{n}(X_j, X_{s+1}) \right) \right)$$

$$= q_{s+1} \left( \lambda_s + \delta \cdot \text{sign}(Q) - \text{sign}(Q)Q \cdot \delta \right)$$

and hence, using the fact that $\text{sign}(Q)Q = |Q| > 0$ and $\delta \geq 0$,

$$|G_{X,s+1}(\hat{\theta}^{\alpha_s} + \delta \theta')| = \lambda_s + \delta \cdot \text{sign}(Q) - |Q| \cdot \delta \leq \lambda_s + \delta \cdot \text{sign}(Q)$$

for a sufficiently small $|\delta|$. Using Lemma \[7\] with \[33\], \[34\] and \[35\], we conclude that $\hat{\theta} + \delta \cdot \text{sign}(Q)\theta'$ is a Lasso solution for $\lambda = \lambda_s + \delta \cdot \text{sign}(Q)$ for a sufficiently small $|\delta|$ and $\delta \geq 0$.

We now analyze $G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta'')$ when $\delta < 0$. We need to check the two cases of coordinates of $\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta''$ being non-zero or not which correspond to $i \in [s+1]$ and $i \notin [s+1]$. For $i \in [s+1]$, by a similar calculation as in Lemma \[10\] we have

$$G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta'') = q_i(\lambda_s + \delta \cdot \text{sign}(Q))$$

for $i \in [s+1]$. \[36\]

We further split into two cases: $i \in [s]$ and $i = s + 1$. For $i \in [s]$, we note that $q_i = \text{sign}(\hat{\theta}_i^{\alpha_s}) = \text{sign}(\hat{\theta}_i^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta''_{i+1})$ for a sufficiently small $|\delta|$. For $i = s + 1$, we check that $\hat{\theta}^{\alpha_s}_{s+1} + \delta \cdot \text{sign}(Q)\theta''_{s+1} = \delta \cdot \text{sign}(Q)\theta''_{s+1}$ by the assumption on $\hat{\theta}^{\alpha_s}$. From the definition of $\theta''$ in \[20\] and direct block matrix calculation, we have

$$\theta''_{s+1} = \frac{-q_{s+1}(1 - q_{s+1})\hat{\Gamma}_{s+1,s+1}^{-1} \hat{\Gamma}_{s+1,s+1}^{-1} \hat{\Gamma}_{s+1,s+1}}{\hat{\Gamma}_{s+1,s+1}^{-1} - \hat{\Gamma}_{s+1,s+1}}$$

where $\hat{\Gamma}$ is the $s$-dimensional vector whose $i$-th entry is $\hat{\Gamma}_{i,s+1} = \frac{1}{n}(X_i, X_{s+1})$ for $i \in [s]$. Since the denominator $\hat{\Gamma}_{s+1,s+1} - \hat{\Gamma}_{s+1} \hat{\Gamma}_{s+1}^{-1} \hat{\Gamma}_{s+1}$ is positive, $\text{sign}(Q)Q = |Q| > 0$ and $\delta < 0$, we have

$$\text{sign}(\hat{\theta}_i^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta''_{i+1}) = \text{sign}(\delta \cdot \text{sign}(Q)\theta''_{i+1}) = q_{s+1}.$$ \[37\]

For $i \notin [s+1]$, by a similar calculation as in Lemma \[10\] we have

$$|G_{X,i}(\hat{\theta}^{\alpha_s} + \delta \cdot \text{sign}(Q)\theta'')| \leq |G_{X,i}(\hat{\theta}^{\alpha_s})| + C_1 \cdot |\delta|.$$ \[38\]
where $C_1 = |\sum_{j=1}^{p-1} \theta_j'' \langle X_j, X_i \rangle|$ and hence

$$|G_{X,j}(\hat{\theta}^{\lambda} + \delta \cdot \text{sign}(Q)\theta'')| < \lambda_* + \delta \cdot \text{sign}(Q)$$

(38)

for a sufficiently small $|\delta|$. Using Lemma 7 with (36), (37) and (38), we conclude that $\hat{\theta}^{\lambda} + \delta \cdot \text{sign}(Q)\theta''$ is a Lasso solution for $\lambda = \lambda_* + \delta \cdot \text{sign}(Q)$ for a sufficiently small $|\delta|$ and $\delta < 0$.

C.5 Proof of Lemma 12

**Lemma 12.** For any $\lambda > 0$ and any $Z \in \mathbb{R}^{n \times p}$, $X \in \mathbb{R}^{n \times p}$, we have

$$|Q(\lambda, X) - Q_Z(\lambda, X)| = O(\varepsilon' \cdot (1 + \|\hat{\theta}^{\lambda_*}X\|_1)^2).$$

**Proof.** By the definition of $Q(\lambda, X)$ and $Q_Z(\lambda, X)$, we have

$$Q(\lambda, X) - Q_Z(\lambda, X) = \frac{1}{2} E(Y_p - \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_j Y_j)^2 - \frac{1}{2n} \|Z_p - \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_j Z_j\|^2_2$$

$$= \frac{1}{2} E(Y_p^2 - 2Y_p \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_j Y_j + \sum_{i=1}^{p-1} \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_i \hat{\theta}^\lambda X_j Y_i Y_j) - \frac{1}{2} \left(\frac{1}{n} \langle Z_p, Z_p \rangle - 2 \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_j \frac{1}{n} \langle Z_p, Z_j \rangle + \sum_{i=1}^{p-1} \sum_{j=1}^{p-1} \hat{\theta}^\lambda X_i \hat{\theta}^\lambda X_j \frac{1}{n} \langle Z_i, Z_j \rangle\right)$$

Recall that $|E(Y_i Y_i) - \frac{1}{n} \langle Z_i, Z_i \rangle| < \varepsilon'$. Hence, we have

$$|Q(\lambda, X) - Q_Z(\lambda, X)| < \varepsilon' \cdot (1 + \|\hat{\theta}^{\lambda_*}X\|_1)^2$$

C.6 Proof of Lemma 13

**Lemma 13.** For any $\lambda > 0$ and any matrix $X \sim \mathcal{N}(0, \Sigma)$, we have

$$\|\hat{\theta}^\lambda X\|_1 \leq O(\sqrt{p} \kappa(\Sigma))$$

with probability $1 - O(e^{-\Omega(n)})$. Recall that $\kappa(\Sigma)$ is the condition number of $\Sigma$.

**Proof.** It is easy to see that

$$\|\hat{\theta}^\lambda X\|_1 \leq \|\hat{\theta}^0 X\|_1 = \|\hat{\Gamma}^{-1} \hat{v}\|_1.$$  

Furthermore,

$$\|\hat{\Gamma}^{-1} \hat{v}\|_1 \leq \sqrt{p} \|\hat{\Gamma}^{-1} \hat{v}\|_2 \leq \sqrt{p} \|\hat{\Gamma}^{-1}\|_2 \|\hat{\Gamma}\|_2$$

where $\hat{v}$ is the $(p - 1)$-dimensional vector whose $i$-th entry is $\frac{1}{n} \langle X_i, X_p \rangle$ for $i \in [p - 1]$.

By matrix Chernoff bound, we have

$$\|\hat{\Gamma} - \Gamma\|_2 < O(\|\Gamma\|_2) \quad \text{and} \quad \|\hat{v} - v\|_2 < O(\|v\|_2)$$

with probability $1 - O(e^{-\Omega(n)})$. Hence, we have

$$\|\hat{\theta}^\lambda X\|_1 \leq O(\sqrt{p} \|\Gamma^{-1}\|_2 \|v\|_2) \leq O(\sqrt{p} \kappa(\Sigma)).$$

□
C.7 Proof of Lemma 14

Lemma 14. For any $\lambda > 0$ and any matrices $X, Z \sim N(0, \Sigma)$, we have

$$||\hat{\lambda}X||_1 - ||\hat{\lambda}Z||_1| \leq O\left(\sqrt{\varepsilon' \cdot \frac{p^2\kappa(\Sigma)^2}{\sigma_{\min}(\Sigma)}}\right) \quad \text{and} \quad \lambda \leq O\left(\sqrt{p\sigma_{\max}(\Sigma)\kappa(\Sigma)}\right)$$

as long as $\lambda$ is not too large such that $\hat{\lambda} \neq 0$.

Proof. For any $\lambda > 0$ and any matrix $X, Z \in \mathbb{R}^{n \times p}$, define

$$F_{\lambda,X}(\theta) := \frac{1}{2n}||X_p - \sum_{j=1}^{p-1} \theta_j X_j||^2 + \lambda||\theta||_1.$$ 

For any $\theta \in \mathbb{R}^{p-1}$, By Taylor expansion, we have

$$F_{\lambda,X}(\theta) = F_{\lambda,X}(\hat{\lambda}X) + \nabla F_{\lambda,X}(\hat{\lambda}X)\top(\theta - \hat{\lambda}X) + \frac{1}{2}(\theta - \hat{\lambda}X)\top \nabla^2 F_{\lambda,X}(\hat{\lambda}X)(\theta - \hat{\lambda}X).$$

Note that $\nabla F_{\lambda,X}(\hat{\lambda}X)\top(\theta - \hat{\lambda}X) \geq 0$; otherwise it contradicts the fact that $\hat{\lambda}X$ is $\arg\min_{\theta \in \mathbb{R}^{p-1}} F_{\lambda,X}(\theta)$. It means that

$$F_{\lambda,X}(\theta) \geq F_{\lambda,X}(\hat{\lambda}X) + \frac{1}{2}(\theta - \hat{\lambda}X)\top \nabla^2 F_{\lambda,X}(\hat{\lambda}X)(\theta - \hat{\lambda}X)$$

$$\geq F_{\lambda,X}(\hat{\lambda}X) + \frac{1}{2}\sigma_{\min}(\hat{\Gamma})||\theta - \hat{\lambda}X||^2_2.$$ 

By matrix Chernoff bound, we have

$$||\hat{\Gamma} - \Gamma||_2 < O(||\Gamma||_2)$$

with probability $1 - O(e^{-\Omega(n)})$. Namely, we have

$$F_{\lambda,X}(\theta) \geq F_{\lambda,X}(\hat{\lambda}X) + \Omega\left(\sigma_{\min}(\Gamma) \cdot ||\theta - \hat{\lambda}X||^2_2\right)$$

$$\geq F_{\lambda,X}(\hat{\lambda}X) + \Omega\left(\frac{\sigma_{\min}(\Gamma)}{p} \cdot ||\theta - \hat{\lambda}X||^2_1\right). \quad (39)$$

On the other hand,

$$F_{\lambda,X}(\hat{\lambda}Z) = Q_X(\lambda, Z) + \lambda||\hat{\lambda}Z||_1$$

$$\leq Q_Z(\lambda, Z) + O(\varepsilon' p \kappa(\Sigma)^2) + \lambda||\hat{\lambda}Z||_1$$

$$\leq Q_Z(\lambda, X) + O(\varepsilon' p \kappa(\Sigma)^2) + \lambda||\hat{\lambda}X||_1$$

$$\leq Q_X(\lambda, X) + O(\varepsilon' p \kappa(\Sigma)^2) + \lambda||\hat{\lambda}X||_1$$

$$= F_{\lambda,X}(\hat{\lambda}X) + O(\varepsilon' p \kappa(\Sigma)^2) \quad \text{recall the definition of } F_{\lambda,X} \text{ and } Q_X.$$ 

Plugging (40) into (39) with $\theta = \hat{\lambda}Z$, we have

$$||\hat{\lambda}Z - \hat{\lambda}X||^2_1 \leq O(\varepsilon' \cdot \frac{p^2\kappa(\Sigma)^2}{\sigma_{\min}(\Sigma)}).$$

or

$$||\hat{\lambda}Z||_1 - ||\hat{\lambda}X||_1 \leq O\left(\sqrt{\varepsilon' \cdot \frac{p^2\kappa(\Sigma)^2}{\sigma_{\min}(\Sigma)}}\right).$$
Let $C$. We now multiple the both sides of (41) by $\lambda$ where $M$ is some values whose absolute value is less than 1.

For any $i$, $\lambda$ is a positive definite matrix which means $\Gamma$ is the $s$-by-$s$ submatrix of $\Gamma$ in (1) whose indices are in $[s]$.

Let $\theta^\Delta = \hat{\theta}^\lambda - \theta^*$.

Let $C$ be the event of $\{q_{[s]} \Gamma_{[s]}^{-1} \Gamma_{[s]} \theta^\Delta \leq \frac{1}{\sqrt{n}} \Omega(\kappa(\Sigma)) \}$. Then, we have

$\Pr_{X \sim \mathcal{N}(0, \Sigma)}(\hat{\theta}^\lambda = [s] \land C) \leq O \left( 2^{s} \cdot \left( p^{-\Omega(n)} + sp^{-\Omega(n)} \right) \right)$. 

Proof. From Lemma 7 we have

$$
\begin{cases}
\text{if } i \in [s], \text{ then } G_{X,i}(\hat{\theta}^\lambda) = \frac{1}{n}(X_p - \sum_{j=1}^{p-1} \hat{\theta}_j^\lambda X_j, X_i) = \text{sign}(\hat{\theta}_i^\lambda) \lambda_i \\
\text{if } i \notin [s], \text{ then } G_{X,i}(\hat{\theta}^\lambda) = \frac{1}{n}(X_p - \sum_{j=1}^{p-1} \hat{\theta}_j^\lambda X_j, X_i) = \lambda_i^*_i
\end{cases}
$$

where $\lambda_i^*_i$ are some values whose absolute value is less than $\lambda_i$, i.e. $|\lambda_i^*_i| \leq \lambda_i$. Let $\hat{w}$ be the $(p-1)$-dimensional vector whose $i$-th entry is $\frac{1}{n}(X_p - \sum_{j=1}^{p-1} \hat{\theta}_j^\lambda X_j, X_i)$ for $i \in [p-1]$ and $z$ be the $(p-1)$-dimensional vector whose $i$-th entry is $\text{sign}(\hat{\theta}_i^\lambda) \lambda_i$ for $i \in [s]$ or $\lambda_i^*_i$ for $i \notin [s]$. We can write it in the matrix form.

\[
\begin{align*}
\hat{w} - \hat{\Gamma} \theta^\Delta &= z \\
(41)
\end{align*}
\]

Recall that $\Gamma$ is a positive definite matrix which means $\Gamma$ can be decomposed as

$$\Gamma = HH^\top$$

for some matrix $H$.

We now multiple the both sides of (41) by $H^{-1}$ and we have

$$H^{-1} \hat{w} - H^{-1} \hat{\Gamma} \theta^\Delta = H^{-1} z. \quad (42)$$

for any $H$ that satisfies $\Gamma = HH^\top$. 

C.8 Proof of Lemma 15

Lemma 15. Recall that

- $q_{[s]}$ is the $s$-dimensional vector whose $i$-th entry is $\text{sign}(\hat{\theta}_i^\lambda)$ for $i \in [s]$.
- $\hat{\Gamma}_{[s]}$ is the $s$-by-$s$ matrix whose $(r, c)$-entry is $\frac{1}{n}(X_r, X_c)$ for $r, c \in [s]$.
- $\Gamma_{[s]}$ is the $s$-by-$s$ submatrix of $\Gamma$ in (1) whose indices are in $[s]$.
- $\theta^\Delta = \hat{\theta}^\lambda - \theta^*$.
Note that there are infinitely many such decomposition by introducing an orthonormal matrix, i.e.
\[ \Gamma = HU(HU)^\top \] for some orthonormal matrix \( U \).

In other words, we can always introduce an orthonormal matrix to ensure \( H \) satisfies certain properties. We now multiple both sides by \((HU)^{-1}\) and we have
\[ (HU)^{-1}\hat{w} - (HU)^{-1}\hat{\theta}^\Delta = (HU)^{-1}z \] (43)

There exists an orthonormal matrix \( U \) such that
\[ ((HU)^{-1})_{r,c} = 0 \text{ for } r \in [s] \text{ and } c \notin [s] \]
\[ ((HU)^{-1}z)_i \text{ are positive and the same for } i \in [s]. \] (44)

That is,
\[ (HU)^{-1} = \begin{bmatrix}
* & O_{s \times (p-1-s)} \\
* & *
\end{bmatrix} \text{ and } (HU)^{-1}z = \frac{1}{\sqrt{s}}\|((HU)^{-1}z)_s\|_2 \begin{bmatrix}
1 \\
\vdots \\
1 \\
* \\
\vdots \\
*
\end{bmatrix} \]

where \( O_{s \times (p-1-s)} \) is the \( s \)-by-\( (p-1-s) \) zero matrix and \((HU)^{-1}z)_s\) is the \( s \)-dimensional subvector of \((HU)^{-1}z\) whose indices are in \([s]\). Note that \( U \) depends on the samples by the second condition. Moreover, by the first condition, \( U \) only depends on \( \text{sign}(\hat{\theta}^\Delta) \) for \( i \in [s] \). Hence, there are \( 2^s \) possibilities and we will take union bound over all of them.

Let \( H' \) be \( HU \) such that \( U \) satisfies (44). Observe that
\[ \| (H'^{-1}z)_{-s} \|_2^2 = \sum_{j=s+1}^{p-1} (H'^{-1}z)_j^2 \]
where \((H'^{-1}z)_{-s}\) is the \((p-1-s)\)-dimensional subvector of \( H'^{-1}z \) whose indices are not in \([s]\). Then, there are at least \( p-\frac{s}{2} \) of \((H'^{-1}z)_j^2 \) less than \( \frac{1}{p-1-s}\| (H'^{-1}z)_{-s} \|_2^2 \). Also, we can bound the term \( \| (H'^{-1}z)_{-s} \|_2 \) by
\[ \| (H'^{-1}z)_{-s} \|_2 \leq \| H'^{-1} \|_2 \cdot \| z \|_2 \leq \sigma_{\text{max}}(H'^{-1}) \cdot \sqrt{p-1}\lambda_s = \sqrt{\frac{p-1}{\sigma_{\text{min}}(\Gamma)} \lambda_s}. \]

In other words, at least \( \frac{p-1-s}{2} \) of \( i \notin [s] \) such that
\[ (H'^{-1}z)_i \leq \sqrt{\frac{2(p-1)}{p-1-s} \frac{1}{\sigma_{\text{min}}(\Gamma)} \lambda_s} \]

On the other hand, all of \((H'^{-1}z)_i\) are positive and the same for \( i \in [s] \) and hence
\[ (H'^{-1}z)_i = \frac{1}{\sqrt{s}}\| (H'^{-1}z)_s \|_2 = \frac{1}{\sqrt{s}}\| (H'^{-1)z_s}_s \|_2 \] by (44)
\[ \geq \frac{1}{\sqrt{s}}\sigma_{\text{min}}(H'^{-1}) \| z_s \|_2 \]
\[ = \sqrt{\frac{1}{\sigma_{\text{max}}(\Gamma)} \lambda_s} \] (45)

where \((H'^{-1})_s\) is the \( s \)-by-\( s \) submatrix of \( H'^{-1} \) whose indices are in \([s]\) and \((H'^{-1}z)_s\) (resp. \( z_s \)) is the \( s \)-dimensional subvector of \( H'^{-1}z \) (resp. \( z \)) whose indices are in \([s]\).
From \cite{[43]}, we have at least \( \frac{e^{-1-s}}{2} \) of \( j \notin [s] \) such that, for all \( i \in [s] \),

\[
(H^{*-1}_i \bar{w} - H^{*-1}_i \hat{\Gamma} H^{*-\top}_i \theta \Delta) \geq \eta \cdot (H^{*-1}_i \bar{w} - H^{*-1}_i \hat{\Gamma} H^{*-\top}_i \theta \Delta) 
\]

(46)

where \( \eta = \sqrt{\frac{e^{-1-s}}{2\pi \kappa^2}} \) and \( \kappa(\Gamma) \) is the condition number of \( \Gamma \), i.e. \( \kappa(\Gamma) = \frac{\sigma_{\max}(\Gamma)}{\sigma_{\min}(\Gamma)} \).

By matrix Chernoff bound, we have

\[
\| \hat{\Gamma}_{[s]} - \Gamma_{[s]} \|_2 < t\| \Gamma_{[s]} \|_2 
\]

(47)

with probability \( 1 - O(e^{-\Omega(s^2n)}) \) for any \( t > 0 \). Here, \( \Gamma_{[s]} \) (resp. \( \hat{\Gamma}_{[s]} \)) is the \( s \)-by-\( s \) submatrix of \( \Gamma \) (resp. \( \hat{\Gamma} \)) whose indices are in \( [s] \). By Weyl's inequality, we further have

\[
\| \hat{\Gamma}_{[s]} - I_{[s]} \|_2 \leq \| \Gamma_{[s]} - \hat{\Gamma}_{[s]} \|_2 \| \hat{\Gamma}_{[s]}^{-1} \|_2 \leq t\| \Gamma_{[s]} \|_2 \cdot \frac{1}{1 - t\kappa(\Gamma)} \| \hat{\Gamma}_{[s]}^{-1} \|_2 = \frac{t\kappa(\Gamma)}{1 - t\kappa(\Gamma)}.
\]

which implies that

\[
\| \Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} - I_{[s]} \|_2 \leq \| \Gamma_{[s]} - \hat{\Gamma}_{[s]} \|_2 \| \hat{\Gamma}_{[s]}^{-1} \|_2 \leq t\| \Gamma_{[s]} \|_2 \cdot \frac{1}{1 - t\kappa(\Gamma)} \| \hat{\Gamma}_{[s]}^{-1} \|_2 = \frac{t\kappa(\Gamma)}{1 - t\kappa(\Gamma)}.
\]

Let \( H'_{[s]} \) be the \( s \)-by-\( s \) submatrix of \( H' \) whose indices are in \( [s] \) and \( z_{[s]} \) be the \( s \)-dimensional subvector of \( z \) whose indices are in \( [s] \). Now, we have

\[
| (H'_{[s]}^{-1} \Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} z_{[s]})_i - (H'_{[s]}^{-1} z_{[s]})_i | \leq \| H'_{[s]}^{-1} (\Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} - I) z_{[s]} \|_2 \\
\leq \| H'_{[s]}^{-1} \|_2 \| (\Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} - I) \|_2 \| z_{[s]} \|_2 \\
\leq \sqrt{\frac{1}{\sigma_{\min}(\Gamma)} \cdot \frac{t\kappa(\Gamma)}{1 - t\kappa(\Gamma)} \cdot \sqrt{s}\lambda}.
\]

If we pick \( t = \frac{1}{\kappa(\Gamma)(1 + \sqrt{\kappa(\Gamma)^3})} = \Theta\left( \frac{1}{\sqrt{n(\Gamma)^3}} \right) \) then we have

\[
| (H'_{[s]}^{-1} \Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} z_{[s]})_i - (H'_{[s]}^{-1} z_{[s]})_i | \leq \frac{\lambda}{50 \sqrt{\sigma_{\max}(\Gamma)}} \\
\leq \frac{1}{50} (H'_{[s]}^{-1} z_{[s]})_i \quad \text{recall that, from } \cite{[45]}, (H'_{[s]}^{-1} z_{[s]})_i = (H'_{[s]}^{-1} z)_i \geq \frac{1}{\sigma_{\max}(\Gamma)} \lambda \text{ for } i \in [s] \quad (49)
\]

with probability \( 1 - O(e^{-\Omega(s^2n)}) \).

Now, we can analyze the event \( C \) which is \( | q_{[s]} \hat{\Gamma}_{[s]}^{-1} \Gamma_{[s]} \theta \Delta \|_{[s]} \| \leq \frac{1}{100 \sqrt{s\sigma_{\max}(\Gamma)}} \sqrt{q_{\Delta}^\top \Gamma_{[s]} \theta_{[s]}}. \) Note that

\[
\lambda \cdot q_{[s]} \hat{\Gamma}_{[s]}^{-1} \Gamma_{[s]} \theta \Delta = \lambda \cdot q_{[s]} \hat{\Gamma}_{[s]}^{-1} \Gamma_{[s]} H'_{[s]}^{-\top} H'_{[s]} \Gamma_{[s]} \theta \Delta \\
= \lambda \cdot \sum_{j=1}^{s} (H'_{[s]}^{-1} \Gamma_{[s]} \hat{\Gamma}_{[s]}^{-1} q_{[s]})_j (H'_{[s]} \theta \Delta)_j \\
\leq \sum_{j \in I_+} \frac{51}{50} (H'_{[s]}^{-1} z_{[s]})_j (H'_{[s]} \theta \Delta)_j + \sum_{j \in I_-} \frac{49}{50} (H'_{[s]}^{-1} z_{[s]})_j (H'_{[s]} \theta \Delta)_j
\]
where $I_+$ (resp. $I_-$) is the subset of $[s]$ that $(H'_{[s]}\theta_\Delta_{[s]})_j$ is larger (resp. smaller) than 0 for $j \in I_+$ (resp. $j \in I_-$). Recall that $(H'_{[s]}\theta_\Delta_{[s]})_j = \frac{1}{\sqrt{s}}\|H'_{[s]}z_{[s]}\|_2$ for all $j \in [s]$ and hence
\[
\lambda_s \cdot q_s \hat{\Gamma}_s^{-1} \Gamma_s \theta_\Delta_s \leq \frac{1}{\sqrt{s}}\|H'_{[s]}z_{[s]}\|_2 \left( \sum_{j \in I_+} \frac{51}{50} (H'_{[s]}\theta_\Delta_{[s]})_j + \sum_{j \in I_-} \frac{49}{50} (H'_{[s]}\theta_\Delta_{[s]})_j \right) \tag{50}
\]

On the other hand, note that \( \frac{\lambda_s}{\sqrt{s}\sigma_{\max}(\hat{\Gamma})} \leq \frac{1}{\sqrt{s}}\|H'_{[s]}z_{[s]}\|_2 \) and \( \sqrt{\theta_\Delta_{[s]}^\top \Gamma_s \theta_\Delta_{[s]}} = \|H'_{[s]}\theta_\Delta_{[s]}\|_2 \leq \sqrt{s} \max(i_0, |(H'_{[s]}\theta_\Delta_{[s]})_i|) \) where $i_0$ is the index such that $i_0 = \arg\max_{i \in I_+} |(H'_{[s]}\theta_\Delta_{[s]})_i|$ (the largest positive value) and $i_1$ is the index such that $i_1 = \arg\max_{i \in I_-} |(H'_{[s]}\theta_\Delta_{[s]})_i|$ (the largest negative value). We have
\[
\lambda_s \cdot q_s \hat{\Gamma}_s^{-1} \Gamma_s \theta_\Delta_s \geq - \frac{\lambda_s}{100\sqrt{s}\sigma_{\max}(\hat{\Gamma})} \sqrt{\theta_\Delta_{[s]}^\top \Gamma_s \theta_\Delta_{[s]}} \\
\geq - \frac{1}{100} \frac{1}{\sqrt{s}}\|H'_{[s]}z_{[s]}\|_2 \cdot \left( |(H'_{[s]}\theta_\Delta_{[s]})_i| + |(H'_{[s]}\theta_\Delta_{[s]})_i| \right) \tag{51}
\]
By comparing (50) and (51), we have
\[
- \frac{1}{100} \left( |(H'_{[s]}\theta_\Delta_{[s]})_i| + |(H'_{[s]}\theta_\Delta_{[s]})_i| \right) \leq \sum_{j \in I_+} \frac{51}{50} (H'_{[s]}\theta_\Delta_{[s]})_j + \sum_{j \in I_-} \frac{49}{50} (H'_{[s]}\theta_\Delta_{[s]})_j
\]
and it implies
\[
\sum_{j \in I_-} \left| \frac{(H'_{[s]}\theta_\Delta_{[s]})_j}{(H'_{[s]}\theta_\Delta_{[s]})_i} \right| < \frac{103}{97} s \tag{52}
\]
where $i_0$ is the index such that $i_0 = \arg\max_{i \in I_+} |(H'_{[s]}\theta_\Delta_{[s]})_i|$.

Recall that $\theta_\Delta_i = 0$ for $i \notin [s]$ and $(H'_{[s]})_r,c = 0$ for $r \notin [s]$ and $s \in [s]$. Then, we have
\[
H'^{-1} \hat{\Gamma} H'^{-T} H'^T \theta_\Delta = (H'^{-1} \hat{\Gamma} H'^{-T})_{[p-1],[s]} H'^{T} \theta_\Delta
\]
where $(H'^{-1} \hat{\Gamma} H'^{-T})_{[p-1],[s]}$ is the $(p-1)$-by-$s$ submatrix of $H'^{-1} \hat{\Gamma} H'^{-T}$ whose row indices are in $[p-1]$ and column indices are in $[s]$.

Moreover, recall that
\[
\hat{w}_i = \frac{1}{n} \left( X_p - \sum_{j=1}^{p-1} \theta_j^* X_j, X_i \right) = \frac{1}{n} X^T b
\]
and we can rewrite it as
\[
H^{-1} \hat{w} = \frac{1}{n} \sum_{j=1}^{n} b_j (X_{(j)})^T
\]
where $b$ is the $n$-dimensional vector $X_p - \sum_{j=1}^{p-1} \theta_j^* X_j$ and $X^{(i)}$ be the $i$-th row of $X$. Note that $H^{-1} X^{(i)}$ are distributed as $\mathcal{N}(0, I)$. Indeed, it is easy to check that
\[
E_{X \sim \mathcal{N}(0, \Sigma)} \left( H^{-1} X^{(i)} X^{(i)T} H^{-1} \right) = I \\
\text{for any } i \in [n]. \tag{53}
\]
Recall that $X^{(i)}$ is the $i$-th row of $X$. By (53), $H^{-1} X^{(i)}$ are distributed as $\mathcal{N}(0, I)$. Consider the entries of $(H'^{-1} \hat{\Gamma} H'^{-T})_{r,c}$ for $r \in [p-1]$ and $c \in [s]$. By Chernoff bound and union bound, for all $r \in [p-1]$ and $c \in [s]$, we have
\[
|((H'^{-1} \hat{\Gamma} H'^{-T})_{r,c} - 1_{r=c}) < t \tag{54}
\]
with probability $1 - O(spe^{-\Omega(t^2n)})$ for any $t > 0$. Here, $1_{r=c} = \begin{cases} 1 & \text{if } r = c \\ 0 & \text{if } r \neq c. \end{cases}$

Combining (54) and (52), there exists an index $i_0 \in [s]$ such that, for all $i \notin [s]$, we have

\[
(H^{-1}_t)^\top (H^{-1}_t)^\top H^{\top} \eta, \cdot (H^{-1}_t)^\top H^{\top} \eta, (i)_{i_0} - \eta \cdot (H^{-1}_t)^\top H^{\top} \eta, (i)_{i_0} = (H^{-1}_t)^\top (H^{-1}_t)^\top [p-1, i, [\theta^\Delta]], i_0 - \eta \cdot ((H^{-1}_t)^\top H^{\top} - [p-1, i, [\theta^\Delta]], i_0)
\]

\[
= \sum_{j=1}^{s} (H^{-1}_t)^\top (H^{-1}_t)^\top [j, [\theta^\Delta], i] - \eta \cdot \sum_{j=1}^{s} (H^{-1}_t)^\top (H^{-1}_t)^\top [i, [\theta^\Delta], j]
\]

\[
= (H^{-1}_t)^\top [i, [\theta^\Delta], i_0] \left( \sum_{j=1}^{s} (H^{-1}_t)^\top (H^{-1}_t)^\top [j, [\theta^\Delta], i] - \eta \cdot \sum_{j=1}^{s} (H^{-1}_t)^\top (H^{-1}_t)^\top [i, [\theta^\Delta], j] \right)
\]

\[
\geq (H^{-1}_t)^\top [i, [\theta^\Delta], i_0] \left( 1 - t - (ts - 1) + t \frac{103}{97} s \right) - \eta \cdot (ts + t \frac{103}{97} s)
\]

\[
\geq 0
\]

(55)

with probability $1 - O(spe^{-\Omega(n/2)})$ if we pick $t = \frac{1}{\sqrt{n}}$.

If we plug (55) into (46), there exists an index $i_0 \in [s]$ such that, for at least $\frac{p-1}{2}$ of $i \notin [s]$, we have

\[
(H^{-1}_t)^\top w)_{i_0} \geq \eta \cdot (H^{-1}_t)^\top w)_i.
\]

(56)

Recall that

\[
\hat{w}_i = \frac{1}{n} (X_p - \sum_{j=1}^{p-1} \theta^\top X_j, X_i) \quad \text{and} \quad H^{-1}_t \hat{w} = \sum_{j=1}^{n} b_j H^{-1}_t \theta^\top (X_j)^\top
\]

where $b$ is the $n$-dimensional vector $X_p - \sum_{j=1}^{p-1} \theta^\top X_j$. The entries of $b$ are distributed as $\mathcal{N}(0, a - \nu^\top \nu)$ independently and independent to the entries of $H^{-1}_t \theta^\top (X_j)^\top$ for $j \in [n]$. If we further rewrite (56) as

\[
\sum_{j=1}^{n} \frac{b_j}{\|b\|_2} \left( H^{-1}_t (X_j)^\top \right)_{i_0} \geq \eta \cdot \left( \sum_{j=1}^{n} \frac{b_j}{\|b\|_2} \left( H^{-1}_t (X_j)^\top \right)_{i} \right)
\]

Hence, we can view the term $\frac{b_j}{\|b\|_2}$ as a random projection and both side are just a Gaussian variable from $\mathcal{N}(0, 1)$. The probability of this event is

\[
\int_{-\infty}^{\infty} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{\frac{p-1}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx
\]

where $\text{erf}(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}y^2} dy$. To bound this probability, we first see that

\[
\text{erf} \left( \frac{x}{\eta} \right) = \int_{-\infty}^{\frac{x}{\eta}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}y^2} dy = 1 - \int_{\frac{x}{\eta}}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}y^2} dy \leq 1 - \text{O}(e^{-\text{O}(\frac{x^2}{\eta^2}))}
\]

Let $\xi$ be the value such that $\text{erf} \left( \frac{\xi}{\eta} \right) < 1 - \frac{1}{\sqrt{p}}$ which means $\xi = \Theta(\eta \sqrt{\log p})$. Then, the probability can be further expressed as

\[
\int_{-\infty}^{\infty} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{\frac{p-1}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx
\]

\[
= \int_{-\infty}^{\xi} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{\frac{p-1}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx + \int_{\xi}^{\infty} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{\frac{p-1}{2}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx.
\]
For the first term,
\[
\int_{-\infty}^{\xi} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{p-1-s} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx < \int_{-\infty}^{\xi} \left( 1 - \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} \right)^{p-1-s} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx
\]
\[
< e^{-\frac{1}{2}\xi^2}.\]

For the second term,
\[
\int_{\xi}^{\infty} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{p-1-s} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx < O(e^{-\Omega(\xi^2)}) = O(p^{-\Omega(\eta^2)}).
\]

By combining these two terms and recalling that \( \eta = \sqrt{\frac{p-1-s}{2(p-1)\kappa(1)}} \), we have
\[
\int_{-\infty}^{\infty} \left( \text{erf} \left( \frac{x}{\eta} \right) \right)^{p-1-s} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}x^2} dx \leq e^{-\frac{1}{2}\xi^2} + O(p^{-\Omega(\eta^2)}) \leq O(p^{-\Omega(\frac{1}{\kappa(1)} \eta^2)}). \tag{57}
\]

Finally, combining the failure probabilities in \((49), (55)\) and \((57)\) and taking union bound over all \(2^s\) choices of \(H'\) for satisfying \((44)\), we have
\[
\Pr_{X \sim \mathcal{N}(0, \Sigma)^n} (\hat{n}e^{\lambda_s} = [s] \wedge C) \leq O \left( 2^s \cdot \left( p^{-\Omega(\frac{1}{\kappa(1)} \eta^2)} + \text{spe}^{-\Omega(\frac{n}{\kappa(1)} \eta^2)} \right) \right)
\]
\[
\leq O \left( 2^s \cdot \left( p^{-\Omega(\frac{1}{\kappa(1)} \eta^2)} + \text{spe}^{-\Omega(\frac{n}{\kappa(1)} \eta^2)} \right) \right).
\]

\[ \Box \]

**C.9 Proof of Lemma 16**

**Lemma 16.** Recall that

- the event \( A \) is \( \text{sign}(Q)\theta^\top \Gamma (\hat{\theta}^\lambda_s - \theta^s) \geq 0 \)
- the event \( B \) is \( -\text{sign}(Q)\theta''^\top \Gamma (\hat{\theta}^\lambda_s - \theta^s) \geq 0 \)

where \( Q, \theta' \) and \( \theta'' \) are defined in \((21), (19)\) and \((20)\) respectively. Then, we have
\[
\Pr_{X \sim \mathcal{N}(0, \Sigma)^n} (\hat{n}e^{\lambda_s} = [s] \wedge A \wedge B) < O \left( 2^s \cdot \left( p^{-\Omega(\frac{1}{\kappa(1)} \eta^2)} + \text{spe}^{-\Omega(\frac{n}{\kappa(1)} \eta^2)} \right) \right).
\]

**Proof.** Recall that \( \theta^\Delta = \hat{\theta}^\lambda_s - \theta^s \). We first expand \( \theta''^\top \Gamma \theta^\Delta \). By the fact \( \theta^\lambda_i = 0 \) for \( i \notin [s] \) from \( ne^* = \hat{n}e^{\lambda_s} = [s] \) and the definition of \( \theta'' \) in \((20)\), we have
\[
\theta''^\top \Gamma \theta^\Delta = -q_{[s+1]}^\top \hat{\Gamma}^{-1}_{[s+1]} \hat{\Gamma}_{[s+1],[s]} \theta^\Delta
\]
where \( \hat{\Gamma}_{[s+1],[s]} \) is the \((s + 1)\)-by-\(s\) sub-matrix of \( \Gamma \) whose row indices are in \([s+1]\) and column indices are in \([s]\). By direct block matrix calculation, we have
\[
q_{[s+1]}^\top \hat{\Gamma}^{-1}_{[s+1]} \hat{\Gamma}_{[s+1],[s]} = q_{[s]}^\top \hat{\Gamma}^{-1}_{[s]} \hat{\Gamma}_{[s],[s]} + \frac{q_{[s]}^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \Gamma_{[s],[s]} - q_{s+1} \Gamma_{[s+1]-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top} \Gamma_{[s],[s]}}{\hat{\Gamma}_{[s+1],-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top}}
\]
\[
= q_{[s]}^\top \hat{\Gamma}^{-1}_{[s]} \hat{\Gamma}_{[s],[s]} - \hat{q}_{[s]}^\top \hat{\Gamma}_{[s],-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top} \Gamma_{[s],[s]} - q_{s+1} \hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \Gamma_{[s],[s]}
\]
\[
= q_{[s]}^\top \hat{\Gamma}_{[s],[s]} - q_{s+1} \hat{u}_s^\top \hat{\Gamma}_{[s],-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top} \Gamma_{[s],[s]} - q_{s+1} \hat{u}_s^\top \hat{\Gamma}_{[s],-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top} \hat{\Gamma}_{[s],[s]} + q_{s+1} \hat{u}_s^\top \hat{\Gamma}_{[s],-\hat{u}_s^\top \hat{\Gamma}^{-1}_{[s]} \hat{u}_s^\top} \hat{\Gamma}_{[s],[s]}\]
where \( \hat{u} \) (resp. \( u \)) is the \( s \)-dimensional vector whose \( i \)-th entry is \( \hat{\Gamma}_{i,s+1} \) (resp. \( \Gamma_{i,s+1} \)) for \( i \in [s] \). In other words, we have

\[
-\text{sign}(Q)\theta'^\top\Gamma\theta^\Delta = \text{sign}(Q)q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\Gamma_{[s]}\theta_{[s]} - \text{sign}(Q)q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\hat{u} - q_{s+1} \frac{1}{\hat{\Gamma}_{s+1} - \hat{u}\hat{\Gamma}_{[s]}^{-1}\hat{u}} (u^\top - \hat{u}^\top\hat{\Gamma}_{[s]}^{-1}\Gamma_{[s]}\theta_{[s]}).
\] (58)

By the fact \( \theta^\Delta_s = 0 \) for \( i \notin [s] \) from \( \text{ne}^* = \hat{\text{ne}}^\lambda = [s] \) and the definition of \( \theta' \) in (49), we have

\[
\theta'^\top\Gamma\theta^\Delta = -q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\Gamma_{[s]}\theta_{[s]}.
\]

We plug it into (58) and use the assumption that \( -\text{sign}(Q)\theta'^\top\Gamma\theta^\Delta \geq 0 \). Then, we have

\[
\text{sign}(Q)\theta'^\top\Gamma\theta^\Delta \leq -\text{sign}(Q)q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\hat{u} - q_{s+1} \frac{1}{\hat{\Gamma}_{s+1} - \hat{u}\hat{\Gamma}_{[s]}^{-1}\hat{u}} (u^\top - \hat{u}^\top\hat{\Gamma}_{[s]}^{-1}\Gamma_{[s]}\theta_{[s]}).
\] (59)

We now further bound the terms in the RHS.

By matrix Chernoff bound, we first have

\[
||\hat{\Gamma}_{[s+1]} - \Gamma_{[s+1]}||_2 < t||\Gamma_{[s+1]}||_2
\]

with probability \( 1 - O(e^{-\Omega(t^2\eta)}) \) for any \( t > 0 \). Here, \( \Gamma_{[s+1]} \) (resp. \( \hat{\Gamma}_{[s+1]} \)) is the \((s + 1)\)-by-(\(s + 1\)) submatrix of \( \Gamma \) (resp. \( \hat{\Gamma} \)) whose indices are in \([s + 1]\). By the similar argument as in (48), it implies

\[
||\hat{\Gamma}_{[s]}^{-1}||_2 - ||\Gamma_{[s]}^{-1}||_2 \leq tk(\Gamma)||\hat{\Gamma}_{[s]}^{-1}||_2,
\]

\[
||\hat{\Gamma}_{[s+1]}^{-1}||_2 - ||\Gamma_{[s+1]}^{-1}||_2 \leq tk(\Gamma)||\hat{\Gamma}_{[s+1]}^{-1}||_2
\]

\[
||\hat{\Gamma}_{[s]}^{-1} - \Gamma_{[s]}^{-1}||_2 \leq tk(\Gamma)||\hat{\Gamma}_{[s]}^{-1}||_2.
\]

For the term \( q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\hat{u} - q_{s+1} \), we have

\[
|q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\hat{u} - q_{s+1}| \leq ||q_{[s]}||_2||\hat{\Gamma}_{[s]}^{-1}||_2||\hat{u}||_2 + 1
\]

Recall that the entries of \( q_{[s]} \) has absolute values 1 and hence \( ||q_{[s]}||_2 = \sqrt{s} \). The term \( ||\hat{\Gamma}_{[s]}^{-1}||_2 \) is bounded by \( \frac{1}{(1 - tk(\Gamma))\sigma_{\min}(\Gamma)} \) and the term \( ||\hat{u}||_2 \) is bounded by \( ||\hat{\Gamma}_{[s+1]}||_2 \leq t\sigma_{\max}(\Gamma) \). We have

\[
|q_{[s]}^\top\hat{\Gamma}_{[s]}^{-1}\hat{u} - q_{s+1}| \leq \sqrt{s} \cdot \frac{1}{(1 - tk(\Gamma))\sigma_{\min}(\Gamma)} \cdot t\sigma_{\max}(\Gamma) + 1 = \frac{\sqrt{s}tk(\Gamma)}{1 - tk(\Gamma)} + 1
\] (60)

For the term \( \hat{\Gamma}_{s+1} - \hat{u}\hat{\Gamma}_{[s]}\hat{u} \), we have

\[
||\hat{\Gamma}_{s+1} - \hat{u}\hat{\Gamma}_{[s]}\hat{u}||_2 \geq \sigma_{\min}(\hat{\Gamma}_{[s+1]}) \geq (1 - tk(\Gamma))\sigma_{\min}(\Gamma).
\] (61)

For the term \( (u^\top - \hat{u}\hat{\Gamma}_{[s]}\hat{u})\theta_{[s]}^\Delta \), we further expand it as

\[
(u^\top - \hat{u}\hat{\Gamma}_{[s]}\hat{u})\theta_{[s]}^\Delta = u^\top(\Gamma_{[s]}^{-1} - \hat{\Gamma}_{[s]}^{-1})H'_{[s]}H'_{[s]}^\top\theta_{[s]}^\Delta + (u^\top - \hat{u}\hat{\Gamma}_{[s]}^\topH'_{[s]}H'_{[s]}^\top\theta_{[s]}^\Delta)
\]

where \( H' \) is the matrix satisfying \( \Gamma = H'H'^\top \) and \( H'_{[s]} \) is its \( s \)-by-\( s \) submatrix whose indices are in \([s] \). For the first term, we have

\[
|u^\top(\Gamma_{[s]}^{-1} - \hat{\Gamma}_{[s]}^{-1})H'_{[s]}H'_{[s]}^\top\theta_{[s]}^\Delta| \leq ||u||_2 \cdot ||\Gamma_{[s]}^{-1} - \hat{\Gamma}_{[s]}^{-1}||_2 \cdot ||H'_{[s]}||_2 \cdot ||H'_{[s]}^\top\theta_{[s]}^\Delta||_2
\]

\[
\leq \sigma_{\max}(\Gamma) \cdot \frac{tk(\Gamma)}{\sigma_{\min}(\Gamma)} \cdot \sqrt{\sigma_{\max}(\Gamma)} \cdot ||H'_{[s]}^\top\theta_{[s]}^\Delta||_2
\]

\[
= tk(\Gamma)^2 \sqrt{\sigma_{\max}(\Gamma)} \cdot ||H'_{[s]}^\top\theta_{[s]}^\Delta||_2.
\]
For the second term, we have

\[
(u^\top - \hat{u}^\top)\hat{\Gamma}_s^{-1}H_s'\hat{\Theta}_s^\Delta \leq \|u - \hat{u}\|_2 \cdot \|\hat{\Gamma}_s^{-1}\|_2 \cdot \|H_s'\|_2 \cdot \|H_s'\top \hat{\Theta}_s^\Delta\|_2
\]

\[
\leq ts_{\max}(\Gamma) \cdot \frac{1}{(1 - t\kappa(\Gamma))\sigma_{\min}(\Gamma)} \cdot \sqrt{\sigma_{\max}(\Gamma)} \cdot \|H_s'\top \hat{\Theta}_s^\Delta\|_2
\]

\[
= \frac{t\kappa(\Gamma)\sqrt{\sigma_{\max}(\Gamma)}}{1 - t\kappa(\Gamma)} \cdot \|H_s'\top \hat{\Theta}_s^\Delta\|_2.
\]

It means that

\[
|u^\top - \hat{u}^\top \hat{\Gamma}_s^{-1}\Gamma_s \hat{\Theta}_s^\Delta| \leq \left(\kappa(\Gamma) + \frac{1}{1 - t\kappa(\Gamma)}\right)\frac{t\kappa(\Gamma)\sqrt{\sigma_{\max}(\Gamma)}}{1 - t\kappa(\Gamma)}\|H_s'\top \hat{\Theta}_s^\Delta\|_2
\]

(62)

Plugging (60), (61) and (62) into the RHS of (59), we have

\[
\text{sign}(Q)\theta^\top \Gamma \theta^\Delta \leq \left[q_{s+1}^\top - q_s^\top \hat{\Gamma}_s^{-1}\hat{\Theta}_s^\Delta\right]
\]

\[
\leq \left(\sqrt{\kappa(\Gamma)} + 1\right)\left[\frac{\sqrt{\kappa(\Gamma)}}{1 - t\kappa(\Gamma)}\|H_s'\top \hat{\Theta}_s^\Delta\|_2 \right]
\]

\[
= \left(\sqrt{\kappa(\Gamma)} + 1\right)\left[\frac{\sqrt{\kappa(\Gamma)}}{1 - t\kappa(\Gamma)}\|H_s'\top \hat{\Theta}_s^\Delta\|_2 \right]
\]

If we pick \(t = \frac{1}{1000\sqrt{\kappa(\Gamma)}}\), then we have \(1 - t\kappa(\Gamma) = 1 - \frac{1}{1000\sqrt{\kappa(\Gamma)}} \geq \frac{999}{1000} \), \(\sqrt{t\kappa(\Gamma)} = \frac{1}{1000\sqrt{\kappa(\Gamma)}} \leq \frac{1}{1000}\) and \(t\kappa(\Gamma)^2 = \frac{1}{1000\sqrt{\kappa(\Gamma)}}\). It means that we have

\[
\frac{\sqrt{\kappa(\Gamma)}}{1 - t\kappa(\Gamma)} + 1 \leq \frac{\frac{1}{1000\sqrt{\kappa(\Gamma)}} + 1}{\frac{999}{1000}} = \frac{1000}{999}
\]

\[
\kappa(\Gamma) + \frac{1}{1 - t\kappa(\Gamma)} \leq \frac{1000}{999} \leq 1999
\]

\[
\frac{t\kappa(\Gamma)^2}{1 - t\kappa(\Gamma)} \leq \frac{\frac{1}{1000\sqrt{\kappa(\Gamma)}}}{\frac{999}{1000}} = \frac{1}{999\sqrt{\kappa(\Gamma)}}
\]

which implies

\[
\text{sign}(Q)\theta^\top \Gamma \theta^\Delta \leq \frac{1}{100\sqrt{s\sigma_{\max}(\Gamma)}}\|H_s'\top \hat{\Theta}_s^\Delta\|_2 = \frac{1}{100\sqrt{s\sigma_{\max}(\Gamma)}}\|\hat{\Theta}_s^\Delta\|_2
\]

(63)

with probability \(1 - O(e^{-\Omega(\frac{s}{s\sigma_{\max}(\Gamma)})})\).

From the event of \(\text{sign}(Q)\theta^\top \Gamma \theta^\Delta \geq 0\), it implies \(\text{sign}(Q)\theta^\top \Gamma \theta^\Delta = |\theta^\top \Gamma \theta^\Delta|\) and we have

\[
|\theta^\top \Gamma \theta^\Delta| \leq \frac{1}{100\sqrt{s\sigma_{\max}(\Gamma)}}\|\hat{\Theta}_s^\Delta\|_2
\]

(64)

By Lemma 15, the probability of (64) is less than

\[
O\left(2^s \cdot \left(p^{-\Omega(\frac{s}{s\sigma_{\max}(\Gamma)})} + spe^{-\Omega(\frac{n}{s\sigma_{\max}(\Gamma)})}\right)\right)
\]

Combining the failure probability of (63), the probability of \(\hat{\Theta}_s^\Delta = [s] \land A \land B\) is bounded by

\[
O\left(2^s \cdot \left(p^{-\Omega(\frac{s}{s\sigma_{\max}(\Gamma)})} + spe^{-\Omega(\frac{n}{s\sigma_{\max}(\Gamma)})}\right)\right) < O\left(2^s \cdot \left(p^{-\Omega(\frac{1}{s\sigma_{\max}(\Gamma)})} + spe^{-\Omega(\frac{n}{s\sigma_{\max}(\Gamma)})}\right)\right).
\]
D EXPERIMENT DETAILS

D.1 Set-up

Computing All experiments were conducted on an 8-core Intel Xeon processor E5-2680v4 with 2.40 GHz frequency, and 16GB of memory. All experiments were set three hours wall time limit. Exceeding time limit or undefined FDR value for all zero estimates are marked as NULL for data recording and as missing points for plotting.

Graph Models We include four common graphs: the Band graph, Scale-Free (SF), Erdős-Rényi (ER) and K-Nearest Neighbor (KNN) graphs for GGM simulation. Details for non-Gaussian simulations refer to D.2. The Band and SF graphs were generated via flare Li et al. (2020) package, and the rest ER and KNN were implemented via i-graph Csardi and Nepusz (2006) and mstknnclust Jorge Parraga-Alava et al. (2023) in R. Specifically, graphs are initialized as following

- Band graphs: These are single chain graph given the number of observations \( n \) and the number of variables \( p \), and \( u, v, g \) are set as default in the r-flare package.
- Scale-free (SF) graphs: These are generated by Barabási–Albert model; The graph is initialized with two connected nodes, and the probability of a new node connecting to one existing node is proportional to the degree of the existing node.
- Erdős-Rényi (ER) graphs: These are random undirected graph with \( n \) number of nodes, and \( p - 1 \) number of edges, which are selected uniformly and randomly from the set of possible edges.
- K-nearest neighbor (KNN) graphs: There are random graphs where nodes are connected only if they are one of the \( k \)-nearest neighbors based on corresponding distance between them. A uniformly distributed \( p \times p \) matrix is generated as some random data to calculate euclidean distances between nodes.

Methods For each graph model, each of the following method was implemented provided a penalty parameter.

- Neighbourhood selection (NS): The neighbourhood selection method in Meinshausen and Bühlmann (2006) was implemented, and code is available at: https://anonymous.link.
- Graphical Lasso (Glasso) in Friedman et al. (2008) was implemented based on the glasso R package Friedman et al. (2019), and code is available at: https://github.com/cran/glasso.
- Constrained \( \ell_1 \)-minimization for inverse matrix estimation (CLIME) in Cai et al. (2011) was implemented based on the flare R package Li et al. (2020), and mirror code is available at: https://github.com/cran/clime.
- Tuning-Insensitive Graph Estimation and Regression (TIGER) in Liu and Wang (2017) was implemented based on flare R package Li et al. (2020), and mirror code is available at: https://github.com/cran/tiger.

Metrics For each graph model, we evaluate the performance of each method with the penalty parameter selected by the following criteria: Akaike information criterion (AIC, Akaike, 1974), Bayesian information criterion (BIC, Schwarz, 1978), extended Bayesian information criterion (EBIC, Foygel and Drton, 2010), and 5-fold cross-validation (CV). The performance was measured by the following metrics:

- Structured Hamming distance (SHD): The number of edge insertions, deletions or flips (in directed graph) that is needed to transform the estimated graph to the true graph.
- True Positive Rate (TPR): The proportion of correctly identified edges to the total number of edges in the true graph.
- False Discovery Rate (FDR): The proportion of incorrectly identified edges to the total number of edges in the estimated graph.
**Remarks**  Experiment jobs were auto-written given configs (the graph type, the method, \(n\) and \(p\)) and submitted via slurm. Experiments and analysis were conducted using R \((R\text{ Core Team}(2021))\) and full code can be found at: [https://github.com/zhao-lyu/GGM](https://github.com/zhao-lyu/GGM).

### D.2 Non-Gaussian Simulation

![Figure 6: Log-SHD vs. sample size \(n\) and the number of variables \(p\) on Skew-normal and log-normal data via CV. The bottom black line denotes zero SHD, which is never attained.](image)

Although our theoretical results are specific to the Gaussian setting, we can also demonstrate the fallibility of CV for non-Gaussian data. Specifically, we randomly generate \(n\) i.i.d samples \(X \in \mathbb{R}^{n \times p}\) from skew-normal and log-normal distributions via sn \((Azzalini(2023))\) and MASS packages \((Venables\text{ and Ripley}(2002))\) in R, respectively. The true coefficients \(\theta_i \sim \text{Unif}([-2, -1] \cup [1, 2])\) if it’s in the neighborhood, otherwise, we set it to zero. The response variable is set by \(Y = X\theta + \varepsilon\), with \(\varepsilon \sim N(0, 0.1)\). We implement glmnet \((Friedman \text{ et al.}(2010))\) package for R to test with 5-fold CV to select the penalty parameter and obtain the estimates. We repeat this 100 times, and take the average SHD for each \(n\) and \(p\). Although Figure 6 shows a decreasing trend in SHD with increasing \(n\) for all \(p\), CV plateaus and never achieves perfect selection (highlighted with the black line for zero SHD). Even when \(p = 10\) and \(n = 10000\), CV fails to correctly select all neighbors. This once again indicates that CV is suboptimal for structure learning.

### D.3 GGM Simulation

For each graph type, we construct the covariance and precision matrices \(\Sigma^*\) and \(K^*\), and simulate data generated from \(N(0, \Sigma^*)\). We choose the largest penalty parameter \(\lambda_{\text{max}}\) (the smallest value which will result in a null, no-edge model) and the smallest penalty parameter \(\lambda_{\text{min}}\) (the largest value which will result in a model whose number of edge is less than \(2\|K^*\|_1\)). 100 penalty parameters \(\lambda\) are chosen logarithmically evenly spaced between \(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\). At each penalty \(\lambda\), an estimate \(\hat{K}_\lambda\) is computed via a given algorithm (NS, Glasso, CLIME or TIGER), and is used to model the edge set \(E_\lambda\). We next compute the unpenalized maximum likelihood estimate with the same support as \(E_\lambda\). We can compute all criteria and choose \(\lambda\)s corresponding to the lowest criteria among all \(\lambda\)s. This is repeated for 10 trials for each combination of \(n\), \(p\), graph type and algorithms.

We perform 5-fold CV with generated data. For each \(\lambda\) and each training set and test set, we fit the model with training set using glasso, and evaluate the performance via samples in the test set by calculating the Gaussian log-likelihood. The penalty value with the maximum averaged Gaussian log-likelihood is selected as \(\lambda_{\text{CV}}\). We measure its performance via the average SHD, TPR and FDR to compare with other criteria.

### D.4 Additional Results

As noted in Corollary 2, the sparsity level \(s\) also plays a role in determining the probability of correct recovery of the neighborhood. To empirically illustrate this point, we set \(p = 50, 500\) and simulated 5000 data from a Gaussian linear model. The sparsity \(s\) is enforced by randomly setting \(s\) out of \(p\) coefficients to be exactly 0. The result shown in Figure 7 indeed confirms our theoretical result: a larger \(s\) implies a lower chance of recovery.
Below we provide remaining experimental results for 10 runs when utilizing NS, Glasso, CLIME, and TIGER; see Figures 8, 9, 10, 11 respectively. For each run, a random seed is set to generate varying datasets. We also provide detailed numerical results of FDR in Table 1 and average SHD in Table 2 for NS method tuned by CV for the Band graph, which clearly suggests CV neither reaches 0% FDR nor obtain fully correct graph (0 SHD).

To further investigate the behaviour of CV for large $n$, and to verify that it indeed fails to achieve exact recovery (i.e. zero average SHD), we provide additional experimental results with larger $n$ over 100 runs in Figures 12, 13, 14 and 15.

$$\begin{align*}
\text{Table 1: Average FDR for the Band graph via NS method tuned by CV} \\
\begin{array}{cccccccc}
 n=10 & n=20 & n=50 & n=100 & n=200 & n=500 & n=800 & n=1000 \\
p=100 & 0.587 & 0.369 & 0.0782 & 0.0329 & 0.0289 & 0.0158 & 0.00796 & 0.0119 \\
p=200 & 0.558 & 0.327 & 0.0738 & 0.0256 & 0.0148 & 0.0099 & 0.00792 & 0.0089 \\
p=500 & 0.674 & 0.333 & 0.0602 & 0.0176 & 0.0068 & 0.0052 & 0.00597 & 0.0051 \\
\end{array}
\end{align*}$$

$$\begin{align*}
\text{Table 2: Average SHD for the Band graph via NS method tuned by CV} \\
\begin{array}{cccccccc}
 n=10 & n=20 & n=50 & n=100 & n=200 & n=500 & n=800 & n=1000 \\
p=100 & 103.2 & 81.8 & 20.2 & 3.4 & 3.0 & 1.6 & 0.8 & 1.2 \\
p=200 & 202.8 & 168.4 & 47.2 & 6.8 & 3.0 & 2.0 & 1.6 & 1.8 \\
p=500 & 510.0 & 454.2 & 151.4 & 19.2 & 3.4 & 2.6 & 3.0 & 2.6 \\
\end{array}
\end{align*}$$

Figure 7: SHD vs sparsity comparison for CV for $p = 50$ and 50 respectively for varying $n$.\[\text{SHD vs sparsity comparison for cross-validation}\]
Figure 8: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using Neighbourhood Selection (NS) to compare criteria. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 9: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using Glasso to compare criteria. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 10: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using CLIME to compare criteria. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 11: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using TIGER to compare criteria. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 12: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using Neighbourhood Selection (NS) to compare criteria on 100 runs. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 13: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using Glasso to compare criteria on 100 runs. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 14: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using CLIME to compare criteria on 100 runs. The dotdash line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.
Figure 15: Average SHD, TPR and FDR over varying sample size $n$ (in hundreds) and the number of variables $p$ on groups of graph types using TIGER to compare criteria on 100 runs. The dotted line represents the 0-SHD, i.e. perfect neighborhood selection. Wall time limit was set to three hours. Exceeding time limit or undefined FDR value for all zero estimates are marked as missing points for plotting.