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Abstract

Given samples from two joint distributions,
we consider the problem of Optimal Trans-
portation (OT) between them when con-
ditioned on a common variable. We fo-
cus on the general setting where the con-
ditioned variable may be continuous, and
the marginals of this variable in the two
joint distributions may not be the same.
In such settings, standard OT variants can-
not be employed, and novel estimation tech-
niques are necessary. Since the main chal-
lenge is that the conditional distributions are
not explicitly available, the key idea in our
OT formulation is to employ kernelized-least-
squares terms computed over the joint sam-
ples, which implicitly match the transport
plan’s marginals with the empirical condi-
tionals. Under mild conditions, we prove that
our estimated transport plans, as a function
of the conditioned variable, are asymptoti-
cally optimal. For finite samples, we show
that the deviation in terms of our regularized
objective is bounded by O(1/m1/4), where m
is the number of samples. We also discuss
how the conditional transport plan could be
modelled using explicit probabilistic models
as well as using implicit generative ones. We
empirically verify the consistency of our es-
timator on synthetic datasets, where the op-
timal plan is analytically known. When em-
ployed in applications like prompt learning
for few-shot classification and conditional-
generation in the context of predicting cell
responses to treatment, our methodology im-
proves upon state-of-the-art methods.
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1 INTRODUCTION

Optimal Transport (OT) [Kantorovich, 1942]
serves as a powerful tool for comparing dis-
tributions. OT has been instrumental in di-
verse ML applications [Peyré and Cuturi, 2019,
Liu et al., 2020, Fatras et al., 2021, Cao et al., 2022,
Chen et al., 2023] that involve matching distributions.
The need for comparing conditional distributions also
frequently arises in machine learning. For instance,
in the supervised learning of (probabilistic) discrim-
inative models, one needs to compare the model’s
label posterior with the label posterior of the training
data. Learning implicit conditional-generative models
is another such application. Typically, the observed
input covariates in these applications are continuous
rather than discrete. Consequently, one may only
assume access to samples from the input-label joint
distribution rather than having multiple samples for
a given input. It is well known that estimating con-
ditionals is a significantly more challenging problem
than estimating joints (e.g. refer to Section (2) in
[Li et al., 2022]). Hence, it is not straightforward
to apply OT between the relevant conditionals, as
the conditionals are implicitly given via samples
from the joint distribution. This issue becomes
more pronounced when the distributions of input
covariates in the two joints are not the same, e.g.
in medical applications [Hahn et al., 2019] where the
distributions of treated and untreated patients differ.
In such cases, merely performing an OT between the
joint distributions of input and label is not the same
as comparing the corresponding conditionals.

In this paper, we address this challenging problem
of estimating OT plan between two conditionals, say
sY |X(·|x) and tY ′|X′(·|x), when samples from the joint
distributions, sX,Y , tX′,Y ′ , are given. As motivated
above, we do not restrict the conditioned variable to
be discrete, nor do we assume that the marginals of
the common variable, sX and tX′ , are the same. As
we discuss in our work, the key challenge in estimat-
ing OT between conditionals comes in enforcing the
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marginal constraints involving the conditionals, be-
cause the samples provided are not from the condition-
als, but from the joints sX,Y and tX′,Y ′ . Our formula-
tion employs kernelized-least-squares terms, computed
over the joint samples, to address this issue. These
regularizer terms implicitly match the transport plan’s
marginals with the empirical conditionals. Under mild
assumptions, we prove that our conditional transport
plan is indeed an optimal one, asymptotically. Hence,
the corresponding transport cost will match the true
Wasserstein between the conditionals. For finite sam-
ples, m, we show that the deviation in our regularized
objective is upper bounded by O(1/m1/4).

Few prior works have considered special cases of
this problem and have focused on learning condi-
tional optimal transport maps [Tabak et al., 2021,
Bunne et al., 2022]. To the best of our knowledge, our
work is the first to formulate OT between conditionals
in a general setting that also leads to provably consis-
tent estimators for the optimal transport cost as well
as the transport plan as a function of the conditioned
variable’s value, x. Further, instead of directly mod-
elling the transport plan, πY,Y ′|X , we instead propose
modelling it’s factors: πY ′|Y,X , πY |X . This gives a
three-fold advantage: (i) The models for the factors
are much simpler than for the joint (ii) when deal-
ing with discriminative/conditional-generative models
we can directly choose πY |X(·|x) as the discrimina-
tive model being learnt. (ii) When implicit generative
models are used for the factors, πY ′|Y,X(·|y, x) can be
readily be used for inference in applications like cell
population dynamics (e.g., section 5.2).

We empirically show the utility of our approach in the
conditional generative task for modelling cell popula-
tion dynamics, where we consistently outperform the
baselines. Furthermore, we pose the task of learning
prompts for few-shot classification as a conditional op-
timal transport problem. We argue that this is advan-
tageous than posing it as a classical optimal trans-
port problem, which is the approach existing works
employ. We test this novel approach on the bench-
mark EuroSAT [Helber et al., 2019] dataset and show
improvements over [Chen et al., 2023], a state-of-the-
art prompt learning method.

In Table 1, we highlight some of the key features of
COT, comparing it with the related works. Our main
contributions are summarized below.

Contributions

• We propose novel estimators for optimal transport
between conditionals in a general setting where
the conditioned variable may be continuous, and
its marginals in the two joint distributions may

differ.

• We prove the consistency of the proposed estima-
tors. To the best of our knowledge, we are the first
to present a consistent estimator for conditional
optimal transport in the general setting.

• While recent approaches
model the optimal transport
map [Tabak et al., 2021], [Bunne et al., 2022], we
model the transport plan, which enables more
general inferences.

• We empirically verify the correctness of the pro-
posed estimator on synthetic datasets. We further
evaluate the proposed approach on downstream
applications of conditional generation for mod-
elling cell population dynamics and prompt learn-
ing for few-shot classification, showing its utility
over some of the state-of-the-art baselines.

2 PRELIMINARIES

Let X ,Y be two sets (domains) that form compact
Hausdorff spaces. Let P(X ) be the set of all probabil-
ity measures over X .
Optimal Transport (OT) Given a cost function, c :
Y×Y 7→ R, OT compares two measures s, t ∈ P(Y) by
finding a plan to transport mass from one to the other,
that incurs the least expected cost. More formally,
Kantorovich’s OT formulation [Kantorovich, 1942] is
given by:

Wc(s, t) ≡ min
π∈P(Y×Y)

∫
c dπ, s.t. π1 = s, π2 = t, (1)

where π1, π2 are the marginals of π. A valid cost metric
over Y ×Y defines the 1-Wasserstein metric, Wc(s, t),
over distributions s, t ∈ P(Y). The cost metric is re-
ferred to as the ground metric.

Maximum Mean Discrepancy (MMD)
Given a characteristic kernel function
[Sriperumbudur et al., 2011], k : Y × Y 7→ R,
MMD defines a metric over probability measures
given by: MMD2(s, t) ≡ EX∼s,X′∼s[k(X,X

′
)] +

EY∼t,Y ′∼t[k(Y, Y
′
)] − 2EX∼s,Y∼t[k(X,Y )]. With

Hk as the RKHS associated with the characteristic
kernel k, the dual norm definition of MMD is given
by MMD(s, t) = maxf∈Hk;∥f∥≤1 Es[f(X)]− Et[f(Y )].

3 RELATED WORK

Few prior works have attempted to solve the condi-
tional OT problem in some special cases, which we
discuss below. [Frogner et al., 2015] presents an esti-
mator for the case when the marginals, sX and tX′ , are
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Table 1: Summary of related works and the proposed COT method.

[Tabak et al., 2021] [Luo and Ren, 2021] [Bunne et al., 2022] COT

Consistent estimator N/A N/A N/A

Models OT plan with flexibility of implicit modelling

Flexibility with the ground cost

Allows single sample per conditioned variable

the same and y takes discrete values. Their estimator
does not generalize to the case where y is continu-
ous. Further, they solve individual OT problems at
each x rather than modelling the transport map/plan
as a function of x. [Luo and Ren, 2021] character-
izes the conditional distribution discrepancy using the
Conditional Kernel Bures (CKB). With the assump-
tion that the kernel embeddings for the source and
target are jointly Gaussian, CKB defines a metric be-
tween conditionals. [Luo and Ren, 2021] does not dis-
cuss any (sufficient) conditions for this assumption to
hold. Moreover, CKB only estimates the discrepancy
between the two conditionals, and it is unclear how
to retrieve an optimal transport plan/map with CKB,
limiting its applications. [Bunne et al., 2022] consid-
ers special applications where multiple samples from
sY |X(·|x), tY ′|X′(·|x) are available at each x. They
learn a transport map as a function of x by solving
standard OT problems between sY |X(·|x), tY ′|X′(·|x)
individually for each sample x. Also, their ap-
proach additionally assumes the ground cost is squared
Euclidean. In contrast, we neither assume access
to multiple samples from sY |X(·|x), tY ′|X′(·|x) at
each x nor make restrictive assumptions on the
ground cost. Further, we estimate the transport
plan rather than the transport map. The work clos-
est to ours is [Tabak et al., 2021]. However, there
are critical differences between the two approaches,
which we highlight below. [Tabak et al., 2021] for-
mulates a min-max adversarial formulation with a
KL divergence-based regularization to learn a trans-
port map. Such adversarial formulations are often
unstable, and [Tabak et al., 2021] does not present
any convergence results. Their empirical evalua-
tion is also limited to small-scale qualitative exper-
iments. Moreover, unlike the estimation bounds we
prove, [Tabak et al., 2021] does not discuss any learn-
ing theory bounds or consistency results. It is ex-
pected that such bounds would be cursed with dimen-
sions [Séjourné et al., 2023b, Séjourné et al., 2023a].
Additionally, the proposed formulation allows us to
learn transport plans using implicit models (§ 4.2.2).
Such an approach may not be possible with KL-
regularized formulation in [Tabak et al., 2021] due to
non-overlapping support of the distributions. Ow-
ing to these differences, our proposed method is more

widely applicable.

4 PROBLEM FORMULATION

This section formally defines the Conditional Opti-
mal Transport (COT) problem and presents a con-
sistent estimator for it in the general setting. We
begin by recalling the definition of OT between two
given measures sY |X(·|x) and tY ′|X′(·|x) for a given x.

Wc

(
sY |X(·|x), tY ′|X′(·|x)

)
is defined as follows.

min
πY,Y ′|X(·,·|x)∈P(Y×Y)

∫
Y×Y

c dπY,Y ′(·, ·|x), (2)

s.t. πY |X(·|x) = sY |X(·|x), πY ′|X(·|x) = tY ′|X′(·|x),

where πY |X(·|x) and πY ′|X(·|x) denotes the marginals
of πY,Y ′|X(·, ·|x). If the cost is a valid met-

ric, then Wc

(
sY |X(·|x), tY ′|X′(·|x)

)
is nothing but

the Wasserstein distance between sY |X(·|x) and

tY ′|X′(·|x). While Wc

(
sY |X(·|x), tY ′|X′(·|x)

)
helps

comparing/transporting measures given a specific
x ∈ X , in typical learning applications, one needs
a comparison in an expected sense rather than
at a specific x ∈ X . Accordingly, we consider

EX′′∼a

[
Wc

(
sY |X(·|X ′′

), tY ′|X′(·|X ′′
)
)]

, where a is a

given auxiliary measure:∫
X

min
πY,Y ′|X(·,·|x)∈P(Y×Y)

∀x∈X

∫
Y×Y

c dπY,Y ′|X(·, ·|x) da(x),

s.t. πY |X(·|x) = sY |X(·|x),
πY ′|X(·|x) = tY ′|X′(·|x) ∀x ∈ X

≡ min
πY,Y ′|X :X 7→P(Y×Y)

∫
X

∫
Y×Y

c dπY,Y ′|X(·, ·|x) da(x),

s.t. πY |X(·|x) = sY |X(·|x),
πY ′|X(·|x) = tY ′|X′(·|x) ∀x ∈ X .

(3)

In the special case where the auxiliary measure, a, is
degenerate, (3) gives back (2). Henceforth, we analyze
the proposed COT formulation defined in (3).

Now, in typical machine learning applications, the
conditionals are not explicitly given, and only sam-
ples from the joints are available. Estimation of COT
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from samples seems challenging because the problem
of estimating conditional densities itself has been ac-
knowledged to be a significantly difficult one with
known impossibility results (e.g., refer to Section 2
in [Li et al., 2022]). Hence, some regularity assump-
tions are necessary for consistent estimation. Further,
even after making appropriate assumptions, the typi-
cal estimation errors are cursed with dimensions (e.g.,
Theorem 2.1 in [Graham et al., 2020]).

On the other hand, estimation of RKHS embed-
dings of conditional measures can be performed
at rates O(1/m1/4), where m is the number of
samples [Song et al., 2009] [Grünewälder et al., 2012].
This motivates us to enforce the constraints in COT
(3) by penalizing the distance between their RKHS
embeddings. More specifically, we exploit the equiv-
alence: πY |X(·|x) = sY |X(·|x) ∀x ∈ X ⇐⇒∫
X MMD2

(
πY |X(·|x), sY |X(·|x)

)
dsX(x) = 0. This is

true because MMD is a valid metric and we assume
sX(x) > 0, tX′(x) > 0 ∀ x ∈ X . Using this, COT (3)
can be relaxed as:

min
πY,Y ′|X :X 7→P(Y×Y)

∫
X

∫
Y×Y

c dπY,Y ′|X(·, ·|x) da(x),

+ λ1

∫
X
MMD2

(
πY |X(·|x), sY |X(·|x)

)
dsX(x)

+ λ2

∫
X
MMD2

(
πY ′|X(·|x), tY ′|X′(·|x)

)
dtX′(x),

(4)

where λ1, λ2 > 0 are regularization hyperparameters.
Note that (4) is exactly the same as (3) if λ1, λ2 → ∞.

Now, we use a standard result, E
[
∥G− h(X)∥2

]
=

E
[
∥G− E[G|X]∥2

]
+ E

[
∥E[G|X]− h(X)∥2

]
with G

taken as the kernel mean embedding of δY
and h(X) taken as the kernel mean embed-
ding of πY |X(·|X) [Muandet et al., 2017]. This

gives us
∫
X×Y MMD2

(
πY |X(·|x), δy

)
dsX,Y (x, y) =∫

X MMD2
(
πY |X(·|x), sY |X(·|x)

)
dsX(x)+v(s), where

v(s) ≥ 0. Here, ϕ is the feature map corresponding to
the kernel defining the MMD. This leads to the follow-
ing formulation:

min
πY,Y ′|X :X 7→P(Y×Y)

∫
X

∫
Y×Y

c dπY,Y ′|X(·, ·|x) da(x),

+ λ1

∫
X×Y

MMD2
(
πY |X(·|x), δy

)
dsX,Y (x, y)

+ λ2

∫
X×Y

MMD2
(
πY ′|X(·|x), δy

)
dtX′,Y ′(x, y).

(5)

Since v(s), v(t) are independent of π, the solutions
of (5) are exactly the same as those of COT (3) as
λ1, λ2 → ∞. The advantage of this reformulation is

that it can be efficiently estimated using samples from
the joints, as we detail below.

4.1 Sample-Based Estimation

In our set-up, in order to solve (5) and per-
form estimation, we are only provided with
samples Ds

m = {(x1, y1), . . . , (xm, ym)} and
Dt
m = {(x′1, y′1), . . . , (x′m, y′m)} from sX,Y

and tX′,Y ′ , respectively. Hence, we employ
a sample-based estimator for the regularizer
terms:

∫
X×Y MMD2

(
πY |X(·|x), δy

)
dsX,Y (x, y) ≈

1
m

∑m
i=1 MMD2

(
πY |X(·|xi), δyi

)
. The following

lemma shows that this regularizer estimator is
statistically consistent.

Lemma 1. Assuming k is a normalized characteristic
kernel, with probability at least 1− δ, we have∣∣∣ ∫X×Y MMD2(πY |X(·|x),δy) dsX,Y (x,y)

− 1
m

m∑
i=1

MMD2(πY |X(·|xi),δyi)
∣∣∣≤2

√
2
m log( 2

δ ).

Using this result for the regularization terms, (5) can
in-turn be estimated as:

min
π
Y,Y ′|X :X7→P(Y×Y)

∫
X
∫
Y×Y c dπY,Y ′|X(·,·|x)da(x)

+λ1
1
m

∑m
i=1 MMD2(πY |X(·|xi),δyi)

+λ2
1
m

∑m
i=1 MMD2

(
πY ′|X(·|x′

i),δy′
i

)
. (6)

We choose not to estimate the first term with empirical
average as a is a known distribution. In the following
theorem, we prove the consistency of our COT estima-
tor.

Theorem 1. Let Π be a given model for the condi-
tional transport plans, πY,Y ′|X : X 7→ P(Y × Y). As-
sume λ1 = λ2 = λ. Let π̂m, π

∗ denote optimal so-
lutions over the restricted model Π corresponding to
(6),(5) respectively. Let Ûm[π],U [π] denote the objec-
tives as a function of π ∈ Π in (6),(5) respectively.
Then, we prove the following:

1. With probability at least 1 − δ, U [π̂m] − U [π∗] ≤
2λ1Rm(Π) + 2λ2R′

m(Π) + 6(λ1 + λ2)
√

2
m log 3

δ ,

where the Rademacher based com-
plexity term, Rm(Π), is defined as:

1
mE

[
max
π∈Π

∑m
i=1 ϵiMMD2

(
πY |X(·|Xi), δYi

)]
;

(Xi, Yi) are IID samples from sX,Y and
ϵi denotes the Rademacher random vari-
able. R′

m(Π), is analogously defined as:

1
mE

[
max
π∈Π

∑m
i=1 ϵiMMD2

(
πY ′|X(·|X ′

i), δY ′
i

)]
,

where (X ′
i, Y

′
i ) are IID samples from tX′,Y ′ and
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ϵi denotes the Rademacher random variable.
Recall that πY |X(·|x) and πY ′|X(·|x) denote the
marginals of πY,Y ′|X(·, ·|x).

2. In the special case Π is a neural network
based conditional generative model, the ker-
nel employed is universal, normalized, and
non-expansive [Waarde and Sepulchre, 2022],
and λ = O(m1/4), with high probability
we have that U [π̂m] − U [π∗] ≤ O(1/m1/4).
More importantly, when m → ∞, π̂m is an
optimal solution to the original COT prob-
lem (3) whenever Π is rich enough such
that ∃π∗ ∈ Π ∋ π∗

Y |X(·|x) = sY |X(·|x) and

π∗
Y ′|X(·|x) = tY ′|X′(·|x) ∀x ∈ X .

The proof is presented in Supplementary § (S1.2).
The conditions for consistency are indeed mild be-
cause (i) neural conditional generators are known
to be universal (Lemma 2.1 in [Liu et al., 2021],
[Kidger and Lyons, 2020]) (ii) the popularly used
Gaussian kernel is indeed universal, normalized, and
non-expansive (for a large range of hyperparameters).
The proof for the first part of the theorem is an adapta-
tion of classical uniform convergence based arguments;
however, further bounding the complexity terms in the
case of neural conditional generative models is novel
and we derive this using vector contraction inequali-
ties along with various properties of the kernel.

4.2 Modelling the Transport Plan

We now provide details of modelling the transport
plan function, i.e., choices for Π, from a prag-
matic perspective. Firstly, we model the trans-
port plan πY,Y ′|X(y, y′|x) by modelling its factors:
πY ′|Y,X(y′|y, x) and πY |X(y|x). Since the factors can
be modelled using simpler models, this brings us com-
putational benefits, among other advantages that we
discuss. Secondly, employing COT with such a factor-
ization enables us to directly choose πY |X(·|x) as the
label posterior of the model to be learnt in discrim-
inative modelling applications. Moreover, the other
factor πY ′|Y,X(·|y, x) can be readily used for inference
(see § 5.1.2, § 5.2).

4.2.1 Transport Plan with Explicit Models

Here, we discuss our modelling choice with ex-
plicit probabilistic models when Y = {l1, . . . , ln}
is a finite set. Accordingly, we model the factors
πY ′|Y,X(y′|y, x), πY |X(y|x) with fixed-architecture
neural networks, parameterized by ψ and ϕ respec-
tively, with the output layer as softmax over |Y| labels.

The COT estimator 6 in this case simplifies as:

min
ψ,θ

∫
X
∑i=n,j=n
i=1,j=1 c(li,lj)πψ(li|lj ,x)πθ(lj |x)da(x)

+λ1
1
m

∑m
i=1 MMD2(

∑n
j=1 πψ(·|lj , xi)πθ(lj |xi), δyi)

+λ2
1
m

∑m
i=1 MMD2

(
πθ(·|x′

i), δy′
i

)
, (7)

where ψ, θ are the network parameters we wish to
learn. In discrminative learning applications, the fac-
tor πθ(·|x) can be readily used as a probabilistic clas-
sifier (e.g., section 5.3).

4.2.2 Transport Plan with Implicit Models

As mentioned earlier, in applications such as § 5.1.2,
§ 5.2, it is required to generate samples from
πY ′|Y,X(·|y, x) for inference. In such applications, one
would prefer modelling these transport plan factors
using implicit generative models.

Since the MMD metric, unlike KL-divergence, can be
employed to compare measures with non-overlapping
support, implicit generative models can be readily em-
ployed for modelling our transport plan. More specifi-
cally, we model the factors πY ′|Y,X(y′|y, x), πY |X(y|x)
with fixed-architecture generative neural networks, πψ
and πθ, respectively. We use η, η′ ∼ N (0, 1) to denote
the noise random variables. The πθ network takes as
input x and random η′ to produce (random) y, to be
distributed as πY |X(·|x). Like-wise, the πψ network
takes as input y, x and random η to produce (ran-
dom) y′, to be distributed as πY ′|Y,X(·|y, x). We de-
note the outputs of πθ by y(x, η′i; θ) i = 1, . . . ,m (i.e.,
samples from πY/X(·|x). And, we denote outputs of
πψ by y (x, ηi, η

′
i; θ, ψ) i = 1, . . . ,m, when inputs are

y(x, η′i; θ), x, ηi. We illustrate the overall model in fig-
ure 1. Then, the COT estimator, with implicit mod-
elling, reads as:

min
θ,ψ

∫
X

1
m

∑m
i=1 c(y(x,η

′
i;θ),y(x,ηi,η

′
i;θ,ψ))da(x)

+λ1
1
m

∑m
i=1 MMD2

(
1
m

∑m
j=1 δy(xi,ηj,η′j ;θ,ψ)

,δyi

)

+λ2
1
m

∑m
i=1 MMD2

(
1
m

∑m
j=1 δy(x′i,η

′
j
;θ),δy′

i

)
. (8)

We note that solving the COT problem, then read-
ily provides us with the factors πY ′|Y,X(y′|y, x) and
πY |X(y|x), which can be used for inference purposes.
This is in contrast to a typical implicit modelling ap-
proach, where one would require samples of (x, y, y′)
for learning such a model. The unavailability of such
triplets (as in § 5.2) often limits such typical ap-
proaches. However, as we can see, COT now allows us
to learn such a model without the availability of such
triplets, only using samples from sX,Y and tX′,Y ′ . This
clearly shows the benefits of the proposed approach.
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𝒀!(𝑿, 𝜼, 𝜼′	; 𝜽, 𝝍)𝒀	(𝑿, 𝜼′	; 𝜽)𝑿

𝒎

𝜼′ 𝜼

𝝅𝜽 𝝅′𝝍

Figure 1: Illustration of the proposed factorization
and implicit modelling for learning the transport plan
πY,Y ′|X(y, y′|x) through the factors πθ(y|x)πψ(y′|y, x),
parameterized by fixed-architecture neural networks
4.2.2. η, η′ ∼ N (0, 1) denotes the noise input to the
implicit models.

5 EXPERIMENTS

In this section, we showcase the utility of the proposed
estimator 5 in various applications. We choose the
auxiliary distribution a as the empirical distribution
over the training covariates and use λ1 = λ2 = λ in
all our experiments. More experimental details and
results are in Supplementary § (S2.2). 1

5.1 Verifying Correctness of Estimator

We empirically verify the correctness of the proposed
estimator in synthetically constructed settings where
the closed-form solutions are known.

5.1.1 Convergence to the True Wasserstein

We learn the implicit networks with the proposed
COT loss 8, keeping λ high enough. With the learnt
networks, we draw samples y(x, η′i; θ) ∼ πθ(·|x) and
y(x, ηi, η

′
i; θ, ψ) ∼ πψ(·|y(x, η′i; θ), x) , for i = 1, · · · ,m,

and compute the transport cost (first term in 8) and
compare it withWc(sY |X(·|x), tY ′|X′(·|x)). In order to
verify that our estimate converges to the true Wasser-
stein, we consider a case where the analytical solution
for the Wasserstein distanceWc is known and compare
it with our estimate.

Experimental Setup We consider two distribu-
tions y ∼ N (4(x − 0.5), 1) and y′ ∼ N (−2(x′ −
0.5), 8x′ + 1) where x ∼ β(2, 4) and x ∼ β(4, 2) gen-
erate m samples from each them. The true Wasser-
stein distance between them at x turns out to be
(6(x− 0.5))2 + (

√
8x+ 1− 1)2 (see Equation (2.39) in

[Peyré and Cuturi, 2019]), which we compare against.
We use the RBF kernel and squared Euclidean dis-
tance as our ground cost. The factors πθ(·|x) and
πψ(·|y, x) are modelled using two 2-layer MLP neural
networks.

1The code for reproducing our experiments is publicly
available at https://github.com/atmlr-lab/COT.
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Figure 2: As m ∈ {100, 200, 400, 800} increases
from left to right, we plot the true Wasser-
stein distance in red and mark the means (in
orange) and medians (in green) of the distances
estimated using [Tabak et al., 2021] and the pro-
posed COT estimator. The statistics are obtained
from runs over multiple seeds. The correspond-
ing MSEs are {245.530, 290.458, 89.715, 27.687} and
{22.711, 6.725, 8.052, 1.580} respectively. It can be
seen that the proposed COT objective converges to
the true Wasserstein faster than [Tabak et al., 2021].

Results Figure 2 shows the convergence to the true
Wasserstein as m increases. The variance of the esti-
mated values and the MSEs decrease as the number of
samples increases. The quadratic nature of the func-
tion is also captured with our estimator.

5.1.2 Convergence to the True Barycenter

For further verification of our estimator, we show that
the barycenter estimated using our transport plan and
the true barycenter converge in Wasserstein distance.

Experimental Setup Two independent Gaussian
distributions are taken y ∼ N (2(x − 0.5), 1) and y′ ∼
N (−4(x′ − 0.5), 4) where x ∼ β(2, 4) and x′ ∼ β(4, 2).
The analytical solution of the barycenter is calculated
as yc ∼ N (−x + 0.5, 2.5) [Peyré and Cuturi, 2019].
Recall that the barycenter can also be computed
using the optimal transport map (Remark 3.1 in
[Gordaliza et al., 2019]) using the expression: Bx =
ρSx+(1−ρ)Tx, where ρ ∈ [0, 1] and Bx, Sx, Tx denote
the random variables corresponding to the barycen-
ter, source measure and the transported sample, con-
ditioned on x, respectively. Accordingly, samples from
the barycenter, Bxi , are obtained using: ρyi+(1−ρ)y,
where y ∼ πψ(·|yi, xi).
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Figure 3: Barycenters shown on varying ρ ∈ [0, 1] with
colors interpolated between red and blue. Left: Condi-
tional barycenter learnt by the proposed COT method.
Right: Analytical barycenter.
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Figure 4: For increasing values of m, we
show box plots of the Wasserstein distance
between the learnt barycenter, Bx, and the
analytical barycenter. The corresponding
MSEs are {22.399, 3.408, 3.964, 2.534, 1.687}
for [Tabak et al., 2021] and
{4.441, 0.654, 0.353, 0.099, 0.058} for the proposed
COT estimator. It can be seen that the proposed
COT-based barycenter converges to the true solution
faster than [Tabak et al., 2021].

Results For evaluation, we generate 500 samples
from our transport plan based barycenter and the true
barycenter. We use kernel density estimation to plot
the barycenters. Figures 3 and 4 show that the pro-
posed estimate of barycenter closely resembles the an-
alytical barycenter and converges on increasing m.

5.2 Cell Population Dynamics

The study of single-cell molecular responses to treat-
ment drugs is a major problem in biology. Exist-
ing single-cell-sequencing methods allow one to ob-
serve gene expressions of the cells, but do so by de-
stroying them. As a result, one ends up with cells
from control (unperturbed) and target (perturbed)
distributions without a correspondence between them.
Optimal transport has emerged as a natural method
[Bunne et al., 2021] to obtain a mapping between the
source and the target cells, which can then be used
for predictions on unseen cells. As the drug dosage
is highly correlated with the predicted cell popula-
tions, [Bunne et al., 2022] learns such optimal trans-

port maps conditioned on the drug dosage. We apply
the proposed COT formulation to generate samples
from the distributions over perturbed cells conditioned
on the drug dosage given to an unperturbed cell.

Dataset We consider the dataset used by
[Bunne et al., 2022] and [Bunne et al., 2021] cor-
responding to the cancer drug Givinostat applied
at different dosage levels, {x1 = 10nM, x2 =
100nM, x3 = 1000nM, x4 = 10000nM}. At each
dosage level, xi, samples of perturbed cells are
given: yi1, . . . , yimi . The total perturbed cells are
3541. Samples of unperturbed cells are also pro-
vided: y′1, . . . , y

′
m,m = 17, 565. Each of these cells

is described by gene-expression levels of n = 1000
highly variable genes, i.e., yij , y

′
i ∈ R1000. Following

[Bunne et al., 2022], the representations of cells are
brought down to 50 dimensions with PCA.

COT-Based Generative Modelling Our goal is
to perform OT between the distribution of the unper-
turbed cells and the distribution of the perturbed cell
conditioned on the drug dosage. As the representa-
tions of the cells lie in Y = R50, we choose implicit
modelling (§ 4.2.2) for learning the conditional trans-
port plans. The factor πθ is taken as the empirical
distribution over the unperturbed cells. With this no-
tation, our COT estimator, (8), simplifies as follows.

min
ψ

1
4

∑4
q=1

1
m

∑m
i=1 c(y

′
i,y(xq,ηi;ψ))

+λ1
1
4

∑4
i=1 MMD2

(
1
m

∑m
j=1 δy(xi,ηj ;ψ)

, 1
mi

∑mi
j=1 δyij

)
,

where y (x, ηi;ψ) i = 1, . . . ,m are samples from the
network πψ(·|y′i, x).

Experimental Setup Similar to
[Bunne et al., 2022], we take the cost function,
c, as squared Euclidean. For the MMD regularization,
we use the characteristic inverse multi-quadratic
(IMQ) kernel.

Results Following [Bunne et al., 2022], we evaluate
the performance of COT by comparing samples from
the predicted and ground truth perturbed distribu-
tions. We report the l2 norm between the Perturbation
Signatures [Stathias et al., 2018], for 50 marker genes
for various dosage levels. We also report the MMD dis-
tances between the predicted and target distributions
on various dosage levels. The distances are reported
for in-sample settings, i.e. the dosage levels are seen
during training. We compare our performance to the
reproduced CellOT [Bunne et al., 2021] and CondOT
[Bunne et al., 2022] baselines.

We summarize our results in Tables 2 and 3. We ob-
serve that COT consistently outperforms state-of-the-



Consistent Optimal Transport with Empirical Conditional Measures

Table 2: l2 (PS) distances (lower is better) between
predicted and ground truth distributions

Dosage CellOT CondOT Proposed

10nM 1.2282 0.3789 0.3046
100nM 1.2708 0.2515 0.2421
1000nM 0.8653 0.7290 0.3647
10000nM 4.9035 0.3819 0.2607
Average 2.067 0.4353 0.2930

Table 3: MMD distances (lower is better) between pre-
dicted and ground truth distributions

Dosage CellOT CondOT Proposed

10nM 0.01811 0.00654 0.00577
100nM 0.0170 0.00555 0.00464
1000nM 0.0154 0.01290 0.00647
10000nM 0.1602 0.01034 0.00840
Average 0.0526 0.00883 0.00632

art baselines CondOT [Bunne et al., 2022] and Cel-
lOT [Bunne et al., 2021] in terms of l2 (PS) as well
as the MMD distances.

5.3 Prompt Learning

In order to show the versatility of our framework, we
adapt our estimator for learning prompts for large-
scale vision-language models and evaluate the perfor-
mance in a limited supervision setting.

The success of vision-language models in
open-world visual understanding has moti-
vated efforts which aim to learn prompts
[Zhou et al., 2022a, Zhang et al., 2022,
Zhou et al., 2022b, Chen et al., 2023] to adapt
the knowledge from pre-trained models like
CLIP [Radford et al., 2021] for downstream tasks
since it is infeasible to fine-tune such models due
to a large number of parameters. Typically, these
approaches rely on learning class-specific prompts for
each category to better adapt the vision-language
model for downstream tasks without the need for fine-
tuning. A recent approach, PLOT [Chen et al., 2023],
achieved state-of-the-art results by incorporating an
OT-based loss between distributions over the set of
local visual features and the set of textual prompt
features, each of 1024 dimensions, to learn the down-
stream classifier. For each image, PLOT computes an
OT-based loss between M(49) visual features of the
image and N(4) textual prompt features per class.

As prompts are shared across images of a
class [Chen et al., 2023], learning optimal trans-
port plans conditioned on class-level information is
expected to improve the downstream performance

… 𝑟 .
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Figure 5: We pose learning prompts in few-shot classi-
fication as the conditional optimal transport problem.
The figure shows our neural network diagram for learn-
ing conditional optimal transport plans.

Table 4: AUC on test data (higher is better). We
compare the performance of COT against other OT-
based losses ϵ-OT ([Frogner et al., 2015]) and CKB
([Luo and Ren, 2021]).

Dataset ϵ-OT CKB Proposed

MNIST 0.89 0.99 0.99
CIFAR10 0.66 0.73 0.79

Animals with Attribute 0.68 0.64 0.86

compared to solving an OT problem separately
for each (image, class) pair. Hence, we pose this
prompt learning task as a COT problem, where the
conditional transport plans are modelled explicitly
(§ 4.2.1).

Validating the Proposed Explicit Modelling
Before working on the challenging few-shot classifica-
tion task, we evaluate the proposed explicit modelling-
based COT estimator on a simpler multi-class classifi-
cation task. Let the discriminative model to be learnt
be fθ. The idea is to match this conditional to that
in the training data using COT. We choose the trans-
port plan factor πθ ≡ fθ and a as the marginal of input
covariates in the training data, simplifying our COT
estimator, (7), as:

min
ψ,θ

1
m

∑m
q=1

∑i=n,j=n
i=1,j=1 c(li,lj)πψ(li|lj ,xq)fθ(lj |xq)

+λ1
1
m

∑m
i=1 MMD2(

∑n
j=1 πψ(·|lj ,xi)fθ(lj |xi),δyi), (9)

where ψ, θ are the network parameters we wish to
learn. Table 4 validates the performance with the pro-
posed explicit modelling.

COT Formulation for Prompt Learning We
learn an explicit model πψr (·|ljqr, xqr) over the N tex-
tual prompt features l1r, . . . , lNr for each class. Here,
xqr is the qth image from class r and ljqr is the jth

visual feature for image xqr. Following PLOT, the
distribution over image features given an image is con-
sidered uniform and, hence, not modelled as the other
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Table 5: Prompt Learning experiment: Average accu-
racy (higher is better) on EuroSAT dataset. The class-
level context brought by the proposed COT method al-
lows it to outperform the state-of-the-art PLOT base-
line, especially in the challenging case of lesser K.

CoOp PLOT Proposed

K = 1 52.12 ± 5.46 54.05 ± 5.95 61.20 ± 3.65
K = 2 59.00 ± 3.48 64.21 ± 1.90 64.67 ± 2.37
K = 4 68.61 ± 3.54 72.36 ± 2.29 72.53 ± 2.60
K = 8 77.08 ± 2.42 78.15 ± 2.65 78.57 ± 2.38

factor in the transport plan. Figure (5) depicts the
proposed setup. Our formulation for prompt learning
for K-shot classification (only K training images per
class) is as follows.

min
ψr

1
K

∑K
q=1

∑i=N,j=M
i=1,j=1 c(lir,ljqr)πψr (lir|ljqr,xqr)vj

+λ1MMD2(
∑K
q=1

∑M
j=1 πψr (·|ljqr,xqr)vj ,u). (10)

Following the PLOT setup, we take v,u as uniform
distributions over the M(49) visual features and the
N(4) prompt features, respectively. As the prompts
are shared across the images of a class, our MMD-
regularization term matches the cumulative marginals
to the distribution over prompt features.

Experimental Setup We take the same experi-
mental setup used in CoOp[Zhou et al., 2022b] and
PLOT[Chen et al., 2023] for learning prompts and
only change the training loss to 10. The kernel em-
ployed is the characteristic inverse multi-quadratic,
and the ground cost is the cosine cost. We follow the
common training/evaluation protocol used in CoOp
and PLOT and report the mean and standard devia-
tion of the accuracies obtained with 3 seeds.

Results In Table 5, we report the accuracies on the
EuroSAT benchmark dataset [Helber et al., 2019] for
the number of shots K as 1, 2, 4 and 8. As the number
of shots represents the number of training images per
class, learning with lesser K is more difficult. The ad-
vantage of class-level context brought by the proposed
COT formulation is evident in this setting.

6 CONCLUSION

Often, machine learning applications need to compare
conditional distributions. Remarkably, our framework
enables such a comparison solely using samples from
(observational) joint distributions. To the best of our
knowledge, the proposed method is the first work that
consistently estimates the conditional transport plan
in the general setting. The cornerstone of our work
lies in the theoretical analysis of its convergence prop-
erties, demonstrating different modelling choices for

learning and empirically validating its correctness. We
further showcase the utility of the proposed method in
downstream applications of cell population dynamics
and prompt learning for few-shot classification. A pos-
sible future work would be to extend the proposed ap-
proach of generating conditional barycenters (§ 5.1.2)
to work with more than two conditionals.
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with links to Institutional Review Board
(IRB) approvals if applicable. [Not Appli-
cable]

(c) The estimated hourly wage paid to partici-
pants and the total amount spent on partic-
ipant compensation. [Not Applicable]
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Consistent Optimal Transport with Empirical Conditional Measures:
Supplementary Materials

In continuation to the main paper, we present theoretical proofs, more details on the experiments and some
additional experimental results. Our key sections are listed as follows.

• Theoretical proofs S1.

• Visualizing predictions of our conditional generator S2.1.

• More experimental details and additional results S2.2.

S1 THEORETICAL PROOFS

S1.1 Proof of Lemma 1

Lemma1. Assuming k is a normalized characteristic kernel, with probability at least 1− δ, we have:∣∣∣∣∣
∫
X×Y

MMD2
(
πY |X(·|x), δy

)
dsX,Y (x, y)−

1

m

m∑
i=1

MMD2
(
πY |X(·|xi), δyi

)∣∣∣∣∣ ≤ 2

√
2

m
log

(
2

δ

)
.

Proof. Recall that MMD is nothing but the RKHS norm-induced distance between the corresponding kernel
embeddings i.e., MMD(s, t) = ∥µk (s) − µk (t) ∥, where µk (s) ≡

∫
ϕk(x) dsX , is the kernel mean embed-

ding of s [Muandet et al., 2017], ϕk is the canonical feature map associated with the characteristic kernel
k. Let Hk denote the RKHS associated with the kernel k. Since our kernel is normalized we have that
∥µk(b)∥ ≤ 1 ∀ b ∈ P(Y). Hence, 0 ≤ MMD2

(
πY |X(·|x), sY |X(·|x)

)
= ∥µk

(
πY |X(·|x)

)
− µk

(
sY |X(·|x)

)
∥2 ≤

∥µk
(
πY |X(·|x)

)
+ µk

(
sY |X(·|x)

)
∥2 ≤

(
∥µk

(
πY |X(·|x)

)
∥+ ∥µk

(
sY |X(·|x)

)
∥
)2 ≤ 4, where the second last step

uses the triangle inequality. From Chernoff-Hoeffding bound, we have that: with probability at least 1 − δ,∣∣∣∫X×Y MMD2
(
πY |X(·|x), δy

)
dsX,Y (x, y)− 1

m

∑m
i=1 MMD2

(
πY |X(·|xi), δyi

)∣∣∣ ≤ 2
√

2
m log

(
2
δ

)
.

S1.2 Proof of Theorem 1

We first restate Corollary (4) from the result of vector-contraction inequality for Rademacher in [Maurer, 2016],
which we later use in our proof.

Corollary (Restated from [Maurer, 2016]). Let H denote a Hilbert space and let f be a class of functions
f : X 7→ H, let hi : H 7→ R have Lipschitz norm L. Then

E sup
f∈F

∑
i

ϵihi(f(xi)) ≤
√
2L

∑
i,k

ϵi,kfk(xi),

where ϵik is an independent doubly indexed Rademacher sequence, and fk(xi) is the k-th component of f(xi).

Our consistency theorem from the main paper is presented below, followed by its proof.
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Proof of Theorem 1.

Proof. From the definition of U [π̂m] and U [π∗], it follows that 0 ≤ U [π̂m]− U [π∗].

0 ≤ U [π̂m]− U [π∗] = U [π̂m]− Ûm[π̂m] + Ûm[π̂m]− Ûm[π∗] + Ûm[π∗]− U [π∗]

≤ U [π̂m]− Ûm[π̂m] + Ûm[π∗]− U [π∗] (∵ π̂m is the solution of 6)

≤ max
π∈Π

(U [π]− Ûm[π]) + Ûm[π∗]− U [π∗] (S11)

We now separately upper bound the two terms in S11 : (Ûm[π∗] − U [π∗]) and maxπ∈Π (U [π] − Ûm[π]). From
Lemma 1, with probability at least 1− δ,

Ûm[π∗]− U [π∗] ≤ 2(λ1 + λ2)

√
2

m
log

2

δ
(S12)

We now turn to the second term. We show that maxπ∈Π U [π]− Ûm[π] satisfies the bounded difference property.
Let Zi denote the random variable (Xi, Yi). Let Z = {Z1, · · · , Zi, · · · , Zm} be a set of independent random
variables. Consider another such set that differs only at the ith position : Z ′ = {Z1, · · · , Zi′ , · · · , Zm}. Let
Ûm[π] and Û ′

m[π] be the corresponding objectives in 6.

∣∣∣∣max
π∈Π

(
U [π]− Ûm[π]

)
−max

π∈Π

(
U [π]− Û ′

m[π]
)∣∣∣∣

≤
∣∣∣∣max
π∈Π

−Ûm[π] + Û ′
m[π]

∣∣∣∣
≤ λ1
m

∣∣∣∣max
π∈Π

MMD2(πY |X(·|xi), δyi)−MMD2(πY |X(·|x′i), δy′i)
∣∣∣∣

+
λ2
m

∣∣∣∣max
π∈Π

MMD2(πY ′|X(·|xi), δyi)−MMD2(πY ′|X(·|x′i), δy′i)
∣∣∣∣ (Using triangle inequality)

≤ 8(λ1 + λ2)

m
, (S13)

where for the last step, we use that, with a normalized kernel,
(
MMD(πȲ (·|xi), δyi) +MMD(πȲ (·|x′i), δy′i)

)
≤ 4

and
(
MMD(πȲ (·|xi), δyi)−MMD(πȲ (·|x′i), δy′i)

)
≤ 2 for Ȳ ∈ {Y, Y ′}.

Using the above in McDiarmid’s inequality,

max
π∈Π

U [π]− Ûm[π] ≤ E
[
max
π∈Π

U [π]− Ûm[π]

]
+ 4(λ1 + λ2)

√
2

m
log

1

δ
. (S14)

Let Zi ≡ (Xi, Yi) ∼ sX,Y and Z = {Z1, · · · , Zm}. Let Z ′
i ≡ (X ′

i, Y
′
i ) ∼ tX,Y and Z ′ = {Z ′

1, · · · , Z ′
m}. Let

(ϵi)i∈{1,··· ,m} be IID Rademacher random variables. We now follow the standard symmetrization trick and
introduce the Rademacher random variables to get the following.

E[maxπ∈Π U [π]−Ûm[π]]≤2λ1
1
mEZ,ϵ[maxπ∈Π

∑m
i=1 ϵi∥µk(πY |X(·|Xi))−ϕ(Yi)∥2]︸ ︷︷ ︸

Rm(Π)

+2λ2
1
mEZ′,ϵ[maxπ∈Π

∑m
i=1 ϵi∥µk(πY ′|X(·|Xi))−ϕ(Yi)∥2]︸ ︷︷ ︸

R′
m(Π)

.

(S15)

Recall that µk(s) is the kernel mean embedding of the measure s. Hence, using S12, S14 and S15, we prove that
with probability at least 1− δ,

U [π̂m]− U [π∗] ≤ 2λ1Rm(Π) + 2λ2R′
m(Π) + 6(λ1 + λ2)

√
2

m
log

3

δ
. (S16)

Bounding Rademacher in the Special Case: We now upper-bound Rm(Π) for the special case where π(·|x)
is implicitly defined using neural conditional generative models. More specifically, let d be the dimensionality
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of Y and let gw(x,N) ∈ R2d ∼ π(·|x), where gw is a neural network function parameterized by w, N denotes
the noise random variable. We make a mild assumption on the weights of the neural network to be bounded.
The first d outputs, denoted by gw,1(x,N) will be distributed as πY |X(·|x) and the last d outputs, denoted by
gw,2(x,N) will be distributed as πY ′|X(·|x). Let ζi(πY |X) ≡ ∥µk(πY |X(·|xi)) − ϕ(yi)∥2. We now compute the
Lipschitz constant for ζi, used in our bound next.

ζi(πY |X)− ζi(π
′
Y |X) ≤ 4

(
∥µk

(
πY |X(·|xi)

)
− ϕ(yi)∥ − ∥µk

(
π′
Y |X(·|xi)

)
− ϕ(yi)∥

)
(With a normalized kernel)

≤ 4∥µk(πY |X(·|xi))− µk(π
′
Y |X(·|xi))∥ (Using triangle inequality)

= 4∥E [ϕ(gw,1(xi, N))]− E [ϕ(gw′,1(xi, N))] ∥
≤ 4E [∥ϕ(gw,1(xi, N))− ϕ(gw′,1(xi, N))∥] ∵ (Jensen’s inequality)

≤ 4E [∥gw,1(xi, N)− gw′,1(xi, N)∥] ∵ (non-expansive kernel)

≤ 4 [∥gw,1(xi, ni,1)− gw′,1(xi, ni,1)∥] ∵ ni,j ≡ argmax
n

[∥gw,j(xi, n)− gw′,j(xi, n)∥] .

(S17)

We next use a vector-contraction inequality for Rademacher given in Corollary (4) from [Maurer, 2016]. This gives

Rm(Π) ≤ 4
√
2

m EZ,ϵmax
w

∑m
i=1

∑d
j=1 rijg

j
w,1(xi, ni,1) and R′

m(Π) ≤ 4
√
2

m EZ′,ϵmax
w

∑m
i=1

∑d
j=1 rijg

j
w,2(xi, ni,2).

Here, gjw,1, g
j
w,2 denote the jth output in the first and the second blocks; rij denotes an independent doubly

indexed Rademacher variable. Thus, we have upper bounded the complexity of Π in terms of that of the neural
networks.

Now, applying standard bounds (e.g. refer to §5 in [Neyshabur, 2017]) on Rademacher complexity of neural
networks, we obtain Rm(Π) ≤ O(1/

√
m) and R′

m(Π) ≤ O(1/
√
m). If λ1, λ2 are chosen to be O(m1/4), then

from (S16), we have: U [π̂m]−U [π∗] ≤ O(1/m1/4). When m→ ∞, this shows that π̂m is also an optimal solution
of (6), in which case it is also an optimal solution of the original COT problem (when restricted to Π) because
λ→ ∞ too.

S2 MORE ON EXPERIMENTS

This section contains more experimental details along with some additional results.

S2.1 Visualizing Predictions of the Conditional Generator

We visualize the predictions learnt by the implicit conditional generator trained with the COT loss 8 and the
alternate formulation S18 described below. The COT formulation 4 employs a clever choice of MMD regular-
ization over the conditionals, which is then computed using the samples from the joints 5. One may think of
alternatively employing an MMD regularization over joints as follows.

min
πY,Y ′|X :X 7→P(Y×Y)

∫
X

∫
Y×Y

c dπY,Y ′|X(·, ·|x)da(x)+λ1MMD2
(
πY |X(·|x)s(x), s(x, y)

)
+λ2MMD2

(
πY ′|X(·|x)t(y), t(x, y)

)
. (S18)

We argue that this choice is sub-optimal. We first note that as we only have samples from the joints and not the
marginal distributions (sX and tX), matching conditionals through the above formulation is not straightforward.
Computing the above formulation also incurs more memory because for computing the Gram matrix over (x, y),
we need to keep Gram matrices over the samples of x, y separately. Further, in this case, each of the Gram
matrices is larger than the ones needed with the proposed formulation 5. We compared the performances of the
two formulations in a toy regression case and found the proposed COT formulation better.

The training algorithm for learning with the proposed COT loss is presented in Algorithm S1. The per-epoch
computational complexity is O(m2), where m. We fix λ to 500, noise dimension to 10. We use Adam optimizer
with a learning rate of 5e − 3 and train for 1000 epochs. We use squared Euclidean distance and RBF kernel.
Figure 6 shows we obtain a good fit for σ2 = 10, 100.

In Table 6, we also show the per-epoch computation time taken (on an RTX 4090 GPU) by the COT loss as a
function of the size of the minibatch, which shows the computational efficiency of the COT loss. On the other
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Algorithm S1 Algorithm for learning with implicit models for a simple regression case.

Require: Implicit neural networks πθ: X 7→ Y and πψ: X ,Y 7→ Y, training samples (xi, yi)|mi=1, noise distribu-
tion η, cost function c : Y × Y 7→ R+, kernel, λ.

1: while not converged or max epochs not reached do
2: Sample zi ∼ η ∀i ∈ [m].
3: yi(xi; θ) = πθ(·|xi, zi)∀i ∈ [m].
4: Sample z′i ∼ η ∀i ∈ [m].
5: yi(xi; θ, ψ) = πψ(·|yi(xi; θ), xi, z′i); ∀i ∈ [m].
6: Compute the COT loss (Simplified case of Equation 8)

min
θ,ψ

1

m

m∑
i=1

c (yi (xi; θ) , yi (xi; θ, ψ)) + λ
1

m

m∑
i=1

MMD2

 1

m

m∑
j=1

δyj(xi;θ,ψ), δyi

 .

7: Update θ, ψ using gradient descent.
8: end while

hand, the computation time for the alternate formulation discussed in S18 (with MMD regularization over joints)
is 0.245 ± 0.0012 s with minibatch-size 16 and resulted in the out-of-memory error for higher batchsizes.

Figure 7: The objective over the
training epochs curve.

B Time (s)

16 0.228±0.0003
64 0.228±0.0004
512 0.229±0.0008
1024 0.231±0.0016

Table 6: Time (in s) for COT loss 8 computation shown for increas-
ing minibatch size (B). The computation time reported is based on
3 independent runs on the toy regression dataset.

S2.2 More Experimental Details

We provide more details for the experiments shown in § 5 of the main paper, along with some additional results.

Verifying the Correctness of Estimator We use Adam optimizer and jointly optimize πθ and πψ. We
choose λ from the set {1, 200, 500, 800, 1000} and σ2 used in the RBF kernel from the set {1e-2, 1e-1, 1, 10}.
We found λ as 1000 and σ2 as 1 to perform the best.

In Figure 8, we also show the OT plans. We draw 500 samples from the implicit maps learnt with the COT loss
8 and use kernel density estimation (KDE) to plot the distributions.

Cell Population Dynamics Dataset: We use the preprocessed dataset provided by [Bunne et al., 2023]. The
dataset is publicly available for download using the following link

https://polybox.ethz.ch/index.php/s/RAykIMfDl0qCJaM.

From this dataset, we extracted unperturbed cells and cells treated with Givinostat. This led to a total of
17565 control cells and a total of 3541 cells treated with Givinostat. We take the same data splits as in
[Bunne et al., 2023].

More on evaluation: Following [Bunne et al., 2022], we use scanpy’s [Wolf et al., 2018] rank genes groups func-
tion for ranking and obtaining 50 marker genes for the drug, in this case Givinostat. The perturbed cells are
grouped by drug, and the ranking is computed by keeping the unperturbed (i.e. control) cells as reference.
We fix the architecture of our implicit model (ψ) as a 5-layer MLP and train it for 1000 epochs. Similar to
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     (a)                   (b)           (c) 
                  With Proposed COT

     (a)                   (b)           (c) 
                  With MMD regularization over joints

Figure 6: Predictions of the implicit conditional generator trained with the COT loss 8 and the alternate
formulation S18 (with MMD regularization over joints). The plots show the effect of different σ2 hyperparameters
used in the RBF kernel as 1, 10 and 100, respectively. We quantitatively evaluate the methods using Explained
Variance (between −∞ and 1; higher is better). With the proposed COT loss, the explained variance scores are
0.94, 0.94 and 0.95, respectively. With the alternate formulation S18, the explained variance scores are 0.63, 0.73
and 0.85. This shows the superiority of the proposed COT formulation 8.

[Bunne et al., 2022], we train on the 50-dimensional representation after applying PCA on the 1000-dimensional
original representation. It is worth noting that training our MLP models is much stabler than the Partial In-
put Convex Neural Networks (PICNN) used in [Bunne et al., 2022], which needs carefully chosen initialization
schemes. Following the evaluation scheme in [Bunne et al., 2022], we get back to the original 1000 dimensions,
and then 50 marker genes are computed for the evaluation metrics.

Following the in-sample experiment done in [Bunne et al., 2022], we tune our hyperparameters on the training
data split. Based on the scale of terms in the COT objective, we chose λ from the set {400, 2000, 10000} and found
λ = 400 to be the optimal choice. For the IMQ kernel, we chose the hyperparameter from the set {1, 10, 50, 100}
and found 100 to be the optimal choice. Since we model the transport plan and not the transport map, the
following procedure is followed for inference. We generate one sample corresponding to each pair of (source
sample, condition) through our implicit model, and measure the required metrics on the generated distributions.
This procedure is repeated n = 50 times, and the average metric is reported.

Following [Bunne et al., 2022], we quantitatively evaluate our performance using the MMD distance and the
l2 distance between the perturbation signatures, l2(PS) metric. Let µ be the set of observed unperturbed
cell population, ν be the set of the observed perturbed cell population (of size m1), and ν′ be the set of
predicted perturbed state of population µ (of size m2). The perturbation signature PS(ν, µ) is then defined
as 1

m1

∑
yi∈ν yi −

1
m2

∑
yi∈µ y

′
i. The l2(PS) metric is the l2 distance between PS(ν, µ) and PS(ν̂, µ). Following

[Bunne et al., 2022], we report MMD (§ 2) with RBF kernel averaged over the kernel widths: {2, 1, 0.5, 0.1,
0.01, 0.005}.

Additional Results: In addition to the results reported in Tables 2 and 3 where the marker genes are computed
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Figure 8: The OT plans computed with the COT formulation 8 for the case of source and target as the conditional
Gaussian distributions. For each value of the conditioned variable, we show the corresponding source, target and
the obtained OT plan in a given color.

Table 7: Insample setting: l2 (PS) distances (lower is better) between predicted and ground truth distributions
where the marker genes are computed at a per-dose level.

Dosage CellOT CondOT Proposed

10nM 0.7164 0.4718 0.3682
100nM 0.5198 0.3267 0.3051
1000nM 0.7075 0.6982 0.3917
10000nM 4.8131 0.3457 0.2488
Average 1.6892 0.4606 0.3284

on a per-drug level, in Tables 7 and 8, we show results where marker genes are computed on a per-dosage level.
Further, we present results for the out-of-sample setting, i.e., the dosage levels we predict are not seen during
training. In Tables 9 and 10, we show the results when marker genes are computed on a per-drug level and
in Tables 11 and 12. we show the results when marker genes are computed on a per-dose level. In Figures 9
and 10, we also show how closely the marginals of the proposed conditional optimal transport plan match the
target distribution. The plots for COT correspond to the generated distribution having the median value for the
metrics among all the (n=50) generated distributions.

Classification We consider the task of multi-class classification and experiment on three benchmark
datasets MNIST [LeCun and Cortes, 2010], CIFAR-10 [Krizhevsky et al., 2009] and Animals with Attribute
(AWA) [Lampert et al., 2009]. Following the popular approaches of minibatch OT [Fatras et al., 2020,
Fatras et al., 2021], we perform a minibatch training. We use the implementation of [Frogner et al., 2015] open-
sourced by [Jawanpuria et al., 2021]. We maintain the same experimental setup used in [Jawanpuria et al., 2021].
The classifier is a single-layer neural network with Softmax activation trained for 200 epochs. We use the cost
function, c, between labels as the squared l2 distance between the fastText embeddings [Bojanowski et al., 2017]

Figure 9: Marginals for selected genes ‘ENSG00000165092.12’, ‘ENSG00000175175.5’, ‘ENSG00000173727.12’,
where the dosage is 100nM, in the insample setting.
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Table 8: Insample setting: MMD distances (lower is better) between predicted and ground truth distributions
where the marker genes are computed at a per-dose level.

Dosage CellOT CondOT Proposed

10nM 0.0089 0.0064 0.00549
100nM 0.0069 0.0054 0.00494
1000nM 0.0117 0.01038 0.00586
10000nM 0.16940 0.01051 0.01011
Average 0.04922 0.00817 0.00660

Table 9: Out-of-sample setting: l2 (PS) distances (lower is better) between predicted and ground truth distri-
butions where the marker genes are computed at a per-drug level.

Dosage CellOT CondOT Proposed

10nM 2.0889 0.3789 0.3376
100nM 2.0024 0.2169 0.1914
1000nM 1.2596 0.9928 1.002
10000nM 5.9701 34.9016 8.2417

of the labels. The kernel function used in COT is k(x, y) = 1/(σ2 + c(x, y))0.5. For MNIST and CIFAR-10, we
use the standard splits for training and testing and choose a random subset of size 10,000 from the training set
for validation. For AWA, we use the train and test splits provided by [Jawanpuria et al., 2021] and randomly
take 30% of the training data for validation.

Following [Jawanpuria et al., 2021], we compare all methods using the Area Under Curve (AUC) score of the
classifier on the test data after finding the best hyperparameters on the validation data. Based on the validation
phase, the best Sinkhorn regularization hyperparameter in ϵ-OT [Frogner et al., 2015] is 0.2. For COT, we choose
the hyperparameters (λ, σ2) based on the validation set: for MNIST (0.1, 0.1), for CIFAR-10 (0.1, 0.1) and for
AWA (10, 0.1).

In Table 13, we also show the per-epoch computation time taken (on an RTX 4090 GPU) by the COT loss as a
function of the size of the minibatch, which shows the computational efficiency of the COT loss.

Prompt Learning Let F = {fm|Mm=1} denote the set of visual features for a given image and Gr = {gn|Nn=1}
denote the set of textual prompt features for class r. PLOT [Chen et al., 2023] learns the prompt features by
performing an alternate optimization where the inner optimization solves an OT problem between the empirical
measure over image features (49) and that over the prompt features (4). We denote the OT distance between
the visual features of image x and the textual prompt features of class r by dOT (x, r). Then the probability

of assigning the image x to class r is computed as p(y = r|x) = exp ((1−dOT (x,r)/τ))∑T
r=1 exp ((1−dOT (x,r)/τ))

, where T denotes the

total no. of classes and τ is the temperature of softmax. These prediction probabilities are then used in the
cross-entropy loss for the outer optimization.

Following [Chen et al., 2023] and [Zhou et al., 2022b], we choose the last training epoch model. The PLOT
baseline empirically found 4 to be the optimal number of prompt features. We follow the same for our experiment.

Figure 10: Marginals for selected genes ‘ENSG00000165092.12’, ‘ENSG00000175175.5’, ‘ENSG00000173727.12’,
where the dosage is 100nM, in the outsample setting.
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Table 10: Out-of-sample setting: MMD distances (lower is better) between predicted and ground truth distribu-
tions where the marker genes are computed at a per-drug level.

Dosage CellOT CondOT Proposed

10nM 0.0369 0.0065 0.0071
100nM 0.0342 0.0061 0.0070
1000nM 0.0215 0.0178 0.0151
10000nM 0.2304 0.3917 0.3591

Table 11: Out-of-sample setting: l2 (PS) distances (lower is better) between predicted and ground truth distri-
butions where the marker genes are computed at a per-dose level.

Dosage CellOT CondOT Proposed

10nM 1.2130 0.4718 0.3950
100nM 0.8561 0.2846 0.2522
1000nM 0.9707 0.9954 1.0775
10000nM 5.8737 33.5211 7.1487

We also keep the neural network architecture and hyperparameters the same as in PLOT. For our experiment,
we choose λ, kernel type and the kernel hyperparameter used in COT. We choose the featurizer in Figure (5)
as the same image encoder used for getting the visual features. We use a 3-layer MLP architecture for ψr in

equation 10. We choose λ from {1, 10, 100}, kernel type from k(x, y) = exp −∥x−y∥2

2σ2 (referred as RBF), k(x, y) =

(σ2 + ∥x− y∥2)−0.5 (referred as IMQ), k(x, y) =
(

1+∥x−y∥2

σ2

)−0.5

(referred as IMQ2), kernel hyperparameter (σ2)

from {median, 0.01, 0.1, 1, 10, 100}. The chosen hyperparameters, (λ, kernel type, kernel hyperparameter), for
the increasing number of shots (1 to 8), are (100, RBF, 10), (100, IMQ2, 1), (10, IMQ, 1), (1, IMQ, 0.01).

Figure 11 shows attention maps corresponding to each of the prompts learnt by COT. Table 12 presents an
ablation study.

S3 MORE DETAILS

S3.1 Motivation for the Use of MMD

As the abstract motivates, the main challenge in formulating OT over conditionals is the unavailability of the
conditional distributions, which is handled by COT using MMD-based kernelized-least-squares terms computed
over the joint samples that implicitly match the transport plan’s marginals with the empirical conditionals. This
results in the equivalence between Eqn (4) and Eqn (5). Furthermore, the statistical efficiency of MMD (Lemma
1) helps derive the consistency result (Thm. 1). Moreover, as discussed in § 4.2, the MMD metric is meaningful
even for distributions with potentially non-overlapping support, enabling us to model the transport plan with
implicit models for applications like those in § 5.2. Finally, the closed-form expression for MMD (discussed in §
2) helps in computational efficiency.

Table 12: Out-of-sample setting: MMD distances (lower is better) between predicted and ground truth distribu-
tions where the marker genes are computed at a per-dose level.

Dosage CellOT CondOT Proposed

10nM 0.01648 0.00641 0.00638
100nM 0.01133 0.006325 0.00571
1000nM 0.01607 0.01496 0.01462
10000nM 0.24234 0.41845 0.34246
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Table 13: Time (in s) for COT loss 7 computation shown for increasing minibatch size. The computation time
reported is based on 3 independent runs on the CIFAR-10 dataset.

16 64 512 1024

Time (s) 0.229±0.0013 0.229±0.0006 0.227±0.0004 0.225±0.0021

Proposed COT-based
Figure 11: The leftmost is an image from the EuroSAT satellite dataset followed by visualization maps corre-
sponding to each of the 4 prompts learnt (using COT loss 10). We can see that the 4 prompts diversely capture
different visual features of the image.

S3.2 The Choice of Baselines

Other baselines for § 5.1.1 and 5.1.2: CKB and CondOT are inapplicable to Fig 2. CondOT requires multiple
samples for each conditioned variable (§ 3 and Table 1). Using CKB, Wasserstein distance conditioned at an x
can’t be computed, which is needed for § 5.1.1. Also, it does not provide an OT plan/map needed for § 5.1.2.
Hence, these are inapplicable. We will add this clarification in § 5. For the downstream applications in § 5.2 and §
5.3, we compare with the state-of-the-art baselines. However, for completeness’s sake, we extended other baselines
to these applications. The results obtained by [Tabak et al., 2021] for Table 2 are (7.1758, 56.682, 559.42, 5588.14),
for Table 3 are (0.2438, 0.587, 0.582, 0.600) and for Table 4 are 0.49(MNIST), 0.52(CIFAR10), 0.52(AWA). As Tables 2
and 3 need an OT map, CKB can’t be applied. CondOT doesn’t apply to Table 4 as they need multiple samples
for each conditioned variable. Table 5 results with ([Tabak et al., 2021], CKB, CondOT) are: (29.13±0.90, 29.7±

2.41, 23.97±0.98) for K = 1, (38.87±2.00, 26.1±5.31, 21.8±6.39) for K = 2, (33.07±1.94, 28.87±1.58, 22.3±6.98) for K = 4 and
(32.10±0.49, 27.3±4.61, 21.67±3.09) for K = 8. The results in the manuscript (§ 5) can be seen better than the above
newly added.

      (a)                (b)     (c) 

Figure 12: Ablation study for the prompt learning experiment K = 1. For different kernel types: (a) RBF kernel

k(x, y) = exp
(

−∥x−y∥2

2σ2

)
(b) IMQ kernel k(x, y) =

(
σ2 + ∥x− y∥2

)−0.5
(c) IMQ kernel k(x, y) =

(
1+∥x−y∥2

σ2

)−0.5

,

we show the average accuracy for different kernel hyperparameters (shown on the x-axis) and different lambda
values.
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S4 NEGATIVE SOCIETAL IMPACT

We present a formulation for solving optimal transport between conditional distributions. This problem has
many socially beneficial applications, like predicting cell responses to cancer treatment, as shown in our paper.
However, if a malicious task is selected, the proposed COT formulation may have a negative societal impact,
similar to most other methods in machine learning.
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