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Abstract

As datasets grow larger, matching and merging entries from different databases has become a costly task in modern data pipelines. To avoid expensive comparisons between entries, blocking similar items is a popular preprocessing step. In this paper, we introduce BlockBoost, a novel boosting-based method that generates compact binary hash codes for database entries, through which blocking can be performed efficiently. The algorithm is fast and scalable, resulting in computational costs that are orders of magnitude lower than current benchmarks. Unlike existing alternatives, BlockBoost comes with associated feature importance measures for interpretability, and possesses strong theoretical guarantees, including lower bounds on critical performance metrics like recall and reduction ratio. Finally, we show that BlockBoost delivers great empirical results, outperforming state-of-the-art blocking benchmarks in terms of both performance metrics and computational cost.

1 INTRODUCTION

With larger datasets and disparate data sources becoming more prevalent, properly identifying, integrating and linking entries across multiple datasets is now a crucial step in many data pipelines. This process of identifying and disambiguating entities within one or more datasets is known as entity matching, entity resolution or record linkage [Christen, 2012b]. Applications include merging health records [Clark, 2004, Kelman et al., 2002], aggregating census data [Winkler, 2006], identifying war casualties [Steorts and Shrivastava, 2018], detecting crimes [Jonas and Harper, 2006], cataloging bibliographic citations or business products, and matching genome sequences [Christen, 2012a]. By Rademacher Inequality [2], we have that with probability at least A fundamental issue in entity matching is the quadratic number of comparisons necessary between database items. Blocking [Steorts et al., 2014] is a popular technique to reduce the number of comparisons. It consists of blocking together items considered similar (in some metric) and only comparing entries within the same block. For example, if the goal is to match a list of customer purchase records to a list of customer accounts, blocks may be based on the customer’s last name, or the ZIP code of their billing address, or all of these combined. If the blocks are well-crafted, this can significantly improve the speed and efficiency of the matching process.

A common way to create blocks is via hashing. A hash function yields a low-dimension binary representation of each entry, called the hash code. Unlike standard dimensionality-reduction methods, the fact that this representation is binary is important to ensure fast retrieval time, which is of the utmost importance for large databases [Andoni and Indyk, 2006, Charikar, 2002, Kulis and Darrell, 2009]. An efficient hash code maps similar candidates to the same hash code and dissimilar items to different hash codes, significantly reducing the associated number of comparisons and ensuring that similar items are indeed between these candidates.

However, devising good hash functions can be very hard. An important technique to create hash functions is locality-sensitive hashing (LSH). In locality-sensitive hashing [Andoni and Indyk, 2006, Har-Peled et al., 2012], hash codes are built in such a way that points
that are close in some metric typically have similar hash codes. It has many interesting theoretical guarantees that are valid under broad circumstances. However, the fact that LSH is agnostic to the nature of the underlying data often leads to suboptimal performance. To address this issue, there is a class of techniques known as learning to hash [Andoni and Beaglehole, 2021, Weiss et al., 2008a, Kulis and Darrell, 2009, Wang et al., 2018] that aims to improve the hashing efficiency by learning hash functions tailored for specific tasks, such as entity matching [Steorts et al., 2014]. While this approach can improve performance, it also introduces new challenges. For instance, methods like kernel LSH and TLSH maintain LSH’s theoretical guarantees, but sacrifice scalability and efficiency [Kulis and Grauman, 2009, Jiang et al., 2014, Oliver et al., 2013]. A more recent alternative for blocking dispenses hashing altogether and is based on deep learning embeddings applied to entity matching [Thirumuruganathan et al., 2021a, Mudgal et al., 2018]. These state-of-the-art solutions use neural networks to learn feature representations that capture the underlying relationships between records, thus improving the accuracy and effectiveness of blocking.

In this paper, we propose a new blocking method called BlockBoost, that combines a boosting step that learns a pairwise similarity function and a hashing step on top of which blocking can be quickly performed (see Figure 1). Since boosting is a fast machine learning method with great out-of-the-box performance, BlockBoost works well for many different types of unstructured data. Furthermore, unlike many traditional blocking alternatives, it is possible to devise lower bounds on BlockBoost’s performance in terms of relevant metrics such as recall and reduction ratio. This results in a data-driven technique that is efficient and scalable, with provable guarantees. Finally, BlockBoost achieves superior results to state-of-the-art deep learning solutions on multiple datasets.

**Main Contributions.** We introduce BlockBoost, a novel blocking algorithm that combines hashing and boosting with several features:

- Efficient data compression: by learning hash codes from data, BlockBoost is able to extract and combine the most distinguishing features and automatically pick the right hash size; e.g., in one of the empirical examples considered, it obtains state-of-the-art results by compressing 9600 bits in the original features into a 150-bit hash. Also, hashing dimensions are ordered by importance, and can be trimmed for further compression;

- **Empirical performance:** BlockBoost outperforms state-of-the-art solutions on many canonical blocking datasets in terms of recall, reduction ratio and their harmonic average.

2 **RELATED WORK**

Due to its importance in data pipelines across many applications, entity matching [Winkler, 2004, Christophides et al., 2020, Elmagarmid et al., 2007] is a widely studied field. While blocking is an old idea [Fellegi and Sunter, 1969], it remains an active area of research [Papadakis et al., 2020].

Several blocking techniques are based on exact matches or certain blocking keys, such as attribute matching [Azzalini et al., 2020] and token blocking [O’Hare et al., 2019]. However, many real-world data possesses unnormalized or corrupted data, posing a serious challenge to such methods [Zhang et al., 2020]. Because BlockBoost learns attributes through boosting, it does not suffer from this problem.

There are also methods that do not require exact attribute matching for block creation. For example, the canopy clustering algorithm [McCallum et al., 2000] groups together items based on the similarity of certain fields using a clustering algorithm. However, it is slow and requires the tuning of several hyperparameters to obtain a competitive performance. BlockBoost, on the other hand, has a single hyperparameter.

Hashing-based blocking methods, such as LSH, are closer in spirit to our approach. They partition records to the same blocks if they share the same hash value, using a pre-specified random hash function. For example, in [Steorts et al., 2014, Steorts and Shrivastava, 2018], community detection techniques [Oliver et al., 2013]
and clustering algorithm [Paulevé et al., 2010] were used as a post-processing step to LSH and lead to good results in entity matching. There are also learning to hash algorithms [Andoni and Beaglehole, 2021, Weiss et al., 2008a, Kulis and Darrell, 2009, Wang et al., 2018] that try to learn the hash functions via a training stage or refine already existing hash functions to lessen the correlations and redundancies between bits [Liu et al., 2024]. However, they are typically not employed for blocking due to scalability issues with learning overly complex algorithms [Kulis and Grauman, 2009, Jiang et al., 2014, Oliver et al., 2013]. BlockBoost, in contrast, can be orders of magnitude faster.

In recent years, there has been a growing interest in using deep learning embeddings to enhance the performance of blocking in entity matching [Thirumuruganathan et al., 2021a, Mudgal et al., 2018]. These approaches are often-times considered to be state-of-the-art, as they leverage neural networks to learn intricate feature representations that capture the inherent relationships between records.

Finally, other works, such as [Kim et al., 2020] and [Shakhnarovich, 2005], also employ boosting techniques for hashing. Still their setting significantly differs from ours as they do not consider blocking for entity matching. Indeed, [Kim et al., 2020] is concerned with distance functions in metric spaces and [Shakhnarovich, 2005] employ a gradient ascent algorithm with no generalization results.

3 BLOCKBOOST

Given datasets $\mathcal{A} := \{A_t\}_{t=1}^{N_A}$ and $\mathcal{B} := \{B_r\}_{r=1}^{N_B}$, both contained in a set $\mathcal{X}$, and a relationship between items $\sim_R$, we want to find pairs $(A_t, B_r)$ such that $A_t \sim_R B_r$, where we assume $\sim_R$ is unknown and must be learned. In our entity matching application, $A_t$ and $B_r$ will correspond to entities in different datasets and we will say that $A_t \sim_R B_r$ if and only if $A_t$ and $B_r$ are the same entity. For ease of presentation, our setup assumes two databases; however, the results hold for an arbitrary number of data collections (or one collection with many representations of the same item).

Our goal is to build a hash table for these items so that, given an item $A_t$, one can find $B_r \sim_R A_t$ with as few table lookups as possible. To this end, we suppose we have access to a training sample,

$S_{\text{train}, n} := \{(A_i, B_i, y_i) \in (\mathcal{A} \times \mathcal{B}) \times \{-1, 1\}, i \in [n]\},$

such that, $y_i = 1$ if $A_i \sim_R B_i$ and $-1$ otherwise. This sample will be used in a training stage so our algorithm can learn a similarity classifier via a sample of similar/dissimilar items using boosting.

Our method consists of two steps:

**Boosting step.** Using boosting, we learn binary classifiers $\{k^*_i\}_{t=1}^T$ over $\mathcal{X}$, as well as convex weights $\{\alpha_t^*\}_{t=1}^T$ for these classifiers. Then, given items $A \in \mathcal{A}$ and $B \in \mathcal{B}$, we construct a similarity function $f^*(A, B) = \sum_{t=1}^T \alpha_t^* k_t^*(A) k_t^*(B)$. In this step, weights $\alpha_t^*$ are expected to be large when the product $k_t^*(A) k_t^*(B)$ correlates strongly with the similarity relation $A \sim_R B$, and consequently $f^*(A, B)$ is close to $+1$ when $A \sim_R B$ and $f^*(A, B)$ is close to $-1$ when $A \nsim_R B$.

**Hashing step.** From the $\{\alpha_t^*, k_t^*\}_{t=1}^T$ learned in the previous step, various techniques can be employed to create hash codes for blocking. In this paper, we focus on using the similarity function learned in the boosting to create blocks via a weighted hamming distance between pairs. The Supplementary Material discusses another plausible option based on LSH [Andoni and Indyk, 2006, Har-Peled et al., 2012].

We now consider each of the above steps in further detail.

3.1 Boosting Step

Fix a family $\mathcal{K}$ of binary classifiers $k : \mathcal{X} \to \{-1, +1\}$ and a max number of iterations $T_{\text{max}} \in \{1, 2, \ldots \}$. To
find the functions \( \{k_t^*\}_{t=1}^{T} \) and the convex weights \( \{\alpha_t^*\}_{t=1}^{T} \), with \( T \leq T_{\text{max}} \), we use a boosting algorithm over our training sample \( S_{\text{train,n}} = ((A_i, B_i), y_i)_{i=1}^{n} \); see Algorithm 1. Note that \( T \), rather than \( T_{\text{max}} \), is the key determinant of the total number of binary classifiers produced by our method. As we will demonstrate in forthcoming discussions, it also plays a pivotal role in determining the ultimate level of compression achieved by our method, as it directly influences the number of bits required for the hash.

While Algorithm 1 is reminiscent of AdaBoost [Freund and Schapire, 1997], note we are optimizing a function that is quadratic over the chosen classifier. This is crucial for the hashing step, described in Section 3.2. Also, there are classifier families for which this optimization problem is feasible. An example is the set of decision stumps \( \mathcal{H}_{\text{stumps}} \): for \( x \in \mathbb{R}^d \), if \( x(j) \) indicates the \( j \)-th coordinate of \( x \in \mathbb{R}^d \), then

\[
\mathcal{H}_{\text{stumps}} = \left\{ 1_{[x(j) < \xi]} \cup 1_{[x(j) \geq \xi]} : \xi \in \mathbb{R}, j \in [p] \right\}.
\]

Intuitively, since the model is trying to predict matches and non-matches, we expect that, given items \( A \in \mathcal{A} \) and \( B \in \mathcal{B} \), the learned function

\[
f^*(A, B) = \sum_{t=1}^{T} \alpha_t^* k_t^*(A)k_t^*(B),
\]

will be a good similarity measure between \( A \) and \( B \). That is, \( f^*(A, B) \) should be close to \( +1 \) when \( A \sim_R B \), and close to \( -1 \) otherwise. Notice that, as usual in boosting, larger weights \( \alpha_t^* \) are given to the classifiers \( k_t^* \) that achieve the smallest values of boosted errors \( \varepsilon_t \). That is, our algorithm naturally gives more weight to functions \( k_t^*(A)k_t^*(B) \) that correlate more strongly to the similarity relation.

3.2 Hashing Step

We now use the convex weights \( \{\alpha_t^*\}_{t=1}^{T} \) and the functions \( \{k_t^*\}_{t=1}^{T} \) to construct hash functions that will be used for blocking. Our solution involves a straightforward calculation of a weighted Hamming distance over hash codes to create the blocks.

For each element \( A \in \mathcal{X} \), we create a \( T \)-bit hash function \( g \) that is given by

\[
g(A) = (k_1^*(A), \ldots, k_T^*(A))
\]

where \( T \) is the number of iterations used in the boosting step. Items \((A, B)\) will be part of the same block if for a given small \( \delta \in [0, 1] \),

\[
f^*(A, B) = \sum_{t=1}^{T} \alpha_t^* k_t^*(A)k_t^*(B) \geq 1 - \delta
\]

After creating the blocks, we can reduce direct comparisons only to pairs \((A, B)\) in each block, sparing a number of unnecessary comparisons when declaring a match.

An additional benefit of the proposed hashing approach is that it allows for the expression in Equation 3 to be written as a weighted Hamming distance between the hashes \( g^*(A) \) and \( g^*(B) \),

\[
\sum_{i=1}^{T} \alpha_t^* k_t^*(A)k_t^*(B) = \sum_{i=1}^{T} \alpha_t^* (1 - |k_t^*(A) - k_t^*(B)|)
\]

\[
= 1 - \sum_{i=1}^{T} \alpha_t^* |k_t^*(A) - k_t^*(B)|,
\]

since \( \sum_{t=1}^{T} \alpha_t^* = 1 \). Therefore, items \((A, B)\) will be part of the same block only if

\[
\sum_{i=1}^{T} \alpha_t^* |k_t^*(A) - k_t^*(B)| \leq \delta
\]

and this can be computed efficiently, as we discuss in Section 5.6.

4 THEORETICAL GUARANTEES

For our theoretical analysis, we assume we have two datasets \( \mathcal{A} := \{A_i\}_{i=1}^{N_A} \) and \( \mathcal{B} := \{B_i\}_{i=1}^{N_B} \), both contained in a set \( \mathcal{X} \) and a notion of similarity \( \sim_R \) between
4.1 Performance Metrics

We first define traditional performance metrics for entity matching. The goal of our method is to ensure that, for each \( A \in \mathcal{A} \), one can find all similar \( B \in \mathcal{B} \) while doing as few pairwise comparisons as possible. This is made precise by the Recall and the Reduction Ratio (RR) metrics [Christen, 2012b]:

\[
\text{Recall} := \frac{1}{|\mathcal{M}|} \sum_{(\ell, r) \in \mathcal{M}} 1_{\{A_\ell \text{ and } B_r \text{ share a block}\}}, \\
\text{RR} := 1 - \frac{1}{|\mathcal{N}|} \sum_{(\ell, r) \in \mathcal{N}} 1_{\{A_\ell \text{ and } B_r \text{ share a block}\}},
\]

where \( \mathcal{N} := [N_A] \times [N_B] \) denotes all possible pairs and \( \mathcal{M} \) denotes the set of matching pairs:

\[
\mathcal{M} := \{(\ell, r) \in \mathcal{N}, A_\ell \sim_R B_r, (A_\ell, B_r) \in A \times B\}.
\]

Recall, also known as pair completeness, measures the proportion of similar pairs that end up in the same block, whereas RR, also known as efficiency, measures the proportion of the \( N_A \cdot N_B \) potential pairwise comparisons that are avoided. Ideally, we would like to find as many as possible matching pairs (Recall \( \approx 1 \)), while avoiding as many comparisons as possible (RR \( \approx 1 \)).

To be able to compare performance through a single real value, a commonly used metric in the blocking literature [Azzalini et al., 2020] is the harmonic mean between Recall and RR, \( H(\text{Recall}, \text{RR}) \), given by:

\[
H(\text{Recall}, \text{RR}) := 2 \cdot \frac{\text{Recall} \cdot \text{RR}}{\text{Recall} + \text{RR}}.
\]

4.2 Performance Guarantees

The notion of margin plays a central role in our analysis. It corresponds to our intuition that \( f^* \) is a good estimator of the similarity relation \( \sim_R \) if it confidently identifies matches and non-matches.

**Definition 4.1 (\( \theta \)-margin condition).** For a fixed \( \theta > 0 \), given classifiers \( \{k^*_t\}_{t=1}^T \) and convex weights \( \{\alpha^*_t\}_{t=1}^T \), we say that the similarity function \( f^* \) defined in (2) has \( \theta \)-margin if, with probability at least \( 1 - \eta \) over the choice of \( (A, B, y) \), it holds that

\[
f^*(A, B) > +\theta, \text{ if } y = +1, \text{ and } \]

\[
f^*(A, B) < -\theta, \text{ if } y = -1.
\]

Our first theorem shows that the function \( f^* \) obtained in the boosting step via Algorithm 1 satisfies the \( \theta \)-margin condition with high probability. The value of \( \eta \) depends on the Rademacher complexity [Bartlett and Mendelson, 2002] of the base classifiers \( \mathcal{K} \) and the samples \( \mathcal{S}_{A,n} := \{A_i\}_{i=1}^n \) and \( \mathcal{S}_{B,n} := \{B_i\}_{i=1}^n \) given by:

\[
R_{\mathcal{S}_{A,n}}(\mathcal{K}) := \frac{1}{n} \sum_{k \in \mathcal{K}} \sup_{i=1}^n \sigma_i y_i k(A_i), \\
R_{\mathcal{S}_{B,n}}(\mathcal{K}) := \frac{1}{n} \sum_{k \in \mathcal{K}} \sup_{i=1}^n \sigma_i y_i k(B_i),
\]

where \( \sigma_1, \ldots, \sigma_n \) are independent Rademacher random variables, i.e., uniformly chosen in \( \{-1, 1\} \).

**Theorem 4.2** (Performance of the boosting step). With probability at least \( 1 - \delta \), the function \( f^* \) corresponding to the output of Algorithm 1 satisfies the \( \theta \)-margin condition with the value of \( \eta := \eta_{\text{train}}(f^*, \mathcal{S}_{\text{train},n}, \theta, \delta) \) given by:

\[
\eta := 2^T \prod_{t=1}^{T} \varepsilon_t^{1/2 - (1 - \varepsilon_t)^{\theta - 1/2}} + \frac{8}{\theta} (R_{\mathcal{S}_{A,n}}(\mathcal{K}) + R_{\mathcal{S}_{B,n}}(\mathcal{K})) + \sqrt{\frac{\log(1/\delta)}{2n}},
\]

where \( \varepsilon_t > 0 \) are the errors defined in Algorithm 1.

Furthermore, if there exists \( \gamma > 0 \) such that for all \( t \in [T], \gamma \leq (1/2 - \varepsilon_t) \) and \( \theta \leq 2\gamma \), then the first term in the right-hand side above decreases exponentially with \( T \).

Intuitively, the product term in the definition of \( \eta_{\text{train}}(f, \mathcal{S}_{\text{train},n}, \theta, \delta) \) is a margin bound over the training data. When \( \varepsilon_t \leq 1/2 - \gamma \) for all \( t \), the term will decay exponentially fast in \( T \) for suitable choices of margin parameters \( \theta \). The other terms in \( \eta_{\text{train}}(f, \mathcal{S}_{\text{train},n}, \theta, \delta) \) correspond to a generalization bound used for the test error.

Our next result shows that when Definition 4.1 holds, then the proposed hashing steps of BlockBoost produce high values of the Recall and RR metrics in expectation, with a suitable choice of hyperparameters.

**Theorem 4.3** (Performance Weighted Hamming distance hashing). Consider databases \( \mathcal{A} \) and \( \mathcal{B} \) such that \( |\mathcal{A}| = N_A, |\mathcal{B}| = N_B \) and let \( \mathcal{M} \) be the set of matching pairs as in 7. For given \( \theta > 0 \) if the output \( f^* \) of Algorithm 1 satisfies the \( \theta \)-margin condition and we set \( 1 - \theta > \delta \) in 3.2, then BlockBoost achieves

\[
E[\text{RR}] \geq (1 - \eta) \left(1 - \frac{|\mathcal{M}|}{N_A \cdot N_B}\right), \\
E[\text{Recall}] \geq 1 - \eta
\]
where expectations are with respect to the training step, and Recall and RR are defined in (5) and (6).

Note that, in entity matching problems, it is usually the case that $|M| \ll N_A \cdot N_B$. Thus, the expected RR is close to 1, meaning that only a few comparisons have to be made.

4.3 Algorithmic Complexity and Speed

We now analyze the algorithmic complexity and speed of BlockBoost in each step.

**Boosting.** We use stump functions (1) as the family of base classifiers. As described in [Mohri et al., 2012], to determine the stump with the minimal weighted error at each round of boosting we can preset each component in $O(n \log n)$ time with a total computational cost of $O(nd \log n)$. For a given component, there are only $n + 1$ possible distinct thresholds, since two thresholds between the same consecutive component values are equivalent. To find the best threshold at each round of boosting, all of these possible $n+1$ values can be compared, which can be done in $O(n)$ time. Thus, the total computational complexity of the algorithm for $T$ rounds of boosting is $O(nd \log n + ndT)$.

**Hashing and Blocking.** Our binary hashing, with their low number of bits, allow for faster construction of candidate pairs compared to floating-point vectorizations. As a comparison, DeepBlocker’s algorithm [Thirumuruganathan et al., 2021a], one of the fastest blocking alternatives, uses a NVIDIA V100 GPU and the well-optimized FAISS library, and still took 34 minutes for a dataset of 1 million entries [Thirumuruganathan et al., 2021b]. In contrast, BlockBoost achieved the same empirical performance in 2 minutes using a consumer-grade i7 CPU.

5 EXPERIMENTS

Our code is available at https://github.com/thiagorr162/blockboost. See the Supplementary Material for further details regarding the experiments.

5.1 Datasets

The datasets are divided into train, validation, and test sets, with 15%, 15%, and 70% of the total entries, respectively. Additionally, we ensure that the distribution of matches in each fold aligns with these proportions. The train set is used for models that require a training phase and the validation set is employed for adjusting hyperparameters, as needed. Note BlockBoost only has the single parameter $\delta$ in (4); in practice, $T$ is chosen large enough that Algorithm 1 hits the stopping condition in line 8. Lastly, the test set is utilized to evaluate the performance metrics defined in Section 4.1.

We opted to use small training and validation proportions to more accurately represent a real-world scenario where a blocking model must be applied, but there are limited labeled examples available.

5.2 Benchmark Models

BlockBoost is compared against the following well-known methods for blocking in entity matching.

- **Canopy** [McCallum et al., 2000]: groups records into blocks based on the similarity of certain fields, using a clustering algorithm. For our experiments, we utilized the implementation in [CanopyByPython, 2018].

- **K-Means locality-sensitive hashing (KLSH)** [Paulevé et al., 2010]: uses $k$-means algorithm to construct a low-dimensional projection of the data. We use the code in [kls, 2020] for the algorithm.

- **Transitive locality-sensitive hashing (TLSH)** [Oliver et al., 2013] uses a community detection technique to find similar entities. Our code follows [tlsh, 2020], which implements the work [Steorts et al., 2014].

- **Spectral hashing (Spect)** [Weiss et al., 2008b]: this learn to hash method uses a graph partitioning relaxation that is closely related to semantic hashing. We use the implementation in [LearnHash, 2018].

- **AGHasher (AG)** [Liu et al., 2011]: a learn to hash method automatically finds compact hash codes using graph-based neighborhood structure in the data. Our experiments follow the code in [AGHasher, 2022].

- **DeepBlocker** [Thirumuruganathan et al., 2021a]: a state-of-the-art blocking algorithm for entity matching using deep learning. We included the three distinct neural network architectures available as individual models: CTT, Autoencoder
Figure 2: BlockBooster’s cost in seconds on an i7 processor, as the size of the artificially created dataset based on restaurant gets larger. For \( n = 10^6 \), BlockBoost’s blocking step takes at most 116 seconds, while DeepBlocker’s CTT takes over 34 minutes on an NVIDIA V100 GPU.

Table 1: Baseline datasets for blocking, and compression (in bits) achieved by BlockBoost’s hashes over the original set of features

<table>
<thead>
<tr>
<th>DATASET</th>
<th>ENTITIES</th>
<th>MATCHES</th>
<th>TABLES</th>
<th>FEATURES</th>
<th>BlockBoost bit compression</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABT_BUY</td>
<td>2,173</td>
<td>1,097</td>
<td>2</td>
<td>4</td>
<td>9x</td>
</tr>
<tr>
<td>AMZ_GG</td>
<td>4,589</td>
<td>1,300</td>
<td>2</td>
<td>5</td>
<td>23x</td>
</tr>
<tr>
<td>DBLP_ACM</td>
<td>4,908</td>
<td>2,224</td>
<td>2</td>
<td>4</td>
<td>8x</td>
</tr>
<tr>
<td>DBLP_SCH</td>
<td>66,879</td>
<td>5,347</td>
<td>2</td>
<td>4</td>
<td>5x</td>
</tr>
<tr>
<td>RESTAURANT</td>
<td>865</td>
<td>752</td>
<td>1</td>
<td>4</td>
<td>2x</td>
</tr>
<tr>
<td>RLDATA500</td>
<td>500</td>
<td>50</td>
<td>1</td>
<td>8</td>
<td>7x</td>
</tr>
<tr>
<td>RLDATA10K</td>
<td>10,000</td>
<td>1,000</td>
<td>1</td>
<td>8</td>
<td>6x</td>
</tr>
<tr>
<td>MUSICBRAINZ</td>
<td>19,375</td>
<td>10,000</td>
<td>5</td>
<td>7</td>
<td>3x</td>
</tr>
<tr>
<td>WM_AMZ</td>
<td>24,583</td>
<td>1,145</td>
<td>2</td>
<td>29</td>
<td>101x</td>
</tr>
</tbody>
</table>

(AE), and Hybrid, which integrates both the CTT and Autoencoder models. We use the official code repository provided by the authors [Thirumuruganathan et al., 2021b].

5.3 Vectorization

To ensure consistency with the original implementations of the baseline blocking models, we employed two distinct types of vectorization.

Shingling and MinHash. This vectorization is used for Canopy, TLSH and KSLH baseline models, as described in [Steorts et al., 2014, Steorts and Shrivastava, 2018] and implemented in [klsh, 2020, tlsh, 2020]. We first apply the shingling technique to construct a sparse numerical representation of our textual data. Then, we apply the MinHash algorithm [Broder et al., 2000, Steorts et al., 2014] to transform our sparse numerical information into a dense one.

SIF Embedding. We utilized this vectorization technique for both DeepBlocker and our own model, BlockBoost. SIF (Smooth Inverse Frequency) embedding [Arora et al., 2017] is a vector space model commonly used in NLP tasks, which assigns weights to each word vector based on their frequency in a reference corpus. This weighting scheme allows the resulting document vectors to capture the semantic meaning of the text while reducing the impact of frequent but less informative words.

5.4 Training Setup

For most of our benchmark models, training is performed on the training data fold. The exception is DeepBlocker, which does not require training data to work and instead relies on generating artificial training data. In particular, entities in the test set are compared against other, distinct entities in the test set (these will be assumed to be non-matches) or against a slightly perturbed version of the original entity (these will be declared matches). This allows the method to train on a significantly larger number of examples. Further details regarding this methodology are explained in detail in [Thirumuruganathan et al., 2021a]. BlockBoost works with either of these training setups. Below, we mimic DeepBlocker’s approach so our method also does not require training data to work. We employ a ratio of 16 negative examples to each positive example in all our experiments.
5.5 Blocking Performance

Table 2 displays the performance of BlockBoost against all the benchmarks on the datasets from Table 1. Note each of DeepBlocker’s possible configurations (CTT, AE, Hybrid) are considered separately. Overall, BlockBoost (BB) displays the best average harmonic mean of Recall and RR, and even when it is not the top-performing algorithm, it is generally close to it. The Supplementary Material includes the individual values of Recall and RR out of which the harmonic mean was derived. Note that only DeepBlocker, in its best possible network configuration, was able to rival BlockBoost’s performance.

5.6 Computational Performance

Even when BlockBoost is trained on millions of pairs, it only takes a couple of minutes on a modern CPU, and, as Figure 2a shows, it scales well as \( n \) gets larger. This is crucial for a blocking algorithm, since the number of pairs to be matched in real-world examples can often become unwieldy (and are, after all, the main motivation for blocking algorithms). After that, the process of mapping entries from the initial vectorization to the binary embedding is so fast that it’s dominated by the low level C function `atof`, which converts text to floats from the csv file (see Figure 2b).

The binary nature of our embedding, coupled with the low number of bits that the boosting produces, means that the set of candidate pairs can be constructed much faster than it would be possible with floating-point based vectorizations (see Table 1 for the bit compression Blockboost’s hashes achieve versus the original feature set on each dataset). As a consequence, BlockBoost on CPU achieves a \( 17 \times \) speedup using an NVIDIA V100 GPU. To make sense of this, note that our binary embeddings, evaluated at Table 2, have an average size of 158 bits, and a maximum size of 256 bits. This is particularly useful for any x86 CPU with SSE4, since they can compute the number of 1s in a word in a single cycle. Modern GPUs also have instructions dedicated to this operation.

Finally, since the dimensions of the embedding are ordered by importance, the least significant bits can be trimmed to make the operations even faster.

5.7 Scalability

The primary motivation for employing blocking methods is to effectively handle large datasets. Here, we present a comparative analysis of timing between BlockBoost and baseline models using the musicbrainz dataset across varying sizes: 20k, 200k, and 2m entries, with BlockBoost emerging as the most scalable option by a significant margin.

For the dataset comprising 2 million entries, only BlockBoost managed to generate predictions within the allocated time (11 hours) and memory constraints (32GB). Table 3 displays performance metrics across increasing dataset sizes (20k, 200k, 2m), underscoring a key advantage of BlockBoost: not only does it deliver high accuracy, but it also operates at orders of magnitude faster speeds compared to other benchmarks.

5.8 Interpretability

At each iteration \( t = 1, \ldots, T \) of the boosting process, BlockBoost produces a stump function \( k_{\ast}^t \) and a weight \( \alpha_{\ast}^t \). The weight can be interpreted as an indication of how significant the stump is for matching entities. Additionally, as the stump is defined by a projected feature \( j_{\ast}^t \) and a threshold \( \xi_{\ast}^t \), the weight also indicates how strongly such feature correlates with the similarity relation between items. Thus, the \( \alpha_{\ast}^t \) can be understood as giving an automatic feature importance.

![Figure 3: Feature relevance identified by BlockBoost during the boosting step for the musicbrainz dataset.](image)

This can be very helpful when interpreting which features carry most of the signal for finding matches. This also allows for discarding irrelevant features for added speed, as well as simple attribute matching based on the selected ones. As an example, Figure 3 shows the importance of some features in the musicbrainz dataset when each one is vectorized separately. Here, importance is understood by the sum of weights associated to each feature.

Intuitively, if someone intends to correlate songs from various databases, BlockBoost considers the length and title as the most critical attributes. The track number on a CD emerges as a surprisingly reliable third option. This is because it’s a numeric value and is typically automatically extracted, whereas other entries involve textual data and potential manual input. Notably, by generating hashes exclusively from the concatenation of the length and number (both numeric
Table 2: Comparison table of the evaluation metric $H(\text{Recall}, \text{RR})$, defined in 8, with the best model per dataset in bold. BlockBoost (BB) has the best performance overall.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BB</th>
<th>Canopy</th>
<th>KLSH</th>
<th>TLSH</th>
<th>Spect</th>
<th>AG</th>
<th>CTT</th>
<th>AE</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>abt_buy</td>
<td>0.911</td>
<td>0.761</td>
<td>0.365</td>
<td>0.625</td>
<td>0.263</td>
<td>0.503</td>
<td>0.907</td>
<td>0.817</td>
<td>0.822</td>
</tr>
<tr>
<td>amz_gg</td>
<td>0.877</td>
<td>0.605</td>
<td>0.515</td>
<td>0.281</td>
<td>0.518</td>
<td>0.539</td>
<td>0.810</td>
<td>0.849</td>
<td>0.849</td>
</tr>
<tr>
<td>dblp_acm</td>
<td>0.993</td>
<td>0.850</td>
<td>0.895</td>
<td>0.861</td>
<td>0.662</td>
<td>0.696</td>
<td>0.993</td>
<td>0.996</td>
<td>0.998</td>
</tr>
<tr>
<td>dblp_sch</td>
<td>0.989</td>
<td>0.891</td>
<td>0.691</td>
<td>0.543</td>
<td>0.602</td>
<td>0.670</td>
<td>0.991</td>
<td>0.980</td>
<td>0.983</td>
</tr>
<tr>
<td>restaurant</td>
<td>0.988</td>
<td>0.785</td>
<td>0.937</td>
<td>0.838</td>
<td>0.519</td>
<td>0.728</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>rldata500</td>
<td>0.992</td>
<td>0.829</td>
<td>0.969</td>
<td>0.982</td>
<td>0.691</td>
<td>0.717</td>
<td>0.966</td>
<td>0.966</td>
<td>0.966</td>
</tr>
<tr>
<td>rldata10k</td>
<td>0.999</td>
<td>0.929</td>
<td>0.926</td>
<td>0.987</td>
<td>0.755</td>
<td>0.800</td>
<td>0.957</td>
<td>0.928</td>
<td>0.926</td>
</tr>
<tr>
<td>musicbrainz</td>
<td>0.991</td>
<td>0.101</td>
<td>0.944</td>
<td>0.950</td>
<td>0.662</td>
<td>0.737</td>
<td>0.994</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>wm_amz</td>
<td>0.943</td>
<td>0.017</td>
<td>0.495</td>
<td>0.005</td>
<td>0.577</td>
<td>0.558</td>
<td>0.943</td>
<td>0.917</td>
<td>0.942</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.965</td>
<td>0.641</td>
<td>0.749</td>
<td>0.675</td>
<td>0.583</td>
<td>0.660</td>
<td>0.951</td>
<td>0.938</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table 3: Benchmark against baseline models in the musicbrainz dataset, with 20k, 200k and 2m entries. Instances exceeding 11 hours are categorized as Out of Time (OOT), while those surpassing 32gb are designated as Out of Memory (OOM). BlockBoost-1bi includes computational optimizations, as detailed in Section D of the Supplementary Material.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time 20k</th>
<th>Time 200k</th>
<th>Time 2m</th>
<th>$H(\text{Recall}, \text{RR})$ 2m</th>
</tr>
</thead>
<tbody>
<tr>
<td>blockboost-1bi</td>
<td>0.55 sec</td>
<td>5.61 sec</td>
<td>1 min 55 sec</td>
<td>0.9887</td>
</tr>
<tr>
<td>blockboost</td>
<td>4.3 sec</td>
<td>45.4 sec</td>
<td>14 min 76 sec</td>
<td>0.9896</td>
</tr>
<tr>
<td>deepblocker</td>
<td>12 min 35 sec</td>
<td>2 hrs 17 min 57 sec</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>tsh</td>
<td>2 min 18 sec</td>
<td>52 min 23 sec</td>
<td>OOT</td>
<td>OOT</td>
</tr>
<tr>
<td>kllsh</td>
<td>14 min 41 sec</td>
<td>OOT</td>
<td>OOT</td>
<td></td>
</tr>
<tr>
<td>canopy</td>
<td>14 min 10 sec</td>
<td>OOM</td>
<td>OOM</td>
<td></td>
</tr>
</tbody>
</table>

fields, although not an immediately obvious choice), one can achieve a high blocking performance with a $H(\text{Recall}, \text{RR})$ close to 0.91.

6 CONCLUSION

This paper introduces BlockBoost, a novel blocking method for entity resolution that is data-driven, efficient, and scalable. The results show that combining boosting techniques with hashing leads to a powerful blocking method that empirically outperforms state-of-the-art hashing and deep learning models in terms of scalability and performance over several canonical blocking datasets.

Beyond speed and efficiency, the algorithm is also interpretable and theoretically sound. It outputs weights that reflect variable importance measures, providing users with insight into the most relevant data features for the blocking process. BlockBoost also comes with guaranteed lower bounds on each performance through an extension of margin theory results.

Finally, BlockBoost is able to generate hashes whose size are automatically determined in a data-dependent fashion, leading to great compression and fast retrieval time. Since the dimensions of the hash are ordered by importance, one can trim the hashes for added time and better compression.

As a possible future avenue for this line of research, we believe BlockBoost can be adapted to many other applications beyond entity matching, such as image retrieval and similarity search, while carrying the same advantages as presented above.
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A PROOFS FOR SECTION 4

Proof of Theorem 4.2. We need to define the following sets:

\[ K_2 := \{ f_k : (A, B) \mapsto k(A)k(B), k \in \mathcal{K} \}, \]

and the convex hull \( \text{conv}(K_2) \) of \( K_2 \) given by,

\[ \text{conv}(K_2) := \left\{ f : (A, B) \mapsto \sum_{t=1}^{T} \alpha_t f_{k_t}(A, B) : T \geq 1, \alpha_t \geq 0, f_{k_t} \in K_2, \sum_{t=1}^{T} \alpha_t = 1 \right\} = \left\{ f : (A, B) \mapsto \sum_{t=1}^{T} \alpha_t k_t(A)k_t(B) : T \geq 1, \alpha_t \geq 0, k_t \in \mathcal{K}, \sum_{t=1}^{T} \alpha_t = 1 \right\}. \]

To show that the output of Algorithm 1 indeed satisfies Condition 4.1 we prove the following stronger result.

**Theorem A.1.** Consider an iid sample \( S_{\text{train},n} = ((a_i, b_i), y_i)_{i=1}^{n} \) with \( ((a_i, b_i), y_i) \) drawn from \( P \). Then, given \( \theta \in (0,1) \) and \( \delta \in (0,1) \), with probability at least \( 1 - \delta \), for any \( f \in \text{conv}(K_2) \)

\[ P[yf(A, B) \leq \theta] \leq \eta_{\text{train}}(f, S_{\text{train},n}, \theta, \delta), \]

where

\[ \eta_{\text{train}}(f, S_{\text{train},n}, \theta, \delta) := \frac{1}{n} \sum_{i=1}^{n} 1[y_i f(a_i, b_i) \leq 2\theta] + \frac{8}{\theta} \mathcal{R}_{S_{\text{train},n}}(\mathcal{K}) + \sqrt{\frac{\log(1/\delta)}{2n}}. \]
Proof. First, consider the surrogate margin loss function given by:

\[ \varphi_\theta(x) = \min \left( 1, \max \left( 1 - \frac{x}{\theta}, 0 \right) \right) . \]

and the following set:

\[ \Phi_\theta := \{ \varphi_{\theta,f} : ((a,b),y) \mapsto \varphi_{\theta}(yf(a,b) - \theta) : f \in \text{conv}(K_2) \} . \]

By Rademacher Inequality [3], we have that with probability at least \( 1 - \delta \), for all \( f \in \text{conv}(K_2) \):

\[ \mathbb{E} [ \varphi_\theta(yf(A,B) - \theta)] \leq \frac{1}{n} \sum_{i=1}^{n} \varphi_\theta(y_i f(a_i,b_i) - \theta) + 2 \mathcal{R}_{\text{train},n}(\Phi_\theta) + \sqrt{\frac{\log(1/\delta)}{2n}} . \]

Using the fact that \( 1_{[x \leq \theta]} \leq \varphi_\theta(x - \theta) \), we have that with probability at least \( 1 - \delta \), for all \( f \in \text{conv}(K_2) \):

\[ P[yf(a,b) \leq \theta] \leq \frac{1}{n} \sum_{i=1}^{n} \varphi_\theta(y_i f(a_i,b_i) - \theta) + 2 \mathcal{R}_{\text{train},n}(\Phi_\theta) + \sqrt{\frac{\log(1/\delta)}{2n}} . \]

Since \( \varphi_\theta \) is \( 1/\theta \)-Lipschitz, by Talagrand’s Lemma and the fact that \( \mathcal{R}_{\text{train},n}(\text{conv}(K_2)) = \mathcal{R}_{\text{train},n}(K_2) \) [1], we have with probability at least \( 1 - \delta \), for all \( f \in \text{conv}(K_2) \):

\[ P[yf(A,B) \leq \theta] \leq \frac{1}{n} \sum_{i=1}^{n} 1_{[y_i f(a_i,b_i) \leq \theta]} + 2 \mathcal{R}_{\text{train},n}(K_2) + \sqrt{\frac{\log(1/\delta)}{2n}} . \]

Using the fact that \( \varphi_\theta(x - \theta) \leq 1_{[x \leq 2\theta]} \), with probability at least \( 1 - \delta \), for all \( f \in \text{conv}(K_2) \):

\[ P[yf(A,B) \leq \theta] \leq \frac{1}{n} \sum_{i=1}^{n} 1_{[y_i f(a_i,b_i) \leq 2\theta]} + 2 \mathcal{R}_{\text{train},n}(K_2) + \sqrt{\frac{\log(1/\delta)}{2n}} . \]

Now we just need to bound \( \mathcal{R}_{\text{train},n}(K_2) \) in terms of \( \mathcal{R}_{\text{train},n}(K) \) so our final result depends only on the Rademacher complexity of the family \( K \) which is usually known. But note that

\[
\mathcal{R}_{\text{train},n}(K_2) = \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k \in K_2} \sum_{i=1}^{n} \sigma_i y_i k(a_i) k(b_i) \right] \\
= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k \in K} \sum_{i=1}^{n} \sigma_i y_i k_1(a_i) k_2(b_i) \right] \\
\leq \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k_1, k_2 \in K} \sum_{i=1}^{n} \sigma_i y_i k_1(a_i) k_2(b_i) \right] \\
= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k_1, k_2 \in K} \sum_{i=1}^{n} \sigma_i k_1(a_i) k_2(b_i) \right] \\
= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k_1, k_2 \in K} \sum_{i=1}^{n} \sigma_i \left( 1 - \frac{(k_1(a_i) - k_2(b_i))^2}{2} \right) \right] \\
= 0 + \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{k_1, k_2 \in K} \sum_{i=1}^{n} \sigma_i \frac{(k_1(a_i) - k_2(b_i))^2}{2} \right] \\
= \frac{1}{2n} \mathbb{E}_\sigma \left[ \sup_{k_1, k_2 \in K} \sum_{i=1}^{n} \sigma_i L(k_1(a_i) - k_2(b_i)) \right]
\]

where,

\[ L(x) = \begin{cases} 
  x^2, & \text{if } x \in [-2,2] \\
  4, & \text{otherwise.}
\end{cases} \]
Since $L$ is $4$-Lipschitz, by Talagrand’s Lemma, we have that, with probability at least $1 - \delta$, for all $f \in \text{conv}(K_2)$

$$P[yf(A, B) \leq \theta] \leq \frac{1}{n} \sum_{i=1}^{n} 1_{|y_i f^*(a_i, b_i) | \leq 2\theta} + \frac{8}{\theta} \left( R_{S_{A,n}}(K) + R_{S_{B,n}}(K) \right) + \sqrt{\frac{\log(1/\delta)}{2n}}.$$

\[\square\]

B DATASET DETAILS

Below, we provide an overview of each database utilized in our research paper. In all the datasets, every entry includes both record information and a distinct record ID, which serves as a unique identifier for each entry across the entire database, encompassing all potential tables. Additionally, each entry is associated with an entity ID, allowing us to identify and group together entities that are identical, regardless of their location in different tables.

The code necessary to download and process each dataset can be accessed from our GitHub repository https://github.com/thiagorr162/blockboost.

abt_buy

This dataset contains name, description, manufacturer and price of product data from abt.com and buy.com. It is available at https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

amz_gg

This dataset contains name, description, manufacturer and price product data from Amazon and Google. It can be downloaded via https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

dblp_acm

This dataset contains title, authors, venue and year information of bibliographic data from DBLP and ACM. We downloaded the dataset from https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

dblp_sch

This dataset contains title, authors, venue and year information of bibliographic data from DBLP and Google Scholar. It is available at https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

musicbrainz

This dataset contains number, title, length, artist, album, year and language information of music data from MusicBrainz. This dataset can be found at https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

restaurant

This dataset contains name, address, location and cuisine type of restaurants data. It can be downloaded from https://github.com/cleanzr/restaurant.

rldata

These datasets contain individuals’ first and last names, as well as their birth year, birth month, and birth day. It is available at https://github.com/cran/RecordLinkage/.
This dataset comprises a wide range of product information from both Walmart and Amazon. It includes details such as brand, title, shelf description, short and long descriptions, model number, weight, and various other relevant attributes. It can be found at https://github.com/anhaidgroup/deepmatcher/blob/master/Datasets.md.

C REDUCTION RATIO AND RECALL VALUES

In this section, we show the Recall, RR and H(Recall, RR) values for all models across all datasets. The results are sorted in descending order based on the H(Recall, RR) value.

C.1 Dataset abt_buy

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>blockboost</td>
<td>0.8967</td>
<td>0.9265</td>
<td>0.9113</td>
</tr>
<tr>
<td>ctt</td>
<td>0.8401</td>
<td>0.9868</td>
<td>0.9076</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.7046</td>
<td>0.9868</td>
<td>0.8222</td>
</tr>
<tr>
<td>ae</td>
<td>0.6978</td>
<td>0.9868</td>
<td>0.8175</td>
</tr>
<tr>
<td>canopy</td>
<td>0.7199</td>
<td>0.8072</td>
<td>0.7610</td>
</tr>
<tr>
<td>tlish</td>
<td>0.5058</td>
<td>0.8209</td>
<td>0.6259</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.4770</td>
<td>0.5325</td>
<td>0.5032</td>
</tr>
<tr>
<td>klsh</td>
<td>0.2283</td>
<td>0.9175</td>
<td>0.3656</td>
</tr>
<tr>
<td>spectral</td>
<td>0.1558</td>
<td>0.8434</td>
<td>0.2631</td>
</tr>
</tbody>
</table>

C.2 Dataset amz_gg

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>blockboost</td>
<td>0.8312</td>
<td>0.9293</td>
<td>0.8775</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.7515</td>
<td>0.9779</td>
<td>0.8499</td>
</tr>
<tr>
<td>ae</td>
<td>0.7515</td>
<td>0.9779</td>
<td>0.8499</td>
</tr>
<tr>
<td>ctt</td>
<td>0.6856</td>
<td>0.9912</td>
<td>0.8106</td>
</tr>
<tr>
<td>canopy</td>
<td>0.6284</td>
<td>0.5836</td>
<td>0.6052</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.5120</td>
<td>0.5706</td>
<td>0.5397</td>
</tr>
<tr>
<td>spectral</td>
<td>0.5165</td>
<td>0.5199</td>
<td>0.5182</td>
</tr>
<tr>
<td>klsh</td>
<td>0.3933</td>
<td>0.7465</td>
<td>0.5152</td>
</tr>
<tr>
<td>tlish</td>
<td>0.1669</td>
<td>0.8940</td>
<td>0.2813</td>
</tr>
</tbody>
</table>

C.3 Dataset dblp_acm

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hybrid</td>
<td>0.9994</td>
<td>0.9969</td>
<td>0.9981</td>
</tr>
<tr>
<td>ae</td>
<td>0.9968</td>
<td>0.9969</td>
<td>0.9968</td>
</tr>
<tr>
<td>ctt</td>
<td>0.9910</td>
<td>0.9969</td>
<td>0.9939</td>
</tr>
<tr>
<td>blockboost</td>
<td>0.9883</td>
<td>0.9969</td>
<td>0.9926</td>
</tr>
<tr>
<td>klsh</td>
<td>0.8160</td>
<td>0.9923</td>
<td>0.8956</td>
</tr>
<tr>
<td>tlish</td>
<td>0.7691</td>
<td>0.9784</td>
<td>0.8612</td>
</tr>
<tr>
<td>canopy</td>
<td>1.0000</td>
<td>0.7397</td>
<td>0.8504</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.7230</td>
<td>0.6723</td>
<td>0.6967</td>
</tr>
<tr>
<td>spectral</td>
<td>0.7706</td>
<td>0.5813</td>
<td>0.6627</td>
</tr>
</tbody>
</table>
## C.4 Dataset dblp_sch

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ctt</td>
<td>0.9836</td>
<td>0.9989</td>
<td>0.9912</td>
</tr>
<tr>
<td>blockboost</td>
<td>0.9840</td>
<td>0.9944</td>
<td>0.9891</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.9673</td>
<td>0.9999</td>
<td>0.9833</td>
</tr>
<tr>
<td>ae</td>
<td>0.9623</td>
<td>0.9999</td>
<td>0.9807</td>
</tr>
<tr>
<td>canopy</td>
<td>0.8670</td>
<td>0.9179</td>
<td>0.8917</td>
</tr>
<tr>
<td>klsh</td>
<td>0.5292</td>
<td>0.9989</td>
<td>0.6919</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.7031</td>
<td>0.6404</td>
<td>0.6703</td>
</tr>
<tr>
<td>spectral</td>
<td>0.4742</td>
<td>0.8264</td>
<td>0.6026</td>
</tr>
<tr>
<td>tlsh</td>
<td>0.3730</td>
<td>0.9990</td>
<td>0.5431</td>
</tr>
</tbody>
</table>

## C.5 Dataset musicbrainz

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ctt</td>
<td>0.9908</td>
<td>0.9979</td>
<td>0.9943</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.9869</td>
<td>0.9979</td>
<td>0.9924</td>
</tr>
<tr>
<td>ae</td>
<td>0.9865</td>
<td>0.9979</td>
<td>0.9922</td>
</tr>
<tr>
<td>blockboost</td>
<td>0.9866</td>
<td>0.9952</td>
<td>0.9909</td>
</tr>
<tr>
<td>tlsh</td>
<td>0.9053</td>
<td>1.0000</td>
<td>0.9503</td>
</tr>
<tr>
<td>klsh</td>
<td>0.8946</td>
<td>1.0000</td>
<td>0.9444</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.7280</td>
<td>0.7477</td>
<td>0.7377</td>
</tr>
<tr>
<td>spectral</td>
<td>0.6162</td>
<td>0.7161</td>
<td>0.6624</td>
</tr>
<tr>
<td>canopy</td>
<td>0.0532</td>
<td>1.0000</td>
<td>0.1010</td>
</tr>
</tbody>
</table>

## C.6 Dataset restaurant

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ctt</td>
<td>1.0000</td>
<td>0.9952</td>
<td>0.9976</td>
</tr>
<tr>
<td>hybrid</td>
<td>1.0000</td>
<td>0.9944</td>
<td>0.9972</td>
</tr>
<tr>
<td>ae</td>
<td>1.0000</td>
<td>0.9944</td>
<td>0.9972</td>
</tr>
<tr>
<td>blockboost</td>
<td>1.0000</td>
<td>0.9778</td>
<td>0.9888</td>
</tr>
<tr>
<td>klsh</td>
<td>0.9038</td>
<td>0.9744</td>
<td>0.9378</td>
</tr>
<tr>
<td>tlsh</td>
<td>0.7308</td>
<td>0.9822</td>
<td>0.8380</td>
</tr>
<tr>
<td>canopy</td>
<td>0.7660</td>
<td>0.8057</td>
<td>0.7854</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.6410</td>
<td>0.8428</td>
<td>0.7282</td>
</tr>
<tr>
<td>spectral</td>
<td>0.3590</td>
<td>0.9416</td>
<td>0.5198</td>
</tr>
</tbody>
</table>

## C.7 Dataset rldata500

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>blockboost</td>
<td>0.9857</td>
<td>0.9993</td>
<td>0.9925</td>
</tr>
<tr>
<td>tlsh</td>
<td>0.9857</td>
<td>0.9790</td>
<td>0.9823</td>
</tr>
<tr>
<td>klsh</td>
<td>0.9714</td>
<td>0.9681</td>
<td>0.9697</td>
</tr>
<tr>
<td>ctt</td>
<td>0.9429</td>
<td>0.9921</td>
<td>0.9669</td>
</tr>
<tr>
<td>ae</td>
<td>0.9429</td>
<td>0.9906</td>
<td>0.9662</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.9429</td>
<td>0.9906</td>
<td>0.9661</td>
</tr>
<tr>
<td>canopy</td>
<td>0.8429</td>
<td>0.8168</td>
<td>0.8296</td>
</tr>
<tr>
<td>aghasher</td>
<td>0.6571</td>
<td>0.8267</td>
<td>0.7322</td>
</tr>
<tr>
<td>spectral</td>
<td>0.6571</td>
<td>0.7298</td>
<td>0.6916</td>
</tr>
</tbody>
</table>
C.8 Dataset rldata10000

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>blockboost</td>
<td>0.9982</td>
<td>0.9995</td>
<td>0.9988</td>
</tr>
<tr>
<td>tlsh</td>
<td>0.9811</td>
<td>0.9940</td>
<td>0.9875</td>
</tr>
<tr>
<td>ctt</td>
<td>0.9214</td>
<td>0.9956</td>
<td>0.9571</td>
</tr>
<tr>
<td>canopy</td>
<td>0.8964</td>
<td>0.9642</td>
<td>0.9291</td>
</tr>
<tr>
<td>ae</td>
<td>0.8700</td>
<td>0.9962</td>
<td>0.9288</td>
</tr>
<tr>
<td>klsh</td>
<td>0.8768</td>
<td>0.9820</td>
<td>0.9264</td>
</tr>
<tr>
<td>hybrid</td>
<td>0.8643</td>
<td>0.9981</td>
<td>0.9264</td>
</tr>
<tr>
<td>agwasher</td>
<td>0.7486</td>
<td>0.8601</td>
<td>0.8005</td>
</tr>
<tr>
<td>spectral</td>
<td>0.6829</td>
<td>0.8462</td>
<td>0.7558</td>
</tr>
</tbody>
</table>

D BLOCKING AT SCALE

In this section, we explore how BlockBoost performs for very large datasets. In this case, several of the benchmarking blocking algorithms either become out of time (over 11 hours) or out of memory (over 32GB). For this reason, these experiments were not included in the main paper, but we include them in the Supplementary Material as they give further evidence of BlockBoost’s scalability.

In small datasets, increasing the size of the training set by choosing random pairs as non-matches is a good unsupervised strategy to improve the predictive performance, since the chance of picking matches is very low. However, using a training dataset larger than a couple of million entries yields diminishing returns and can hinder scalability. Moreover, very large sets of candidate sets might not be desirable in some practical applications. To represent the two aforementioned scenarios, i.e. small and large datasets respectively, two experiments were included:

- **BlockBoost**: For each matching pair in the training dataset, select 16 non-matches. The best maximum hamming distance is selected using a validation dataset.

- **BlockBoost-1bi**: For each matching pair in the training dataset, select 1 non-match. The maximum hamming distance is also selected using a validation dataset, but the possibilities are restricted to values that produce a set of candidate pairs with less than 1 billion entries.

As shown in Figure 1, the price in recall of limiting the size of the set of candidate pairs is low in the musicbrainz_2m dataset, and this restriction prevents IO bottlenecks. All of the benchmarks ran on an Intel(R) Core(TM) i7-10700 CPU @ 2.90GHz, with 32 GB of DDR4 – 2666 MT/s.

D.1 Predictive Performance – musicbrainz_2m

In this subsection, we analyze the predictive performance of blocking benchmarks, as well as BlockBoost, over the data set musicbrainz_2m, with 2 million entries, which can be downloaded in https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution. As claimed in the
main text, we find that BlockBoost can scale to this size and still maintain a competitive performance in terms of recall and reduction ratio.

D.1.1 Recall and Reduction Ratio

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>RR</th>
<th>H(Recall, RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ctt</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>hybrid</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>ae</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>blockboost</td>
<td>0.9848</td>
<td>0.9941</td>
<td>0.9895</td>
</tr>
<tr>
<td>blockboost-1bi</td>
<td>0.9791</td>
<td>0.9984</td>
<td>0.9887</td>
</tr>
<tr>
<td>tlsh</td>
<td>OOT</td>
<td>OOT</td>
<td>OOT</td>
</tr>
<tr>
<td>klsh</td>
<td>OOT</td>
<td>OOT</td>
<td>OOT</td>
</tr>
<tr>
<td>canopy</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
</tbody>
</table>

Figure 1: Recall as a function of the size of the set of candidate pairs in the musicbrainz_2m dataset, with proportion of non-matches of 1. Note the maximum value of $x$ is $1/100$th of the total number of possible pairs. Computing the reduction ratio and recall for all of the possible maximum hamming distances takes 113.3 seconds on this dataset.

D.1.2 Bit Compression

Here we show the compression (in bits) achieved by BlockBoost’s hashes over the original set of features.

- **BlockBoost**: 11x
- **BlockBoost-1bi**: 12x

D.2 Time

In this section, we compare BlockBoost against other benchmark models on the musicbrainz_20 dataset with 20,000 entries, musicbrainz_200 dataset with 200,000 entries, and musicbrainz_2m dataset with 2 million entries, showcasing the execution time in each case. Each of these datasets can be downloaded from https://dbs.uni-leipzig.de/research/projects/object_matching/benchmark_datasets_for_entity_resolution.

- **musicbrainz_20k**
In this section, we discuss important differences between the fields of blocking and learning-to-hash (as well as some similarities).

Blocking involves grouping together items that are considered similar based on a specific metric so that it is possible to forgo a quadratic number of comparisons and only focus on comparing entries within the same block, as we detail in Sections 1 and 2 in the main paper. For instance, if the goal is to match customer purchase records to customer accounts, blocks can be created using attributes such as last name or ZIP code of the billing address, or a combination of these. Well-designed blocks can greatly enhance the speed and efficiency of the matching process. One way to create such blocks is via hashing (although there are important alternatives). An effective hash code ensures that similar items are grouped together by mapping them to the same hash code, while dissimilar items are assigned different hash codes.

While the field of learning-to-hash also deals with developing effective hash functions, it is typically concerned with the nearest neighbors problem, rather than blocking. The nearest neighbor problem focuses on finding the most similar data points to a given query point within a dataset regardless of their specific identities or relationships. In contrast, blocking is a technique used to group together similar items based on shared attributes or criteria.

This difference gives more structure to blocking problems, which are typically exploited by benchmark algorithms. For instance, in entity matching, which is a typical application for blocking, there exists a specific notion of similarity, i.e., duplicated records that represent the same entity. In this context, the occurrence of duplicate entries often follows specific patterns, such as typos or minor textual variations. Understanding these patterns is crucial as it allows us to develop tailored techniques that improve the blocking process. Examples of such techniques include the use of shingling and minhash vectorization [5, 4], as well as the construction of artificial training sets, which is the case of DeepBlocker [6]. These approaches depend significantly on these specific textual heuristics to achieve successful outcomes, and it is not immediately obvious how to apply them to other learning-to-hash problems.
It is also important to highlight that the research tools employed in the literature vary between blocking and learning-to-hash. These two approaches have different focuses and evaluation criteria, leading to the use of distinct benchmark models and databases for assessing their performance. For instance, in blocking, in addition to recall, we also consider the reduction ratio metric. If we apply this measure to a widely used datasets in learning-to-hash literature like MNIST or CIFAR-10, we observe that since there are only 10 classes of objects, the best possible reduction ratio for each class would be 90%. This would represent a perfect blocking scenario, but even then, we would still need to perform numerous comparisons within each block (e.g. \((10\% \times 60,000)^2 = 36,000,000\) in CIFAR-10). This is not the case for most blocking problems, where we usually have just a few duplicated entries, easily leading to reduction ratio metrics close to 99.9% (as is the case for BlockBoost in some of the datasets in the paper).

In spite of these differences, one can use still apply learning-to-hash for blocking. As argued above, we expect that they result in suboptimal performance; that is indeed what happens in the paper with two traditional learning-to-hash algorithms (Aghasher and Spectral Hashing). In all of the datasets considered, BlockBoost enjoyed better performance and speed. Conversely, as alluded to in the paper’s conclusion, one could adapt BlockBoost to solve typical learning-to-hash problems; that is an avenue for future work.

F BLOCKBOOST WITH LSH-INSPIRED BLOCKING

In this section, we present an alternative to the weighted hamming distance hashing step in the original paper based on the theory of Locality-sensitive hashing (LSH). We believe that this alternative solution can be used to solve classic problems in the learning-to-hash field.

The algorithm: The algorithm produces \(k\)-bit hash functions \(g_1, \ldots, g_L\) such that

\[ g_{i,j} = k_j^* \text{ with probability } \alpha_j^*. \]  \hspace{1cm} (1)

Items \((A, B)\) will be part of the same block if there exists at least one hash function \(g_i\) with \(g_i(A) = g_i(B)\).

Algorithm 1 LSH inspired hashing

\begin{verbatim}
Input: \(k, L \in \mathbb{N}\), convex weights \((\alpha_i^*)_{i=1}^T\), classifiers \((k_i^*)_{i=1}^T\)
1: for \(i \leftarrow 1\) to \(L\) do
2: \hspace{1cm} for \(j \leftarrow 1\) to \(k\) do
3: \hspace{2cm} \(g_{i,j} \leftarrow k_i^*\) with probability \(\alpha_i^*\)
4: \hspace{1cm} end for
5: \hspace{1cm} end for
6: Output: \((g_1, \ldots, g_L)\)
\end{verbatim}

Why it works: To understand why this hashing technique works, note that, given \(f^*\) as in (2), for any \((A, B) \in A \times B\), and any function \(g_{i,j}\) constructed as before, since \(g_{i,j}\) is \([-1, +1]\)-valued and \(g_{i,j} = k_j^*\) with probability \(\alpha_i\) for each \(t \in [T]\), it is easy to show that

\[ \mathbb{P}_{g_{i,j}}[g_{i,j}(A) = g_{i,j}(B)] = \mathbb{P}_{g_{i,j}} \left[ \frac{1 + g_{i,j}(A)g_{i,j}(B)}{2} \right] = \frac{1}{2} + \frac{f^*(A, B)}{2}. \]

This implies that, if \(f^*(A, B)\) properly approximates the similarity notion \(A \sim_B B\), it is expected that 1 \(\approx \mathbb{P}_{g_{i,j}}[g_{i,j}(A) = g_{i,j}(B)] \geq p_1 > 1/2\) for most similar pairs, whereas 0 \(\approx \mathbb{P}_{g_{i,j}}[g_{i,j}(A) = g_{i,j}(B)] \leq p_2 < 1/2\) for most dissimilar pairs. This intuition can be made precise (see Supplementary Material, where values \(p_1\) and \(p_2\) will be derived from a margin property of the function \(f^*\)). Here, \(k\) and \(L\) are hyperparameters used to amplify the gap between the values \(p_1\) and \(p_2\).

Lemma F.1. Let \(f^*\) be as in (2). Then for any \((A, B) \in A \times B\), and any function \(g_{i,j}\) as in Algorithm 1,

\[ \mathbb{P}_{g_{i,j}}[g_{i,j}(A) = g_{i,j}(B)] = \frac{1 + f^*(A, B)}{2}, \]

where the probability is over the choice of \(g_{i,j}\).
Proof. Since \( g_{i,j} \) is \( \{-1,+1\} \)-valued,
\[
\mathbb{P}_{g_{i,j}} [g_{i,j}(A) = g_{i,j}(B)] = \mathbb{E}_{g_{i,j}} \left[ \frac{1 + g_{i,j}(A)g_{i,j}(B)}{2} \right].
\]

Now recall that \( g_{i,j} = k_i^* \) with probability \( \alpha_t \) for each \( t \in [T] \).

**Theorem F.2** (Performance of the LSH inspired hashing). Consider databases \( A \) and \( B \) such that \( |A| = N_A \) and \( |B| = N_B \) \( \mathcal{M} \) be the set of matching pairs. For given \( \theta > 0 \) and \( \gamma \in (0,1) \), if the output \( f^* \) of Algorithm 1 satisfies the \( \theta \)-margin condition and we set:
\[
\rho := \log \left( \frac{2}{1+\theta} \right) \in [0,1),
\]
\[
k := \left\lfloor \log_{\frac{2}{1+\theta}} \left( \frac{N_A \cdot N_B}{\rho} \right) \right\rfloor,
\]
\[
L := \left\lfloor \frac{2(N_A \cdot N_B)^{\rho} \log(1/\gamma)}{1+\theta} \right\rfloor,
\]
then the LSH inspired hashing method achieves
\[
\mathbb{E} [\text{Recall}] \geq (1-\gamma)(1-\eta)
\]
\[
\mathbb{E} [\text{RR}] \geq \left( 1 - \frac{|\mathcal{M}| + L}{N_A \cdot N_B} \right) (1-\eta),
\]
where expectations are with respect to the randomness in the hash code, and Recall and RR are defined in (5) and (6).

Proof. This proof is an adaptation of [2]. Since \( f^* \) satisfies Condition 4.1 for \( \theta > 0 \), we know by Lemma F.1 that for all \( A, B \) in a set \( \mathcal{E} \) of \( P \)-measure \( \geq 1-\eta \)
\[
\text{if } A \sim R B, \text{ then } \mathbb{P}_{g_{i,j}} [g_{i,j}(A) = g_{i,j}(B)] \geq \frac{1+\theta}{2} = p_1
\]
\[
\text{if } A \not\sim R B, \text{ then } \mathbb{P}_{g_{i,j}} [g_{i,j}(A) = g_{i,j}(B)] \leq \frac{1-\theta}{2} = p_2,
\]
where \( P \) is as described in Section 4. For our next calculations assume we are conditioned to this event. Fix \( k = \left\lfloor \log_{1/p_2} N_A \cdot N_B \right\rfloor \) and let \( \mathcal{M} \) be the set of matching pairs as defined in (7). We split the proof in the following steps:

- **Probability of finding correct matches.** Suppose that \( A \sim_R B \) and \( (A,B) \in \mathcal{E} \). By independence, for \( i \in [L] \)
\[
\mathbb{P}_{g_i} [g_i(A) = g_i(B)] = \mathbb{P}_{g_{i,j}} [g_{i,j}(A) = g_{i,j}(B)]^k \geq p_1^k \geq p_1^{\log_{1/p_2}(N_A \cdot N_B)+1} \geq p_1 p_1^{\log_{1/p_2}(N_A \cdot N_B)} = p_1 (N_A \cdot N_B)^{-\rho},
\]
where in the last equality we used a simple logarithm change of basis. That is,
\[
\mathbb{P}_{g_i} [g_i(A) \neq g_i(B)] \leq 1 - p_1 (N_A \cdot N_B)^{-\rho},
\]
Thus, the probability of finding the correct match is
\[
\mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, \ g_i(A) = g_i(B) \right] = 1 - \mathbb{P} \left[ \forall i \in \{1, \ldots, L\}, \ g_i(A) \neq g_i(B) \right] = 1 - \mathbb{P}_{g_i} [g_i(A) \neq g_i(B)]^L \geq 1 - (1 - p_1 (N_A \cdot N_B)^{-\rho})^L
hence, by setting $L = \frac{\log(1/\gamma)(N_A \cdot N_B)^\rho}{\rho_1}$ for $\gamma \in (0, 1)$, we have that
\[
\mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, g_i(A) = g_i(B) \right] \geq 1 - \left(1 - p_1 (N_A \cdot N_B)^{-\rho} \right)^L \\
\geq 1 - e^{-\log(1/\gamma)} \\
= 1 - \gamma.
\]

- **Expected Recall.** By the previous item, we have
\[
\mathbb{E} \left[ \text{Recall} \right] \geq \frac{1}{|\mathcal{M}|} \sum_{(\ell, r) \in \mathcal{M}} \mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, g_i(A_\ell) = g_i(B_r) | (A, B) \in \mathcal{E} \right] P[\mathcal{E}] \\
\geq (1 - \gamma)(1 - \eta).
\]

- **Probability of finding wrong matches.** Suppose that $A \not\sim_R B$ and $(A, B) \in \mathcal{E}$. Then, for $i \in [L]$
\[
\mathbb{P}_{g_i} \left[ g_i(A) = g_i(B) \right] = \mathbb{P}_{g_i,j} \left[ g_{i,j}(A) = g_{i,j}(B) \right]^k \\
\leq p_2^k \\
\leq \frac{1}{N_A \cdot N_B},
\]
by our choice of $k$.

- **Expected number of wrong matches.** By the previous item, conditioned to $(A, B) \in \mathcal{E}$, the random variable that counts the number wrong matches found by $g_i$
\[
C(g_i) = \sum_{(\ell, r) \notin \mathcal{M}} 1_{[g_i(A_\ell) = g_i(B_r)]}
\]
follows a binomial distribution with parameter $\left(N_A \cdot N_B - |\mathcal{M}|, \frac{1}{N_A \cdot N_B} \right)$, hence
\[
\mathbb{E}_{g_i} \left[ C(g_i) \right] \leq 1,
\]
therefore the number of total wrong collisions for $g_i$ is at most 1 and the number of total wrong collisions for all $g_i$ for $i \in \{1, \ldots, L\}$ is at most $L$.

- **Expected RR.** By the previous item and the fact that Condition 4.1 holds with probability $\geq 1 - \eta$, the expected number of comparisons is
\[
\mathbb{E} \left[ \# \text{ comparisons} \right] \leq \sum_{(\ell, r) \in [N_A] \times [N_B]} \mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, g_i(A_\ell) = g_i(B_r) | (A, B) \in \mathcal{E} \right] P[(A, B) \notin \mathcal{E}] \\
+ \sum_{(\ell, r) \in \mathcal{M}} \mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, g_i(A_\ell) = g_i(B_r) | (A, B) \in \mathcal{E} \right] (1 - \eta) \\
+ \sum_{(\ell, r) \notin \mathcal{M}} \mathbb{P} \left[ \exists i \in \{1, \ldots, L\}, g_i(A_\ell) = g_i(B_r) | (A, B) \in \mathcal{E} \right] (1 - \eta) + \eta \\
\leq (|\mathcal{M}| + L)(1 - \eta) + \eta.
\]
Therefore, the expected RR satisfies
\[
\mathbb{E} \left[ \text{RR} \right] \geq 1 - \eta - \left(\frac{|\mathcal{M}| + L}{N_A \cdot N_B} \right)(1 - \eta).
\]
The number of number of operations and the size of our data structure can be easily estimated using our previous calculations, but can also be found in [2], Theorem 3.4.
Algorithmic complexity. The number of operations can be derived from the proof of Theorem F.2. It is possible to show that if $\xi := (N_A \cdot N_B)^p / \log(2/(1 + \theta))$, then the algorithm requires at most $O(\xi)$ distance computations/evaluations of hash functions and the data structure uses at most $O(\xi)$ words of space, in addition to the space needed to store the dataset.