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Abstract

Modern data-driven and distributed learning frameworks deal with diverse massive data generated by clients spread across heterogeneous environments. Indeed, data heterogeneity is a major bottleneck in scaling up many distributed learning paradigms. In many settings however, heterogeneous data may be generated in clusters with shared structures, as is the case in several applications such as federated learning where a common latent variable governs the distribution of all the samples generated by a client. It is therefore natural to ask how the underlying clustered structures in distributed data can be exploited to improve learning schemes. In this paper, we tackle this question in the special case of estimating $d$-dimensional parameters of a two-component mixture of linear regressions problem where each of $m$ nodes generates $n$ samples with a shared latent variable. We employ the well-known Expectation-Maximization (EM) method to estimate the maximum likelihood parameters from $m$ batches of dependent samples each containing $n$ measurements. Discarding the clustered structure in the mixture model, EM is known to require $O(\log(mn/d))$ iterations to reach the statistical accuracy of $O(\sqrt{d/(mn)})$. In contrast, we show that if initialized properly, EM on the structured data requires only $O(1)$ iterations to reach the same statistical accuracy, as long as $m$ grows up as $e^{n(m)}$. Our analysis establishes and combines novel asymptotic optimization and generalization guarantees for population and empirical EM with dependent samples, which may be of independent interest.

1 INTRODUCTION

With the ever-growing applications of data-intensive and distributed learning paradigms, it becomes more critical to address new challenges associated with such frameworks. For instance, federated learning is a novel distributed learning architecture consisting a central parameter server and a network of clients (or nodes) each equipped with locally generated data. In general, the main premise of such distributed learning methods is to estimate the underlying ground truth model using the collective data samples across the clients. Data heterogeneity (or non-i.i.d. data) is among the most significant challenges in scaling up distributed learning methods. Indeed, naive distributed and federated benchmarks such as FedAvg are known to diverge if deployed on highly heterogeneous settings, unless particularly tailored for non-i.i.d. data (Karimireddy et al., 2020).

In this paper, we consider a structured or clustered data heterogeneity model which roots in an observation specific to modern data-driven distributed and federated learning applications. Under this structured heterogeneity model, an identical and unobserved latent variable governs the distribution of all the samples generated at any node (Pei et al., 2017; Hendrycks and Dietterich, 2019; Robey et al., 2020; Diamandis et al., 2021). Particularly in this paper, we zoom in on mixture of linear regression model which is a classical approach to capture data heterogeneity (Jordan and Jacobs, 1994; Xu et al., 2016; Viele and Tong, 2002). To be more clear, in our setting each node observes not one but a potentially large number of linear measurements for all of which a common latent variable governs the true parameter. These latent variables are unknown, random, independent and identically distributed across the nodes. Throughout the paper, we refer to this model as clustered mixture of linear regressions, or C-MLR in short.

Our goal in this work is to estimate the maximum likelihood parameters of the regression model in the above-described C-MLR heterogeneity model using
the collection of all the observations across all the devices. However, maximizing likelihood objectives are notoriously intractable in general, due to non-convexity of the likelihood function (Yi et al., 2014). The most popular approach for computationally efficient inference in such models with latent variables is the Expected-Maximization (EM) method (Dempster et al., 1977; Redner and Walker, 1984; Wu, 1983). We therefore aim to study optimization and generalization characteristics of the EM method in estimating the C-MLR models.

To this end, we first characterize and analyse the so-called population EM variant for which we establish an asymptotic, local and deterministic convergence guarantee. Next, we move to the empirical counterpart with finite number of observations known as the empirical EM method and provide probabilistic generalization bounds on its estimation error. Both results are local and asymptotic. That is, our analysis relies on the assumption that the initial iterate of the EM method is suitable (as opposed to random). Moreover, we let the number of nodes and the number of samples per node grow while all the other parameters assumed to be constants. To be more specific, let us precisely describe the C-MLR model in the following.

### 1.1 Clustered MLR Model

As discussed above and motivated by distributed learning applications, we consider a collection of $m$ nodes where each node $j = 1, \ldots, m$ observes $n$ pairs of measurements denoted by $\{(x^j_i, y^j_i) | i = 1, \ldots, n\}$. Here, $x^j_i \in \mathcal{X} \subseteq \mathbb{R}^d$ and $y^j_i \in \mathcal{Y} \subseteq \mathbb{R}$ denote the covariate and response variables, respectively. These observations are linear measurements of a clustered mixture of linear regressions (C-MLR) model described below

$$y^j_i = \xi^j(x^j_i, \theta^*) + \epsilon^j_i,$$  \hspace{1cm} (C-MLR)  \hspace{1cm} (1)

for all $i = 1, \ldots, n$ and $j = 1, \ldots, m$. In this model, $\xi^j \in \Xi$ denotes the hidden latent variable corresponding to node $j$. In this paper, we focus on a symmetric and two-component mixture of linear regressions with $\Xi = \{\pm 1\}$, where $\xi^j$ takes on values uniformly at random, denoted by $\xi^j \sim \mathcal{U}(\pm 1)$. Note that this latent variable is identical for all the measurements of a given node, however, we assume that they are independent across different nodes. Moreover, we let $\theta^* \in \mathbb{R}^d$ denote the fixed and unknown ground truth regression vector and assume that covariates and noises are independent and Gaussian with $x^j_i \sim \mathcal{N}(0, I_d)$ and $\epsilon^j_i \sim \mathcal{N}(0, \sigma^2)$, respectively. This model clearly implies that the observations of any given node are not independent due to the shared latent variable. In the remainder of the paper, we denote the signal-to-noise ratio (SNR) by $\text{snr} = ||\theta^*||/\sigma$.

**Remark 1.** C-MLR model in (1) captures the underlying node-dependent data heterogeneity through the latent variable $\xi^j$ which is shared and identical for all the $n$ samples measured by node $j$. Therefore, C-MLR is a well-motivated abstract model to encapsulate the structured data heterogeneity observed in modern distributed learning application as discussed before (Dia
donis et al., 2021).

**Remark 2.** We further clarify that in the C-MLR model described above, the term “clustered” refers to the fact that data samples are available in batches of size $n$ where all the $n$ samples in each batch share the same latent variable $\xi$. Though, it is worth noting that the folklore two-component MLR model with independent latent variables partitions the samples into two clusters, as well. However, we adopt the term “clustered” to particularly underscore the batched structure modeled in (1).

**Remark 3.** In our asymptotic analysis in this paper, we are interested in the regime that $m$ and $n$ grow while other problem parameters, that are $||\theta^*||$, $\sigma$, and $d$ remain constant.

Our main goal in this paper is to answer the following:

**What is iteration complexity of the sample-based EM algorithm to estimate the ground truth $\theta^*$ from $m$ batches of samples, each of size $n$ generated by the C-MLR described in (1)?**

We answer this question in this paper as follows. We assume that $m$ batches of in total $mn$ samples generated by the C-MLR model in (1) are available where $m$ grows at most up to $o(n)$. We prove that if initialized within a constant-size neighbourhood of the ground truth $\theta^*$ and after $T = O(1)$ iterations of the sample-based (or empirical) EM algorithm, either (i) there exists an iterate $0 \leq t \leq T$ of the algorithm for which $||\theta_t - \theta^*|| \leq O(\sqrt{d/(mn)})$; or (ii) the $||\theta_T - \theta^*|| \leq O(\sqrt{d/(mn)})$ with high probability. Our result is asymptotic, that is, it holds for sufficiently large $n$. To highlight this result, it is worth noting that the underlying clustered structure in C-MLR is essential for a constant iteration complexity. Indeed, if such a structure is discarded, the EM algorithm requires $O(\log(mn/d))$ iterates to reach the same statistical accuracy.

**Contribution.** To summarize the above discussion, we consider a data heterogeneity structure observed in
various distributed learning applications such as federated learning where a latent variable governs the distribution of all the samples generated on any node. In particular, we zoom in on a clustered two-component mixture of linear regression model described in (1) where all the linear measurements of any node share their binary latent variable. We utilize the EM algorithm to estimate the maximum likelihood regressor and establish asymptotic and local optimization and generalization guarantees for both population and empirical EM updates. Lastly, we employ these two results and asymptotically characterize the iteration complexity of the sample-based EM algorithm to estimate the ground truth parameters of the C-MLR model. All in all, our result demonstrates that employing the clustered nature of the distributed data improves the iteration complexity of EM method.

As it will become more clear in the paper, the EM update for the C-MLR model in (1) contains nonlinear terms which make the existing approaches such as Balakrishnan et al. (2017) inapplicable. To circumvent this challenge, we resort to the concentration of sub-exponential random variables to analyze both optimization and generalization errors.

**Related Work.** Studying convergence characteristics of Expectation-Maximization (EM) dates back to the seminal work of Wu (1983) in which asymptotic and local convergence of EM is established for general latent variable models. Balakrishnan et al. (2017) provides a general framework to analyze local convergence of the EM algorithm in several settings such as mixture of linear regressions (MLR) and Gaussian mixture model (GMM). Several follow up works study GMM, MLR and Missing Covariate Regression (MCR) models including Yi and Caramanis (2015); Daskalakis et al. (2017); Li and Liang (2018); Klusowski et al. (2019); Ghosh and Kannan (2020); Yan et al. (2017).

Although it is not the main focus of this paper, global convergence of the EM method (with random initialization) has been extensively studied for Gaussian mixture model (Chen et al., 2019) and mixture of linear regressions (Kwon et al., 2019; Wu and Zhou, 2019). Another interesting direction is establishing statistical lower bounds on the accuracy of the EM method for the MLR model Kwon et al. (2021). Going beyond two-component MLR model, Kwon and Caramanis (2020) proves that well-initialized EM converges to the true regression parameters of $k$-component MLR in certain SNR regimes. In the same setting, Chen et al. (2020) proposes an algorithm that is sub-exponential in $k$. For noiseless MLR model, Yi et al. (2014, 2016) were among the first works to establish convergence guarantees for EM. To tackle the computational complexity of EM in learning MLR models, Li and Liang (2018); Zhong et al. (2016) propose gradient descent-type methods with nearly optimal sample complexity. From practical point of view, EM has demonstrated empirical success in MLR models (Jordan and Jacobs, 1994; De Veaux, 1989) and its simple implementation has made it a suitable choice in several applications (Chen and Li, 2009; Li et al., 2009).

## 2 PRELIMINARIES

In this section, we first review backgrounds on MLE and EM and then characterize the population and empirical EM updates for our C-MLR model followed by an insightful benchmark.

### 2.1 Maximum Likelihood Estimator and EM Algorithm

**Population EM.** Let us focus on one node observing $n$ samples $\{(x_i, y_i)|i = 1, \cdots, n\}$ where we adopt the shorthand notations $x^n = (x_1, \cdots, x_n)$ and $y^n = (y_1, \cdots, y_n)$. Furthermore, let $\xi$ denote the latent variables in the C-MLR model described in (1), respectively. To reiterate the underlying C-MLR model, we have that

$$y_i = g(x_i, \theta^*) + \epsilon_i, \quad i = 1, \cdots, n. \quad (2)$$

As discussed before, in our setting, only the variables $(x^n, y^n)$ are observed and the latent variable $\xi \in \Xi$ remains hidden. Suppose that the tuple $(x^n, y^n, \xi)$ is generated by the joint distribution $f_o$ where $\{f_o|\theta \in \Omega\}$ is a non-empty compact convex set. As our main goal in this paper, we aim to estimate the ground-truth model $\theta^*$ by maximizing the likelihood function, that is, finding $\hat{\theta} \in \Omega$ that maximizes the following likelihood

$$g_o(x^n, y^n) = \int_\Xi f_o(x^n, y^n, \xi)d\xi.$$  

In many settings, it is computationally expensive to compute the likelihood function $g_o(x^n, y^n)$, while computing log-likelihood $\log g_o(x^n, y^n, \xi)$ is relatively easier. The EM method is an iterative algorithm that aims to maximize a lower bound on the log-likelihood $\log g_o(\cdot, \cdot)$. This lower bound which is known as the $Q$-function can be written as follows

$$Q(\Theta^*|\theta) = \int_{\mathcal{X}^n \times \mathcal{Y}^n} \left( \int_\Xi f_o(\xi|x^n, y^n) \cdot \log f_{\Theta^*}(x^n, y^n, \xi)d\xi \right) f_{\Theta^*}(x^n, y^n)dx^n dy^n. \quad (3)$$
At each iteration of the empirical EM (Algorithm 1) and the next model is obtained by maximizing the above Q-function, that is, $\theta \leftarrow M(\theta)$ where

$$M(\theta) := \arg \max_{\theta' \in \Omega} Q(\theta'|\theta). \quad (4)$$

Note that computing $M(\cdot)$ requires having access to the joint distribution $f_\theta$, or to put it differently, observed data from infinitely many nodes ($m \to \infty$) is required. We call such variant of the EM algorithm population EM and discuss the empirical variant with finite clients ($finite \ m$) in the following section. Next proposition characterizes the M-function and the population EM update.

**Proposition 2.1** (Population EM). Consider $n$ linear measurements from the C-MLR model in (2) with Gaussian features $X_i \sim \mathcal{N}(0,I_d)$ and noises $\epsilon_i \sim \mathcal{N}(0,\sigma^2)$ with shared latent variable $\xi \sim \mathcal{U}\{\pm 1\}$. Then, the $M(\cdot)$ function of the population EM defined in (4) is as follows

$$M(\theta) = \mathbb{E}\left[ X_iY_i \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^n \langle X_i, \theta \rangle Y_i \right) \right]. \quad (5)$$

**Proof.** We defer the proof to Appendix D.1. □

Note that equally likely $\xi \in \{\pm 1\}$ makes the distribution of $Y^n$ symmetric given $X^n$. Moreover, $\tanh(\cdot)$ is an odd function and therefore, the expectation in (5) can also be taken with respect to $X_i \sim \mathcal{N}(0,I_d)$ and $Y_i | X_i \sim \mathcal{N}(\langle X_i, \theta^* \rangle, \sigma^2)$, i.e. no randomness in the latent variable $\xi$.

**Empirical EM.** For a finite number of nodes $m$, the empirical EM algorithm updates the estimate of the true model using the empirical $Q_m$-function defined below

$$Q_m(\theta'|\theta) = \frac{1}{m} \sum_{j=1}^m \int_{\Omega} f_\theta(\xi|x^n_j, y^n_j) \log f_{\theta'}(x^n_j, y^n_j, \xi) d\xi, \quad (6)$$

where samples are independent across different nodes. Similarly, in each iteration of the empirical EM algorithm (Algorithm 2), the current model estimate $\theta$ is updated to $\theta \leftarrow M_m(\theta)$ where

$$M_m(\theta) := \arg \max_{\theta' \in \Omega} Q_m(\theta'|\theta). \quad (7)$$

Next proposition characterises the empirical $M_m$-function defined in (7).

**Proposition 2.2** (Empirical EM). Consider $m$ nodes each observing $n$ linear measurements generated by

**Algorithm 1** Population EM

**Require:** initialization $\theta_0$

for $t = 0, 1, \cdots$ do

Update $\theta_{t+1} = M_\theta(\theta_t)$ as defined in (4)

end for

**Algorithm 2** Empirical EM

**Require:** initialization $\theta_0$

for $t = 0, 1, \cdots$ do

Update $\theta_{t+1} = M_m(\theta_t)$ as defined in (7)

end for

the C-MLR model in (1) denoted by $\{(x^j_i, y^j_i)| i = 1, \cdots, n, j = 1, \cdots, m\}$. Then, the $M_m(\cdot)$ function of the empirical EM defined in (7) can be computed as follows

$$M_m(\theta) = \bar{\Sigma}^{-1} \frac{1}{mn} \sum_{j=1}^m \sum_{i=1}^n x^j_i y^j_i \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^n \langle x^j_i, \theta \rangle y^j_i \right), \quad (8)$$

where $\bar{\Sigma} := 1/(mn) \sum_{j=1}^m \sum_{i=1}^n x^j_i x^j_i^\top$ denotes the sample covariance matrix of the total mn observations.

**Proof.** We defer the proof to Appendix D.2. □

Our goal in the remainder of the paper is to rigorously study the optimization and generalization performance of the two population and empirical EM algorithms described above. Before that, let us elaborate on a simple and intuitive benchmark.

### 2.2 A Benchmark: EM with Independent Samples

As we described in our C-MLR model in (1), the measurements observed on a given node share the same latent variable, making them dependent. In contrast, the well-established literature on EM is centered around the i.i.d. setting where each sample is generated through a latent variable independent of the ones for any other sample. To be more precise, consider the setting where $N$ i.i.d. linear measurements $\{(x_i, y_i)| i = 1, \cdots, N\}$ generated by a mixture of two component linear regression model are available. That is, $y_i = \xi_i \langle x_i, \theta^* \rangle + \epsilon_i$ for all $i = 1, \cdots, N$ where $\xi_i \sim \mathcal{U}\{\pm 1\}$, $x_i \sim \mathcal{N}(0, I_d)$ and $\epsilon_i \sim \mathcal{N}(0,\sigma^2)$ are i.i.d. and mutually independent. In this setting, the population and empirical EM update rules are as follows

$$M(\theta) = \mathbb{E}\left[ XY \tanh \left( \frac{1}{\sigma^2} \langle X, \theta \rangle Y \right) \right], \quad \text{and}$$
Theorem (Main, informal). Consider the empirical EM in Algorithm 2 with a constant $\text{snr} \geq 4$ and any tolerance probability $\delta \in (0,1)$. Moreover, assume that $mn \geq O(d + \log(1/\delta))$ and $n \geq O(\log(m) + d + \log(1/\delta))$. Then, for a suitable initialization and sufficiently large $n$, after $T = O(1)$ iterations of Algorithm 2, either

(i) there exists an iterate $0 \leq t \leq T$ such that

$$\|\theta_t - \theta^*\| \leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}},$$

(ii) or with probability at least $1 - \delta$,

$$\|\theta_T - \theta^*\| \leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}} \cdot O(1).$$

Our result above demonstrates that incorporating the underlying clustered structure in the C-MLR model, EM requires only $O(1)$ iterations to reach the statistical accuracy $O(\sqrt{d/(mn)})$ under proper scaling assumptions. In contrast and as illustrated above, discarding such structure makes EM algorithm to run for $O(\log(mn/d))$ iterations to reach the same accuracy. Table 1 summarizes the above discussion.

In the following sections, we prove this result by laying out optimization and generalization guarantees for the EM algorithm on samples generated by the C-MLR model.

### 3 ANALYSIS OF POPULATION AND EM UPDATES

#### 3.1 Population EM Update

In this section, we consider the population EM updates in Algorithm 1 with the $M$ operator characterized in (5) and establish optimization guarantees for it. Let us recall the population EM scenario and the underlying C-MLR model. Denoted by $\{(x_i, y_i) | i = 1, \cdots, n\}$ are $n$ pairs of linear measurements generated according to the mixture model (2), that is, $y_i = \xi(x_i, \theta^*) + \epsilon_i$ for all $i = 1, \cdots, n$. In Proposition 2.1, we characterised the population $M$-function and in the following theorem, we establish its contraction property.
Here and throughout the paper, we denote a Euclidean ball of radius \( r \) around the fixed point \( \theta^* \) by \( \mathbb{B}(r; \theta^*) := \{ \theta \in \Omega : \| \theta - \theta^* \| \leq r \} \).

**Theorem 3.1.** Consider the population EM update rule \( M \) in (5) and assume that \( \theta \in \mathbb{B}(\alpha\|\theta^*\|; \|\theta^*\|) \) for some constant \( 0 \leq \alpha < 1 \). If \( \|\theta - \theta^*\| \geq \varepsilon \), then there exist constants \( N_0(\alpha, \text{snr}) \) and \( C(\alpha, \text{snr}) \) depending on \( \alpha \) and \( \text{snr} = \|\theta^*\|/\sigma \) such that for any \( n \geq N_0(\alpha, \text{snr}) \) we have
\[
\|M(\theta) - \theta^*\| \leq \kappa\|\theta - \theta^*\|,
\]
for \( \kappa = (\sqrt{d}\|\theta^*\| + \sigma)(\text{snr} + \frac{1}{n\varepsilon}) \exp\left(-n\cdot C(\alpha, \text{snr})\right) \).

**Proof.** We defer the proof to Appendix A. \( \Box \)

The result of this theorem reveals a number of insightful remarks as follows.

**Remark 4.** First, for any constant accuracy lower bound \( \varepsilon \), as the number of samples per node \( n \) grows, the factor \( \kappa \) decreases and there exists a constant \( N_0 \) depending on the problem parameters such that for any \( n \geq N_0 \), the \( M \)-operator is a contraction, that is, \( \kappa < 1 \). Secondly and more importantly, it shows that if initialized within a ball around the ground truth model \( \theta^* \), iterates of the population EM in Algorithm 1 converge **linearly** in \( n \) till reaching the accuracy \( \varepsilon \). The following corollary provides an informal but insightful implication of this theorem.

**Corollary 3.1.1 (Informal).** Suppose that the population EM in Algorithm 1 is initialized with \( \theta_0 \) where \( \|\theta_0 - \theta^*\| = \mathcal{O}(\|\theta^*\|) \). Then, for sufficiently large \( n \) and after \( T = \mathcal{O}(1 + \log(n/d)/n) = \mathcal{O}(1) \) iterations, either there exists an iterate \( 0 \leq t \leq T \) for which \( \|\theta_t - \theta^*\| = \mathcal{O}(\sqrt{d/n}\|\theta^*\|) \).

While we provide the proof of Theorem 3.1 in Section A, it is worth elaborating on the proof technique as follows.

### 3.2 Proof Sketch

To establish optimization guarantees for the population EM iterates and Algorithm 1, we first adopt the **First-Order Stability (FOS)** notion (Balakrishnan et al., 2017) as defined below.

**Definition 3.1 (First-Order Stability (FOS)).** The functions \( \{Q(\cdot|\theta) : \theta \in \Omega\} \) satisfy condition FOS(\( \gamma \)) over \( \mathbb{B}(r; \theta^*) \) if for all \( \theta \in \mathbb{B}(r; \theta^*) \),
\[
\| \nabla Q(M(\theta)|\theta^*) - \nabla Q(M(\theta)|\theta) \| \leq \gamma \| \theta - \theta^* \|.
\]

This property of the \( Q \)-function helps showing the contraction of the population EM operator \( M \). The following general theorem from Balakrishnan et al. (2017) characterizes the conditions under which the population EM operator \( M \) is contractive.

**Theorem 3.2 (Balakrishnan et al. (2017)).** For some radius \( r > 0 \) and pair \((\gamma, \lambda)\) such that \( 0 \leq \gamma < \lambda \), suppose that the function \( Q(\cdot|\theta^*) \) is \( \lambda \)-strongly concave, and that the FOS(\( \gamma \)) condition holds on the ball \( \mathbb{B}(r; \theta^*) \). Then, the population EM operator \( M \) is contractive over \( \mathbb{B}(r; \theta^*) \), in particular,
\[
\|M(\theta) - \theta^*\| \leq \frac{\gamma}{\lambda} \|\theta - \theta^*\|, \quad \text{for all } \theta \in \mathbb{B}(r; \theta^*).
\]

For the EM function in (5), we prove the first-order stability property in Definition 3.1 for a fixed \( \theta \). More precisely, for any \( \theta \in \mathbb{B}(\alpha\|\theta^*\|; \|\theta^*\|) \), we show that for the population \( Q \)-function (3) the FOS(\( \gamma \)) property holds true with
\[
\gamma = \frac{1}{\sigma^2}(\sqrt{d}\|\theta^*\| + \sigma)(\text{snr} + \frac{1}{n\varepsilon}) \exp\left(-n\cdot C(\alpha, \text{snr})\right),
\]
as long as \( \|\theta - \theta^*\| \geq \varepsilon \). On the other hand, it is straightforward to check that population \( Q \)-function is \( \lambda \)-strongly concave with \( \lambda = n/\sigma^2 \). This, together with the first-order stability and Theorem 3.2 yields the contractive property of the population \( M \)-function in Theorem 3.1.

### 3.3 Empirical EM Update

Having set up the optimization guarantees for the population EM (Algorithm 1) in the previous section, we move to the sample-based setting and establish generalization characteristics the empirical EM. Coupling these two results, we provide convergence guarantees of the (empirical) EM algorithm later in this section.

Let us recall the empirical setting of our interest where each node \( j = 1, \ldots, m \) nodes observes \( n \) linear measurements denoted by \( \{(x_i^{(j)}, y_i^{(j)}) | i = 1, \ldots, n\} \) and generated by the C-MLR model in (1), that is, \( y_i^{(j)} = \xi_i^{(j)}(x_i^{(j)}, \theta^*) + \xi_i^{(j)} \). In the following, we establish a uniform generalization error bound for the empirical EM update with finitely many nodes \( m \) and samples per node \( n \).

**Theorem 3.3 (Generalization gap).** Consider the C-MLR model in (1) with \( \text{snr} \geq 4 \), any tolerance probability \( \delta \in (0, 1) \) and the empirical and population EM operators in (8) and (5) with \( mn \geq 192^2(d + \log(8/\delta)) \) and \( n - 64 \log m \geq 104(2d + \log(4/\delta)) \). Then, with
probability at least \(1 - \delta\),

\[
\sup_{\theta \in \mathbb{S}(\varepsilon, r^*)} \|M_m(\theta) - M(\theta)\| \leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}} \cdot O(1 + \kappa(\varepsilon)).
\]

Here, the supremum is over the spherical shell

\[\mathbb{S}(\varepsilon, r^*) := \{ \theta \in \mathbb{R}^d : \varepsilon \leq \|\theta - \theta^*\| \leq r \},\]

with \(r = \|\theta^*\|/14\) and \(\kappa(\varepsilon)\) is the contraction factor of the expected EM update characterized in Theorem 3.1, i.e.,

\[
\kappa(\varepsilon) = (\sqrt{d}\|\theta^*\| + \sigma)(\text{snr} + \frac{1}{n\varepsilon}) \exp\left(-n \cdot C(\text{snr})\right).
\]

Proof. We defer the proof to Appendix B. \qed

Let us provide a useful implication of Theorem 3.3. Assume the signal-to-noise ratio is a constant larger than 1 and the total number of samples are at least \(mn = O(d + \log(1/\delta))\). Moreover, suppose that the number of nodes is at most \(m = o(\text{snr})\), for instance, it grows at a rate polynomial in \(n\). Now take the accuracy

\[
\varepsilon_t = \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}},
\]

which is particularly of our interest in this paper. This pick of the accuracy lower bound yields that for sufficiently large \(n\), the expected EM update is contractive, i.e. \(\kappa(\varepsilon_t) < 1\). Now, we denote by \(\varepsilon_{t,\text{inf}}\) the smallest scalar for which

\[
\sup_{\theta \in \mathbb{S}(\varepsilon_t, r^*)} \|M_m(\theta) - M(\theta)\| \leq \varepsilon_{t,\text{inf}}
\]

with probability at least \(1 - \delta\). As a result of Theorem 3.3, we have with high probability that the supnm generalization gap \(\|M_m(\theta) - M(\theta)\|\) over the spherical shell \(\theta \in \mathbb{S}^{\varepsilon_t}(r^*; 14)\) is at most \(\varepsilon_{t,\text{inf}} \leq C_{\varepsilon_t}\varepsilon_t\) for a constant \(C_{\varepsilon_t} \geq 1\). To put it differently, for any parameter \(\theta\) in a ball around \(\theta^*\) with \(\|\theta - \theta^*\| \leq \|\theta^*\|/14\), if \(\|\theta - \theta^*\| \leq \varepsilon_t\), then \(\theta\) is already a fairly accurate estimate of \(\theta^*\). Otherwise, Theorem 3.3 guarantees that the generalization error of the empirical EM update is with high probability bounded by a constant multiplicative factor of \(\varepsilon_t\).

4 MAIN RESULTS ON SAMPLE-BASED EM ALGORITHM

Having laid out the main two components of our analysis in Theorems 3.1 and 3.3, we are ready to formally state the main result of the paper.

**Theorem 4.1 (Main).** Consider the empirical EM update (8) with \(\text{snr} \geq 4\) and any tolerance probability \(\delta \in (0, 1)\) and suppose that the initialization \(\theta_0\) is in \(B(r; \theta^*)\) for \(r = \|\theta^*\|/14\). Moreover, assume that \(mn \geq 192(d + \log(8/\delta))\) and \(n \geq 64\log(m) + 104(2d + \log(4/\delta))\) while \(n\) is large enough that \(\kappa(\varepsilon_t) \leq 1/2\), \(\kappa(\varepsilon_t) \leq \exp(-C_{\varepsilon_t} n)\) for a constant \(C_{\varepsilon_t}\) and \(4C_{\varepsilon_t}\varepsilon_t \leq r/2\). Then, after

\[
T = 1 + \frac{1}{2C_{\varepsilon_t} n} \log\left(mn \cdot \frac{1}{28C_{\varepsilon_t}} \cdot \frac{\|\theta^*\|^2}{d + \log(1/\delta)} \cdot \frac{1}{d + \log(1/\delta)}\right)
\]

iterations of Algorithm 2, either

(i) \(\|\theta_t - \theta^*\| \leq \varepsilon_t\) for some iteration \(t = 0, 1, \cdots, T\), or
(ii) \(\|\theta_T - \theta^*\| \leq 4C_{\varepsilon_t} \varepsilon_t\) with probability at least \(1 - \delta\).

**Remark 5.** The result of Theorem 4.1 implies the following remarks. Let the empirical EM (Algorithm 2) be initialized with \(\theta_0\) where \(\|\theta_0 - \theta^*\| \leq \|\theta^*\|/14\). In addition, consider the C-MLR model in (1) with a constant SNR larger than 4 where \(m\) and \(n\) are such that \(mn \geq O(d + \log(1/\delta))\) and \(n \geq O(\log(m) + d + \log(1/\delta))\), that is, \(m\) grows at a rate no greater than \(O(n)\). Then, Theorem 4.1 implies that for sufficiently large \(n\) and after

\[
T = O(1) + \frac{1}{n} \log\left(mn \cdot \frac{\|\theta^*\|^2}{d + \log(1/\delta)} \cdot \frac{1}{d + \log(1/\delta)}\right) \cdot O(1) = O(1)
\]

iterations, either \(\|\theta_t - \theta^*\| \leq \varepsilon_t\) for some iteration \(t = 0, 1, \cdots, T\); or otherwise,

\[
\|\theta_T - \theta^*\| \leq O(\varepsilon_t) = \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}} \cdot O(1),
\]

with probability at least \(1 - \delta\). Note that since \(m \leq O(n)\), then the iteration complexity is indeed bounded by a constant, that is,

\[
T = O(1 + 1/n \cdot \log(mn/d)) = O(1).
\]

**Remark 6.** We would like to particularly highlight the fact that implications of the above theorem are two-folded. Theorem 4.1 shows that if the EM method in Algorithm 2 is applied to the \(mn\) samples generated by the C-MLR while honoring the underlying structure (i.e. shared latent variables for samples of any node), after only a constant number of iterations independent of the number of samples, the statistical
accuracy $O(\sqrt{d/(mn)})$ is attained with high probability. On the one hand and regarding the iteration complexity, this is a significant improvement over the benchmark described in Section 2.2 where the iteration complexity grows logarithmically with the number of samples. On the other hand, Theorem 4.1 guarantees that the statistical accuracy $O(\sqrt{d/(mn)})$ is indeed achievable by the same EM algorithm.

4.1 Proof of Theorem 4.1

As mentioned in the theorem’s statement, suppose that Algorithm 2 is initialized with $\theta_0$ such that $\|\theta_0 - \theta^*\| \leq r = \|\theta^*\|/14$ and consider any iteration $t = 0, 1, \cdots$. We can write that

$$
\|\theta_{t+1} - \theta^*\| = \|M_m(\theta_t) - \theta^*\|
\leq \|M(\theta_t) - \theta^*\| + \|M_m(\theta_t) - M(\theta_t)\|. \tag{9}
$$

Assume that for all iterates $0 \leq k \leq t$ we have $\|\theta_k - \theta^*\| > \varepsilon_t$, otherwise the theorem’s first claim is concluded. Then from Theorem 3.1, for large enough $n$, we have $\|M(\theta_t) - \theta^*\| \leq \kappa(\varepsilon_t) \cdot \|\theta_t - \theta^*\|$ for

$$
\kappa(\varepsilon_t) = (\sqrt{d\|\theta^*\| + \sigma})(\text{snr} + \frac{1}{n\varepsilon_t}) \exp(-n \cdot C(\text{snr})).
$$

In particular, note that

$$
\frac{1}{n\varepsilon_t} = \frac{1}{n} \left( \frac{\sqrt{d\|\theta^*\|^2 + \sigma^2} \sqrt{d + \log(1/\delta)}}{mn} \right)^{-1} = O\left(\sqrt{\frac{m}{n}}\right),
$$

and since $m$ grows at a rate at most $m = \exp(o(n))$, there exists a constant $C_\kappa$ that for large enough $n$, we have $\kappa(\varepsilon_t) \leq \exp(-C_\kappa n)$ and $\kappa(\varepsilon_t) \leq 1/2$.

In the course of the proof, we show by induction that the iterates remain in the $r$-neighbourhood of $\theta^*$. Assume that for all iterates $0 \leq k \leq t$ we have $\|\theta_k - \theta^*\| \leq r$ and therefore, $\|M_m(\theta_k) - M(\theta_k)\| \leq \varepsilon_t^{\text{unif}}$ with probability at least $1 - \delta$. Plugging in (9) we have that with probability at least $1 - \delta$

$$
\|\theta_{t+1} - \theta^*\| \leq e^{-C_\kappa n} \|\theta_t - \theta^*\| + \varepsilon_t^{\text{unif}} \tag{10}
$$

Note that the above inequality also implies that $\|\theta_{t+1} - \theta^*\| \leq r/2 + r/2 = r$, where we used the fact that for large enough $n$, we have $\kappa(\varepsilon_t) \leq 1/2$. This concludes the induction argument described before, that is for any $t$, if $\|\theta_k - \theta^*\| > \varepsilon_t$ for all $0 \leq k \leq t$, then with probability at least $1 - \delta$, we have that $\|\theta_k - \theta^*\| \leq r$ for all $0 \leq k \leq t$. Now, consider the last iterate $T$ and assume that $\|\theta_t - \theta^*\| > \varepsilon_t$ for all $0 \leq t \leq T$. We condition the rest of the analysis on the event

$$
\{\|M_m(\theta_t) - M(\theta_t)\| \leq \varepsilon_t^{\text{unif}} \text{ for all } t = 0, \cdots, T - 1\}
$$

which happens with probability at least $1 - \delta$. Repeating the argument yielding to (10) implies that

$$
\|\theta_T - \theta^*\| \leq e^{-C_\kappa nT} \|\theta_0 - \theta^*\| + \sum_{t=0}^{T} \left( \frac{1}{2} \right)^t \varepsilon_t^{\text{unif}}
\leq e^{-C_\kappa nT} \|\theta^*\| + 2C_\varepsilon \varepsilon_T.
$$

Balancing the two terms above yields that after $T$ iterations for

$$
T = \frac{1}{C_\kappa n} \log \left( \frac{\|\theta^*\|}{28C_\varepsilon \varepsilon_T} \right)
= \frac{1}{2C_\kappa n} \log \left( \frac{mn \cdot 1}{28C_\varepsilon \|\theta^*\|^2 + \sigma^2} \frac{d + \log(1/\delta)}{d} \right),
$$

we have with probability at least $1 - \delta$ that

$$
\|\theta_T - \theta^*\| \leq 4C_\varepsilon \varepsilon_T
= 4C_\varepsilon \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}}
\leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta) mn}{d}} \cdot O(1).
$$

Note that Algorithm 2 has to iterate at least for one iteration and since $m = e^{o(n)}$, therefore we can write that $T = O(1 + 1/n \cdot \log(mn/d)) = O(1)$.

5 CONCLUSION

Data heterogeneity is a major challenge in scaling up distributed learning frameworks such as federated learning. However, there exist underlying structures in the data generation model of such paradigms that can be employed. In this paper, we focus on a particular model of two-component mixture of linear regressions where $m$ batches of samples each containing $n$ samples with identical latent variable are available. Expectation-Maximization is a popular method to estimate parameters of models with latent variables, while its theoretical analysis is typically complicated. We provide optimization and generalization guarantees for EM algorithm on clustered samples which enables us to characterize its iteration complexity to estimate the true parameters. An interesting follow-up of our work is to implement the EM algorithm in a distributed fashion which is aligned with modern applications such as federated learning. While new challenges such as consensus of local estimates arise, we believe that our techniques and analysis in this paper will be highly applicable.
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EM for Mixture of Linear Regression with Clustered Data

\( \text{A Proof of Theorem 3.1} \)

We first show the first-order stability of the population \( Q \)-function (3) and then employ the result of Theorem 3.2 to conclude the contractive property of the operator \( M \). As will show in the proof of Proposition 2.1, the gradient of the function \( Q(\theta' | \theta) \) (with respect to \( \theta' \)) is as follows,

\[
\nabla Q(\theta' | \theta) = -\frac{n}{\sigma^2} \theta' + \mathbb{E} \left[ \frac{1}{\sigma^2} \sum_{i=1}^{n} X_i Y_i \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle X_i, \theta \rangle Y_i \right) \right],
\]

where the expectation is over i.i.d. feature vectors \( X_i \sim \mathcal{N}(0, I_d) \) and response variables \( Y_i = \langle X_i, \theta^* \rangle + \epsilon_i \) with i.i.d. Gaussian noises \( \epsilon_i \sim \mathcal{N}(0, \sigma^2) \) for \( i \in \{1, \ldots, n\} \). To ease the presentation, we use the following short-hand notation throughout the paper,

\[
Z := \sum_{i=1}^{n} X_i Y_i.
\]

Therefore, we can rewrite the gradient of the \( Q \)-functions as follows

\[
\nabla Q(\theta' | \theta) = -\frac{n}{\sigma^2} \theta' + \mathbb{E} \left[ \frac{1}{\sigma^2} \sum_{i=1}^{n} X_i Y_i \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) \right]
\]

\[
= -\frac{n}{\sigma^2} \theta' + \frac{n}{\sigma^2} \mathbb{E} \left[ X_i Y_i \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) \right],
\]

where we used the fact that the expectation in (11) is symmetric with respect to indices \( i \in [n] \). Now, we plug in \( \theta, M(\theta) \) and \( \theta^* \) in (12) and write

\[
\left\| \nabla Q(M(\theta) | \theta^*) - \nabla Q(M(\theta) | \theta) \right\|
\]

\[
= \frac{n}{\sigma^2} \left\| \mathbb{E} \left[ X_i Y_i \left( \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) - \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta^* \rangle \right) \right) \right] \right\|
\]

\[
= \frac{n}{\sigma^2} \max_{\beta: \|\beta\| = 1} \mathbb{E} \left[ \langle X_1, \beta \rangle Y_1 \left( \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) - \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta^* \rangle \right) \right) \right]
\]

\[
\leq \frac{n}{\sigma^2} \max_{\beta: \|\beta\| = 1} \sqrt{\mathbb{E}[\langle X_1, \beta \rangle^2 Y_1^2]} \sqrt{T_1},
\]

where in the last step above, we used Cauchy–Schwarz inequality and the following short-hand notation,

\[
T_1 := \mathbb{E} \left[ \left( \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) - \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta^* \rangle \right) \right)^2 \right].
\]

In the following, we bound both terms in (13), starting with the first term. According to the regression model \( Y_1 = \langle X_1, \theta^* \rangle + \epsilon_1 \), we can write for any unit-norm \( \beta \) that

\[
\mathbb{E}[\langle X_1, \beta \rangle^2 Y_1^2] = \mathbb{E}[\langle X_1, \beta \rangle^2 \langle X_1, \theta^* \rangle^2] + \mathbb{E} [\langle X_1, \beta \rangle^2 \epsilon_1^2]
\]

\[
\leq 3\|\beta\|^2 \|\theta^*\|^2 + \sigma^2 \|\beta\|^2
\]

\[
= 3\|\theta^*\|^2 + \sigma^2,
\]
where in (a) we used Lemma 5 from Balakrishnan et al. (2017) which shows that for Gaussian vector \( X_1 \sim \mathcal{N}(0, I_d) \) and any two fixed vectors \( \beta, \theta \), we have \( \mathbb{E}(\|X_1, \beta\|^2 | X_1, \theta, \theta^2) \leq 3\|\beta\|^2\|\theta\|^2 \). Therefore,

\[
\max_{\beta: \|\beta\| = 1} \sqrt{\mathbb{E}[|X_1, \beta|^2 Y^2]} \leq \sqrt{3}\|\theta^*\| + \sigma.
\]

Next, we upper bound the second terms in (13), that is \( T_1 \). We begin by defining the following three good events for a given \( \theta \in \mathbb{B}(\alpha\|\theta^*\|; \theta^*) \)

\[
\mathcal{E}_1 = \left\{ (Z, \theta) \geq \frac{n}{4}(1 - \alpha)\|\theta^*\|^2 \right\},
\]

\[
\mathcal{E}_2 = \left\{ (Z, \theta^*) \geq \frac{n}{4}\|\theta^*\|^2 \right\},
\]

\[
\mathcal{E}_3 = \left\{ |(Z, \theta) - (Z, \theta^*)| \leq 3n\|\theta^*\|\|\theta - \theta^*\| \right\},
\]

and letting \( \mathcal{E} \) denote their intersection, that is, \( \mathcal{E} = \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3 \). Now, we can write that

\[
T_1 = \mathbb{E}\left[ \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \right]
\]

\[
\leq \mathbb{E}\left[ \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \mid \mathcal{E} \right] + \mathbb{E}\left[ \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \mid \mathcal{E}^c \right] \cdot \mathbb{P}(\mathcal{E}^c).
\]

The first term above can be bounded as follows,

\[
\mathbb{E}\left[ \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \mid \mathcal{E} \right]
\]

\[
= \mathbb{E}\left[ (Z, \theta) - (Z, \theta^*)^2 \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \mid \mathcal{E} \right]
\]

\[
\leq \frac{1}{\sigma^2} \mathbb{E}\left[ (Z, \theta) - (Z, \theta^*)^2 \left( 1 - \frac{1}{\sigma^2} \min \left\{ (Z, \theta), (Z, \theta^*) \right\} \right)^2 \mid \mathcal{E} \right]
\]

\[
\leq 9n^2 \frac{\|\theta^*\|^2}{\sigma^2} \|\theta - \theta^*\|^2 \left( 1 - \frac{1}{\sigma^2} \left( \frac{n}{4}(1 - \alpha)\|\theta^*\|^2 \right) \right)^2
\]

\[
\leq 144n^2 \text{snr}^2 \|\theta - \theta^*\|^2 \exp \left( -n(1 - \alpha)\text{snr}^2 \right),
\]

where in (a) we used the following inequality (stated and proved in Lemma D.2),

\[
\frac{\tanh(x_2) - \tanh(x_1)}{x_2 - x_1} \leq \max \{1 - \tanh^2(x_1), 1 - \tanh^2(x_2)\}, \text{ for all } x_1, x_2 \geq 0.
\]

The second term in the RHS of (14) can be bounded as follows,

\[
\mathbb{E}\left[ \left( \frac{1}{\sigma^2}(Z, \theta) - \frac{1}{\sigma^2}(Z, \theta^*) \right)^2 \mid \mathcal{E}^c \right] \cdot \mathbb{P}(\mathcal{E}^c)
\]

\[
\leq 4\mathbb{P}(\mathcal{E}^c)
\]

\[
\leq 8 \exp \left( - \frac{n}{32} \left( 1 - \alpha \right)^2 \right) + 8 \exp \left( - n \min \left\{ \frac{1}{16} \left( 1 - \alpha \right)^2 \text{snr}^2, \frac{1}{8} \left( 1 - \alpha \right)\text{snr}^2 \right\} \right)
\]

\[
+ 8 \exp \left( - \frac{n}{32} \right) + 8 \exp \left( - \min \left\{ \frac{1}{16} \text{snr}^2, \frac{1}{8} \text{snr}^2 \right\} \right)
\]

\[
+ 8 \exp \left( - \frac{n}{8} \right) + 8 \exp \left( - \min \left\{ \text{snr}^2, \frac{\text{snr}^2}{2} \right\} \right)
\]

\[
\leq \exp(-2\epsilon_1 n),
\]

(16)
for a constant $c_1$ depending on $\alpha$ and $\text{snr}$. In inequality (b) above, we used the high probability of the good event $E$ stated and proved in Lemma A.1. Putting (15) and (16) in (14) yields that

$$\frac{T_1}{\|\theta - \theta^*\|} = \frac{1}{\|\theta - \theta^*\|^2} \left[ \left( \frac{1}{\sigma^2} \left( \begin{array}{c} (Z, \theta) \\ n \end{array} \right) - \left( \begin{array}{c} \frac{1}{\sigma^2} (Z, \theta^*) \end{array} \right) \right)^2 \right] \leq 144n^2\text{snr}^2 \exp \left( -n(1 - \alpha)\text{snr}^2 \right) + \exp(-2c_1n)$$

where we assume that $\|\theta - \theta^*\| \geq \varepsilon$. Therefore,

$$\|\nabla Q(M(\theta)) - \nabla Q(M(\theta))\| \leq \gamma \|\theta - \theta^*\|,$$

for every $\theta$ in $\mathbb{B}(\|\theta^*\|; \theta^*)$ such that $\|\theta - \theta^*\| \geq \varepsilon$. Here, the $\gamma$ parameter is

$$\gamma = \frac{1}{\sigma^2} \left( 12n \left( \frac{\theta^*}{\sigma} \right) \exp \left( -\frac{n}{2} (1 - \alpha)\text{snr}^2 \right) + \varepsilon^{-1} \exp(-c_1n) \right) \cdot (\sqrt{3}\|\theta^*\| + \sigma) \leq \frac{1}{\sigma^2} (\|\theta^*\| + \sigma) (\|n \cdot \frac{1}{\varepsilon} \| \exp(-n \cdot C(\alpha, \text{snr})),$$

and for $n \geq N_0(\alpha, \text{snr})$ where both $N_0(\alpha, \text{snr})$ and $C(\alpha, \text{snr})$ are constants depending on $c_1$, $\alpha$ and $\text{snr}$ (and therefore depending on $\alpha$ and $\text{snr}$). Moreover, $Q(\cdot \theta^*)$ is $\lambda$-strongly concave with $\lambda = n/\sigma^2$. Following the proof of Theorem 1 in Balakrishnan et al. (2017), it can be shown that for every $\theta$ in $\mathbb{B}(\|\theta^*\|; \theta^*)$ with $\|\theta - \theta^*\| \geq \varepsilon$, we have

$$\|M(\theta) - \theta^*\| \leq \frac{\gamma}{\lambda} \|\theta - \theta^*\|,$$

where in our case

$$\frac{\gamma}{\lambda} \leq \kappa := (\|\theta^*\| + \sigma) (\text{snr} + \frac{1}{n\varepsilon}) \exp(-n \cdot C(\alpha, \text{snr})),$$

which concludes Theorem 3.1’s claim. It is worth noting that the constraint $\|\theta - \theta^*\| \geq \varepsilon$ in our case does not affect the conclusion of Theorem 1 in Balakrishnan et al. (2017).

A.1 Useful lemmas and proofs

**Lemma A.1.** Assume that $\|\theta - \theta^*\| \leq \alpha \|\theta^*\|$ for some $0 \leq \alpha < 1$ and let $\text{snr} = \|\theta^*\|/\sigma$ denote the SNR. Then, the following three events are high probability,

$$\mathcal{E}_1 = \left\{ (Z, \theta) \geq \frac{n}{4} (1 - \alpha) \|\theta^*\|^2 \right\},$$

$$\mathcal{E}_2 = \left\{ (Z, \theta^*) \geq \frac{n}{4} \|\theta^*\|^2 \right\},$$

$$\mathcal{E}_3 = \left\{ |(Z, \theta) - (Z, \theta^*)| \leq 3n \|\theta^*\| \|\theta - \theta^*\| \right\}.$$

In particular, we have that

$$P(\mathcal{E}_1) \geq 1 - 2 \exp \left( -\frac{n}{32} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \right) - 2 \exp \left( -n \min \left\{ \frac{1}{16} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \text{snr}^2, \frac{1}{8} \left( \frac{1 - \alpha}{1 + \alpha} \right) \text{snr} \right\} \right),$$

$$P(\mathcal{E}_2) \geq 1 - 2 \exp \left( -\frac{n}{32} \right) - 2 \exp \left( -n \min \left\{ \frac{1}{16} \text{snr}^2, \frac{1}{8} \text{snr} \right\} \right),$$

$$P(\mathcal{E}_3) \geq 1 - 2 \exp \left( -\frac{n}{8} \right) - 2 \exp \left( -n \min \left\{ \text{snr}^2, \frac{\text{snr}}{2} \right\} \right).$$
A.2 Proof of Lemma A.1

To prove the first two parts of the lemma, we employ the following result on the concentration of sub-exponential random variables.

**Lemma A.2.** Consider the linear regression model $Y_i = \langle \theta^*, X_i \rangle + \epsilon_i$ where $X_i \sim \mathcal{N}(0, I)$ and $\epsilon \sim \mathcal{N}(0, \sigma^2)$ are independent and $i \in \{1, \cdots, n\}$. Also, assume that $\|\theta - \theta^*\| \leq \alpha \|\theta^*\|$ for some $0 \leq \alpha < 1$. Then, for any $n$,

$$\left| \sum_{i=1}^{n} \langle X_i, \theta \rangle \langle X_i, \theta^* \rangle - n \langle \theta, \theta^* \rangle \right| \leq \frac{n}{2} \langle \theta, \theta^* \rangle, \text{ w.p. at least } 1 - 2 \exp \left( - \frac{n}{32} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \right),$$

and

$$\left| \sum_{i=1}^{n} \langle X_i, \theta \rangle \epsilon_i \right| \leq \frac{n}{4} \langle \theta, \theta^* \rangle, \text{ w.p. at least } 1 - 2 \exp \left( - n \min \left\{ \frac{1}{16} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \text{snr}^2, \frac{1}{8} \left( \frac{1 - \alpha}{1 + \alpha} \right) \text{snr} \right\} \right),$$

where $\text{snr} := \|\theta^*\|/\sigma$.

A.3 Proof of Lemma A.2

Let us denote signal random variables $S_i := \langle X_i, \theta \rangle \langle X_i, \theta^* \rangle$ where $\mathbb{E}[S_i] = \langle \theta, \theta^* \rangle \geq (1 - \alpha) \|\theta^*\|^2 > 0$ for each $i \in \{1, \cdots, n\}$. As shown in Lemma A.3, $S_i$s are i.i.d. sub-exponential, in particular, $S_i \sim \text{SubE}(4\|\theta\|^2\|\theta^*\|^2, 4\|\theta\|\|\theta^*\|)$. This yields that

$$\sum_{i=1}^{n} \langle X_i, \theta \rangle \langle X_i, \theta^* \rangle = \sum_{i=1}^{n} S_i \sim \text{SubE} \left( 4n\|\theta\|^2\|\theta^*\|^2, 4\|\theta\|\|\theta^*\| \right),$$

and therefore for any $t \geq 0$, we have the following concentration of sum of $S_i$s around its mean value, that is,

$$\mathbb{P} \left( \left| \sum_{i=1}^{n} S_i - n \langle \theta, \theta^* \rangle \right| \geq nt \right) \leq 2 \exp \left( - \min \left\{ \frac{nt^2}{8\|\theta\|^2\|\theta^*\|^2}, \frac{nt}{8\|\theta\|\|\theta^*\|} \right\} \right).$$

We pick $t = \langle \theta, \theta^* \rangle/2$ which yields that

$$\min \left\{ \frac{nt^2}{8\|\theta\|^2\|\theta^*\|^2}, \frac{nt}{8\|\theta\|\|\theta^*\|} \right\} = \min \left\{ n \left( \frac{\langle \theta, \theta^* \rangle^2}{\|\theta\|\|\theta^*\|} \right), \frac{n}{16} \left( \frac{\langle \theta, \theta^* \rangle}{\|\theta\|\|\theta^*\|} \right)^2 \right\} = \frac{n}{32} \left( \frac{\langle \theta, \theta^* \rangle}{\|\theta\|\|\theta^*\|} \right)^2 \geq \frac{n}{32} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2.$$

Therefore, for any $n$ we have that

$$\mathbb{P} \left( \left| \sum_{i=1}^{n} S_i - n \langle \theta, \theta^* \rangle \right| \leq \frac{n}{2} \langle \theta, \theta^* \rangle \right) \geq 1 - 2 \exp \left( - \frac{n}{32} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \right). \quad (17)$$

Next, we define i.i.d. noise signals $N_i := \langle X_i, \theta \rangle \epsilon_i$ for $i \in \{1, \cdots, n\}$ where we have $\mathbb{E}[N_i] = 0$. As we show in Lemma A.3, $N_i$s are sub-exponential random variables with parameters $N_i \sim \text{SubE}(\|\theta\|^2\sigma^2/2, \|\theta\|\sigma)$. Now, we can write concentration for sum of $N_i$s as follows. We have that

$$\sum_{i=1}^{n} (X_i, \theta) \epsilon_i = \sum_{i=1}^{n} N_i \sim \text{SubE} \left( \frac{1}{2} n\|\theta\|^2\sigma^2, \|\theta\|\sigma \right)$$

and therefore for any $t \geq 0$, we have

$$\mathbb{P} \left( \left| \sum_{i=1}^{n} N_i \right| \geq nt \right) \leq 2 \exp \left( - \min \left\{ \frac{nt^2}{\|\theta\|^2\sigma^2}, \frac{nt}{2\|\theta\|\sigma} \right\} \right).$$
In particular, it yields for $t = \langle \theta, \theta^* \rangle / 4$ that
\[
\min \left\{ \frac{n t^2}{\| \theta \|^2 \sigma^2}, \frac{n t}{2 \| \theta \| \sigma} \right\} = \min \left\{ \frac{n}{16} \left( \frac{\langle \theta, \theta^* \rangle}{\| \theta \| \sigma} \right)^2, \frac{n}{8} \left( \frac{\langle \theta, \theta^* \rangle}{\| \theta \| \sigma} \right) \right\}
\geq n \min \left\{ \frac{1}{16} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \text{snr}^2, \frac{1}{8} \left( \frac{1 - \alpha}{1 + \alpha} \right) \text{snr} \right\},
\]
and consequently,
\[
\mathbb{P} \left( \left| \sum_{i=1}^n N_i \right| \leq \frac{n}{4} \langle \theta, \theta^* \rangle \right) \geq 1 - 2 \exp \left( - n \min \left\{ \frac{1}{16} \left( \frac{1 - \alpha}{1 + \alpha} \right)^2 \text{snr}^2, \frac{1}{8} \left( \frac{1 - \alpha}{1 + \alpha} \right) \text{snr} \right\} \right).
\tag{18}
\]
Putting the two high probability events in (17) and (18) implies that event $\mathcal{E}_1$ holds, that is,
\[
\langle Z, \theta \rangle = \sum_{i=1}^n \langle X_i, \theta \rangle Y_i
= \sum_{i=1}^n \langle X_i, \theta \rangle \langle X_i, \theta^* \rangle + \sum_{i=1}^n \langle X_i, \theta \rangle \epsilon_i
\geq \frac{n}{4} \langle \theta, \theta^* \rangle
\geq \frac{n}{4} (1 - \alpha) \| \theta^* \|^2,
\]
with probability $\mathbb{P}(\mathcal{E}_1)$ stated in the lemma. As a particular case, we set $\theta = \theta^*$ (and thus $\alpha = 0$) in above and conclude the high probability of event $\mathcal{E}_2$. Next, we move to show the high probability of event $\mathcal{E}_3$. We have that
\[
\langle Z, \theta \rangle - \langle Z, \theta^* \rangle = \sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle Y_i = \sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \langle X_i, \theta^* \rangle + \sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \epsilon_i.
\]
From Lemma A.3, we have
\[
\sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \langle X_i, \theta^* \rangle \sim \text{SubE}(4\| \theta^* \|^2 \| \theta - \theta^* \|^2, 4\| \theta^* \| \| \theta - \theta^* \|).
\]
Therefore, with probability at least $1 - 2 \exp(-n/8),
\[
\left| \sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \langle X_i, \theta^* \rangle - n \langle \theta - \theta^*, \theta^* \rangle \right| \leq n \| \theta^* \| \| \theta - \theta^* \|,
\]
implying that
\[
\sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \langle X_i, \theta^* \rangle \leq n |\langle \theta - \theta^*, \theta^* \rangle| + n \| \theta^* \| \| \theta - \theta^* \| \leq 2n \| \theta^* \| \| \theta - \theta^* \|.
\]
On the other hand,
\[
\sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \epsilon_i \sim \text{SubE} \left( \frac{1}{2} n \| \theta - \theta^* \|^2 \sigma^2, \| \theta - \theta^* \| \sigma \right)
\]
Therefore,
\[
\left| \sum_{i=1}^n \langle X_i, \theta - \theta^* \rangle \epsilon_i \right| \leq n \| \theta - \theta^* \| \| \theta^* \|,
\]
with probability at least
\[
1 - 2 \exp \left( - n \min \left\{ \text{snr}^2, \frac{\text{snr}}{2} \right\} \right).
\]
Therefore,
\[
\mathbb{P}(E_4) = \mathbb{P}\left(\{|Z, \theta) - (Z, \theta^*)| \leq 3n\|\theta^*\||\theta - \theta^*|\right) \\
\geq 1 - 2\exp\left(-\frac{n}{8}\right) - 2\exp\left(-n\min\left\{\text{snr}, \frac{\text{snr}}{2}\right\}\right).
\]

**Lemma A.3.** Let \(X \sim N(0, I_d)\) be Gaussian. Then, for any \(u, v \in \mathbb{R}^d\), \((X, u)\langle X, v\rangle\) is sub-exponential \(\text{SubE}(\tau^2, b)\) with
\[
\tau^2 = 4\|u\|^2\|v\|^2, \quad \text{and} \quad b = 4\|u\|\|v\|.
\]
Also, assume that \(\epsilon \sim N(0, \sigma^2)\) is independent of \(X\). Then, \((X, u)\epsilon \sim \text{SubE}(\|u\|^2\sigma^2/2, \|u\|\sigma)\).

### A.4 Proof of Lemma A.3

Define \(S = \langle X, u\rangle\langle X, v\rangle\). We can write
\[
\frac{S}{\|u\|\|v\|} = \langle X, u/\|u\|\rangle\langle X, v/\|v\|\rangle = \langle X, \pi\rangle\langle X, \pi'\rangle = \frac{1}{4}\langle X, \pi + \pi'\rangle^2 - \frac{1}{4}\langle X, \pi - \pi'\rangle^2,
\]
where we denote \(\pi := u/\|u\|\) and \(\pi := v/\|v\|\). Moreover, \(S_1 := \langle X, \pi + \pi'\rangle\) and \(S_2 := \langle X, \pi - \pi'\rangle\) are zero-mean Gaussian RVs and
\[
\mathbb{E}[S_1S_2] = \mathbb{E}[(\pi + \pi')^\top XX^\top (\pi - \pi')] = \langle \pi + \pi', \pi - \pi'\rangle = 0,
\]
implying that \(S_1\) and \(S_2\) are independent. Therefore, we can write that
\[
\mathbb{E}\left[\exp\left(\lambda (S - \mu_S)\right)\right] = \mathbb{E}\left[\exp\left(\lambda\|u\|\|v\|\left(S - \frac{\mu_S}{\|u\|\|v\|}\right)\right)\right] \\
= \mathbb{E}\left[\exp\left(\lambda\|u\|\|v\|\left(S_1^2 - \mu_{S_1}^2\right)\right)\right] \\
\cdot \mathbb{E}\left[\exp\left(-\lambda\|u\|\|v\|\left(S_2^2 - \mu_{S_2}^2\right)\right)\right],
\]
where we used the independence of \(S_1\) and \(S_2\) in above. Next, we employ sub-exponential property of \(S_1^2\) and \(S_2^2\). More precisely, \(S_1^2 \sim \text{SubE}(4\sigma_1^4, 4\sigma_1^2)\) and \(S_2^2 \sim \text{SubE}(4\sigma_2^4, 4\sigma_2^2)\) where
\[
\sigma_1^2 := \mathbb{E}[S_1^2] = 2(1 + \langle \pi, \pi'\rangle), \quad \text{and} \quad \sigma_2^2 := \mathbb{E}[S_2^2] = 2(1 - \langle \pi, \pi'\rangle).
\]
In other words,
\[
\mathbb{E}\left[\exp\left(\lambda' (S_1 - \mu_{S_1}^2)\right)\right] \leq \exp\left(2\lambda^2\sigma_1^4\right), \quad \forall |\lambda'| \leq \frac{1}{4\sigma_1^2},
\]
\[
\mathbb{E}\left[\exp\left(\lambda' (S_2 - \mu_{S_2}^2)\right)\right] \leq \exp\left(2\lambda^2\sigma_2^4\right), \quad \forall |\lambda'| \leq \frac{1}{4\sigma_2^2}.
\]
Putting \(\lambda' = \pm \frac{\lambda}{2}\|u\|\|v\|\) and using (19), we have that
\[
\mathbb{E}\left[\exp\left(\lambda (S - \mu_S)\right)\right] \leq \exp\left(\frac{\lambda^2}{8}\|u\|^2\|v\|^2\left(\sigma_1^4 + \sigma_2^4\right)\right), \quad \forall |\lambda| \leq \frac{1}{\|u\|\|v\|\max\{\sigma_1^4, \sigma_2^4\}}.
\]
Finally,
\[
\sigma_1^4 + \sigma_2^4 = 4 \left(1 + \langle \pi, \pi'\rangle\right)^2 + 4 \left(1 - \langle \pi, \pi'\rangle\right)^2 = 8 \left(1 + \langle \pi, \pi'\rangle\right)^2 \leq 16,
\]
yielding that
\[
\|u\|^2\|v\|^2\left(\sigma_1^4 + \sigma_2^4\right) \leq 16\|u\|^2\|v\|^2,
\]
and
\[ \|u\|\|v\| \max\{\sigma_1^2, \sigma_2^2\} = 2\|u\|\|v\| \max\{1 + \langle \bar{u}, \bar{v} \rangle, 1 - \langle \bar{u}, \bar{v} \rangle \} = 2\|u\|\|v\| (1 + |\langle \bar{u}, \bar{v} \rangle|) \leq 4\|u\|\|v\| . \]

Next, consider \( N = \langle X, u \rangle \). We know that \( N \) is sub-exponential with parameters \( \text{SubE}(\tau^2_N, b_N) \). Denote \( Z_x := \begin{pmatrix} X, u \end{pmatrix} \) and \( Z_e := \xi \). Clearly, \( Z_x \) and \( Z_e \) are independent standard Gaussian. Moreover,
\[ N = \|u\|\sigma Z_x Z_e = \frac{\|u\|\sigma}{4} (Z_x + Z_e)^2 - \frac{\|u\|\sigma}{4} (Z_x - Z_e)^2 . \]

Furthermore, \( Z_x + Z_e \) and \( Z_x - Z_e \) are zero-mean Gaussian RVs and \( \mathbb{E}[(Z_x + Z_e)(Z_x - Z_e)] = 0 \), implying that \( Z_x + Z_e \) and \( Z_x - Z_e \) are independent. Therefore,
\[ \mathbb{E} \left[ \exp (\lambda N) \right] = \mathbb{E} \left[ \exp \left( \lambda \|u\|\sigma Z_x Z_e \right) \right] = \mathbb{E} \left[ \exp \left( \frac{\lambda\|u\|\sigma}{4} (Z_x + Z_e)^2 - \frac{\lambda\|u\|\sigma}{4} (Z_x - Z_e)^2 \right) \right] = \mathbb{E} \left[ \exp \left( \frac{\lambda^2 \|u\|^2 \sigma^2}{2} \right) \right] . \]

for any \( |\lambda| \leq \frac{1}{\|u\|\sigma} \). This concludes that \( N \sim \text{SubE}(\|u\|^2 \sigma^2/2, \|u\|\sigma) \). In above, we use the fact that if \( Z \sim \mathcal{N}(0, 1) \), then \( Z^2 \sim \text{SubE}(4, 4) \).

### B Proof of Theorem 3.3

We begin by setting up a few shorthand notations as follows
\[ \hat{\Sigma} = \frac{1}{mn} \sum_{j=1}^{m} \sum_{i=1}^{n} x_i^j x_i^j \top, \quad Z^j = \sum_{i=1}^{n} x_i^j y_i^j, \]
\[ \hat{\nu} = \frac{1}{mn} \sum_{j=1}^{m} \sum_{i=1}^{n} x_i^j y_i^j \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle x_i^j, \theta \rangle y_i^j \right) = \frac{1}{mn} \sum_{j=1}^{m} Z^j \tanh \left( \frac{1}{\sigma^2} Z^j, \theta \right) , \]
\[ v = \mathbb{E} \left[ X_1 Y_1 \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle X_i, \theta \rangle Y_i \right) \right] . \quad (20) \]

Therefore, we can write that
\[ \|M_m(\theta) - M(\theta)\| = \|\hat{\Sigma}^{-1}\hat{\nu} - v\| \leq \|\hat{\Sigma}^{-1}\|_{\text{op}} \|v - \nu\|_{\hat{T}_1} + \|\hat{\Sigma}^{-1} - I\|_{\text{op}} \|v\|_{\hat{T}_2} . \quad (21) \]

In the following, we bound each of the two terms above.

#### B.0.1 Bounding \( T_1 \):

We use the following concentration bounds in bounding both \( T_1 \) and \( T_2 \).

**Lemma B.1.** Let standard Gaussian random variables \( X_i \sim \mathcal{N}(0, I_d) \) be independent for \( i = 1, \cdots, N \). For any \( \delta \in (0, 1) \), if \( N \geq 192^2 (d + \log(2/\delta)) \), then we have that
\[ \|\hat{\Sigma}_N - I_d\|_{\text{op}} \leq 96 \sqrt{\frac{d + \log(2/\delta)}{N} }, \quad \|\hat{\Sigma}_N^{-1} - I_d\|_{\text{op}} \leq 192 \sqrt{\frac{d + \log(2/\delta)}{N} }, \quad \|\hat{\Sigma}_N^{-1}\|_{\text{op}} \leq 2 , \]
each with probability at least \( 1 - \delta \). Here, we denote the sample covariance matrix of the \( N \) samples by
\[ \hat{\Sigma}_N := \frac{1}{N} \sum_{i=1}^{N} x_i x_i \top . \]
As a result of Lemma B.1, if \( mn \geq 192^2(d + \log(2/\delta)) \), then \( \|\tilde{\Sigma}^{-1}\|_{op} \leq 2 \) and therefore \( T_1 \leq 2\|v - \tilde{v}\| \) with probability \( 1 - \delta \). Next, we upper bound \( \|v - \tilde{v}\| \) by first decomposing it to the following three terms

\[
\|v - \tilde{v}\| \leq \|\tilde{v} - v_0\| + \|v - v_0\| + \|\tilde{v}_0 - v_0\|,
\]

where we use the following notations

\[
\tilde{v}_0 = \frac{1}{mn} \sum_{j=1}^{m} Z_j, \quad v_0 = \frac{1}{n} \mathbb{E}[Z], \quad Z = \sum_{i=1}^{n} X_i Y_i.
\]

Here, since \( Z_j \)s are i.i.d. across different nodes (i.e. different \( j \)s), we denote by \( Z \) the generic random variable with the same distribution as \( Z_j \) for any \( j = 1, \ldots, m \). It is also worth noting that \( v_0 \) and \( \tilde{v}_0 \) defined above approach \( v \) and \( \tilde{v} \) defined in (20) respectively, as the \( \tanh(\cdot) \) terms therein approach 1. In the following three lemmas, we upper bound each of the terms in (22).

**Lemma B.2.** Assuming that \( n \geq d \), there exist \( C_4(\alpha, \text{snr}) \) and \( N_1(\alpha, \text{snr}) \), constants depending on \( 0 \leq \alpha < 1 \) and \( \text{snr} \), such that for any \( \theta \in B(\alpha \|\theta^*\|; \theta^*) \) and \( n \geq N_1(\alpha, \text{snr}) \), we have that

\[
\|v - v_0\| \leq (1 + \|\theta^*\| + \sigma) \exp \left(-n \cdot C_4(\alpha, \text{snr})\right).
\]

**Proof.** We defer the proof to Section B.1. \( \square \)

**Lemma B.3.** Fix \( \delta \in (0, 1) \) and assume that \( mn \geq 32^2(2d + \log(1/\delta)) \). Then, with probability at least \( 1 - \delta \), we have

\[
\|\tilde{v}_0 - v_0\| \leq 8 \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{2d + \log(1/\delta) \over mn}.
\]

**Proof.** We defer the proof to Section B.2. \( \square \)

**Lemma B.4.** For \( r = \frac{1}{16}\|\theta^*\| \) and \( \text{snr} \geq 4 \), with probability at least \( 1 - (m + 2) \cdot 5^d \cdot \exp(-n/64) \),

\[
\sup_{\theta \in B(r; \theta^*)} \|\tilde{v} - \tilde{v}_0\| \leq 2(3\|\theta^*\| + \sigma) \exp(-4n)\).
\]

**Proof.** We defer the proof to Section B.3. \( \square \)

Putting the results of the above three lemmas back in the decomposition of \( \|v - \tilde{v}\| \) in (22) yields that

\[
\sup_{\theta \in B(r; \theta^*)} \|\tilde{v} - v\| \leq \sup_{\theta \in B(r; \theta^*)} \|\tilde{v} - \tilde{v}_0\| + \sup_{\theta \in B(r; \theta^*)} \|v - v_0\| + \|\tilde{v}_0 - v_0\|
\]

\[
\leq 8 \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{2d + \log(1/\delta) \over mn} + 2(3\|\theta^*\| + \sigma) \exp(-4n)
\]

\[
+ (1 + \|\theta^*\| + \sigma) \exp \left(-n \cdot C_4(\alpha, \text{snr})\right)
\]

\[
= \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{d + \log(1/\delta) \over mn} \mathcal{O}(1)
\]

with probability at least \( 1 - \delta - (m + 2) \cdot 5^d \cdot \exp(-n/64) \geq 1 - 2\delta \). Here, \( \mathcal{O}(1) \) hides constants depending on \( \|\theta^*\|, \sigma \) and \( \alpha \). Also, we used the assumption that \( n - 64 \log m \geq 104(2d + \log(1/\delta)) \).

Moreover, we showed in Lemma B.1 that if the total number of samples in at least \( mn \geq 192^2(d + \log(2/\delta)) \), then with probability \( 1 - \delta \), we have \( \|\tilde{\Sigma}^{-1}\|_{op} \leq 2 \). This together with (24) yields that with probability \( 1 - 3\delta \), it holds that

\[
\sup_{\theta \in B(r; \theta^*)} T_1 = \sup_{\theta \in B(r; \theta^*)} \|\tilde{\Sigma}^{-1}\|_{op} \|v - \tilde{v}\| \leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{d + \log(1/\delta) \over mn} \mathcal{O}(1).
\]
B.0.2 Bounding $T_2$:

As we showed in Lemma B.1, for a fixed $\delta \in (0, 1)$ and $mn \geq 192^2(d + \log(2/\delta))$, we have

$$\|\hat{\Sigma}^{-1} - I\|_{op} \leq 192 \sqrt{\frac{d + \log(2/\delta)}{mn}}$$

with probability $1 - \delta$. To bound $|v|$, we can write that $|v| = \|M(\theta)\| \leq \|M(\theta) - \theta^*\| + \|\theta^*\|$. The term $\|M(\theta) - \theta^*\|$ denotes the distance of the regression parameter $\theta$ to the optimal one $\theta^*$ after an iteration of updates by the population operator $M(\cdot)$. In Theorem 3.1, we proved that this operator is contractive. More precisely, for any $\theta$ such that $\varepsilon \leq \|\theta - \theta^*\| \leq \alpha\|\theta^*\|$, we have

$$\|M(\theta) - \theta^*\| \leq \kappa(\varepsilon) \cdot \|\theta - \theta^*\|,$$

where $\kappa(\varepsilon) = (\|\theta^*\| + \sigma)(\text{snr} + \frac{1}{n\varepsilon}) \exp(-n \cdot C(\alpha, \text{snr})).$

From the assumption of the theorem, we know that $\kappa(\varepsilon) \leq 1$ for large enough $n$. Therefore

$$|v| = \|M(\theta)\| \leq \|M(\theta) - \theta^*\| + \|\theta^*\| \leq \|\theta - \theta^*\| + \|\theta^*\| \leq 2\|\theta^*\|.$$

All in all, we have with probability at least $1 - \delta$ that

$$T_2 \leq \|\theta^*\| \sqrt{\frac{d + \log(1/\delta)}{mn}} \cdot O(1).$$

Now having bounded both terms $T_1$ and $T_2$, we can write from (21) that with probability at least $1 - 4\delta$,

$$\sup_{\theta \in B(r; \theta^*)} \|M_m(\theta) - M(\theta)\| \leq \sqrt{\|\theta^*\|^2 + \sigma^2} \sqrt{\frac{d + \log(1/\delta)}{mn}} \cdot O(1).$$

We can further change the probability $1 - 4\delta$ to $1 - \delta$ by replacing the $\log(1/\delta)$ to $\log(4/\delta)$ which implies slightly tighter bounds on the sample sizes $m$ and $n$. It is also worth noting that all the assumptions made in the auxiliary lemmas above can be implied by the ones made in Theorem 3.3. Here, we conclude the proof of Theorem 3.3 and move to prove the auxiliary lemmas used above.

B.1 Proof of Lemma B.2

Using the definition of $v$ and $v_0$ in (20) and (23), we have that

$$|v - v_0| = \left[ \frac{1}{n} E[Z] - \frac{1}{n} E\left[Z \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right] \right] \leq \frac{1}{n} E\left[\|Z\| \left(1 - \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right)\right].$$

Next, consider a fixed $\theta$ with $\|\theta - \theta^*\| \leq \alpha\|\theta^*\|$ and define a good event $E_1$ as follows

$$E_1 = \{\|Z, \theta\| \geq \frac{n}{4}(1 - \alpha)\|\theta^*\|^2\}.$$

Therefore, we can write that

$$|v - v_0| \leq \frac{1}{n} E\left[\|Z\| \left(1 - \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right) \cdot 1\{E_1\}\right] + \frac{1}{n} E\left[\|Z\| \left(1 - \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right) \cdot 1\{\bar{E}_1\}\right].$$

Let us denote each of the two terms above as $T_3$ and $T_4$, that is,

$$T_3 = E\left[\|Z\| \left(1 - \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right) \cdot 1\{E_1\}\right],$$

$$T_4 = E\left[\|Z\| \left(1 - \tanh\left(\frac{1}{\sigma^2} Z, \theta\right)\right) \cdot 1\{\bar{E}_1\}\right].$$

(25)
We bound $T_3$ by first noting that
\[ \|Z\| \left(1 - \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) \right) \cdot 1\{\mathcal{E}_1\} \leq 2\|Z\| \cdot \exp \left(-\frac{n}{2}(1 - \alpha)\text{snr}^2 \right), \]
where we used the fact that under $\mathcal{E}_g$, we have $\langle Z, \theta \rangle \geq \frac{n}{4}(1 - \alpha)\|\theta^*\|^2$ which from the monotonicity of $\tanh(\cdot)$ implies that
\[ \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) \geq \tanh \left( \frac{n}{4}(1 - \alpha)\|\theta^*\|^2 \right) \geq 1 - 2\exp \left(-\frac{n}{2}(1 - \alpha)\text{snr}^2 \right). \]
In the last inequality above, we used the fact that $\tanh(x) \geq 1 - 2\exp(-2x)$ for all $x$. Consequently, we have that
\[ T_3 \leq 2\mathbb{E}[\|Z\|] \cdot \exp \left(-\frac{n}{2}(1 - \alpha)\text{snr}^2 \right) . \]

In the following, we upper bound $\mathbb{E}[\|Z\|]$. We can write that
\[ \mathbb{E}[\|Z\|^2] = \mathbb{E} \left[ \left( \sum_{i=1}^{n} \langle \theta^*, X_i \rangle X_i + \epsilon_i X_i \right) \cdot \left( \sum_{j=1}^{n} \langle \theta^*, X_j \rangle X_j + \epsilon_j X_j \right) \right] \]
\[ = \sum_{i=1}^{n} \mathbb{E}[Y_i^2 X_i^T X_i] + \sum_{1 \leq i \neq j \leq n} \mathbb{E}[Y_i X_i^T X_j Y_j] \]
\[ = (n^2 - n + d + 2)\|\theta^*\|^2 + d\sigma^2, \]
which implies that $\mathbb{E}[\|Z\|] \leq \sqrt{n^2 - n + d + 2}\|\theta^*\| + \sqrt{d}\sigma$ and consequently,
\[ T_3 \leq 2 \left( n\|\theta^*\| + \sqrt{d}\sigma \right) \cdot \exp \left(-\frac{n}{2}(1 - \alpha)\text{snr}^2 \right) . \]

Next, we upper bound the term $T_4$ in (25) as follows,
\[ T_4 = \mathbb{E} \left[ \|Z\| \left(1 - \tanh \left( \frac{1}{\sigma^2} \langle Z, \theta \rangle \right) \right) \cdot 1\{\mathcal{E}_1\} \right] \leq 2\mathbb{E} \left[ \|Z\| \cdot 1\{\mathcal{E}_1\} \right] \]
\[ = 2 \int_{0}^{\infty} \mathbb{P} \left( \|Z\| \cdot 1\{\mathcal{E}_1\} \geq \gamma \right) \text{d}\gamma. \quad (26) \]

For any $\gamma \geq 0$, we use $\varepsilon$-net argument and write that
\[ \mathbb{P} \left( \|Z\| \cdot 1\{\mathcal{E}_1\} \geq \gamma \right) \leq \mathbb{P} \left( \|Z\| \geq \gamma \right) \]
\[ = \mathbb{P} \left( \max_{\|u\|=\frac{1}{2}} \langle Z, u \rangle \geq \gamma \right) \]
\[ \leq \mathbb{P} \left( \max_{u' \in \mathcal{N}_{1/2}} \langle Z, u' \rangle \geq \gamma /2 \right) \]
\[ \leq 5^d \cdot \mathbb{P} \left( \langle Z, u' \rangle \geq \gamma /2 \right), \quad (27) \]
where $\mathcal{N}_{1/2}$ denotes a $1/2$-covering of the unit sphere $S^d = \{ u \in \mathbb{R}^d \mid \|u\|=1 \}$, known to have cardinality of at most $|\mathcal{N}_{1/2}| \leq 5^d$. Moreover, in deriving the above inequalities, we used the fact that for any unit vector $u$, there exists $u' \in \mathcal{N}_{1/2}$ such that $\|u - u'\| \leq 1/2$ and therefore,
\[ \langle Z, u \rangle = \langle Z, u - u' \rangle + \langle Z, u' \rangle \leq \max_{\|w\|=\frac{1}{2}} \langle Z, w \rangle + \max_{u' \in \mathcal{N}_{1/2}} \langle Z, u' \rangle, \]
which yields that $\max_{\|u\|=1}(Z,u) \leq 2 \max_{u' \in \mathcal{S}^d}(Z,u')$. Now, consider a fixed unit vector $u' \in \mathbb{S}^d$. We know that $(Z,u')$ is $\text{Sub}(8n\|\theta^*\|^2 + n\sigma^2, 4\|\theta^*\| + \sigma)$ and $\mathbb{E}(Z,u')) = n(\theta^*, u')$. Therefore,

$$
\mathbb{P}\left( (Z,u') \geq \gamma/2 \right) = \mathbb{P}\left( (Z,u') - n(\theta^*, u') \geq \gamma/2 - n(\theta^*, u') \right)
\leq \mathbb{P}\left( (Z,u') - n(\theta^*, u') \geq \gamma/2 - n\|\theta^*\| \right)
\leq \exp\left( - \frac{1}{2} \min\left\{ \frac{(\gamma/2 - n\|\theta^*\|)^2}{8n\|\theta^*\|^2 + n\sigma^2}, \frac{\gamma/2 - n\|\theta^*\|}{4\|\theta^*\| + \sigma} \right\} \right).
$$

for any $\gamma \geq 2n\|\theta^*\|$. Now pick

$$
\gamma_0 = 2n\|\theta^*\| + 2\frac{8n\|\theta^*\|^2 + n\sigma^2}{4\|\theta^*\| + \sigma} + 2n^2(\|\theta^*\| + \sigma).
$$

It yields that

$$
\int_{\gamma_0}^{\infty} \mathbb{P}\left( \|Z\| \cdot \mathbb{1}\{E_i^1\} \geq \gamma \right) d\gamma \leq 5^d \int_{\gamma_0}^{\infty} \exp\left( - \frac{\gamma/2 - n\|\theta^*\|}{4\|\theta^*\| + \sigma} \right) d\gamma
= 5^d \cdot 2(4\|\theta^*\| + \sigma) \cdot \exp\left( - \frac{\gamma_0/2 - n\|\theta^*\|}{4\|\theta^*\| + \sigma} \right)
\leq 8 \cdot 5^d(\|\theta^*\| + \sigma) \exp(-n^2/4). \tag{28}
$$

Moreover,

$$
\int_{0}^{\gamma_0} \mathbb{P}\left( \|Z\| \cdot \mathbb{1}\{E_i^1\} \geq \gamma \right) d\gamma \leq \int_{e^{-c_3n}}^{\gamma_0} \mathbb{P}\left( \|Z\| \cdot \mathbb{1}\{E_i^1\} \geq \gamma \right) d\gamma + e^{-c_3n}
\leq \gamma_0 \mathbb{P}(E_i^1) + e^{-c_3n}
\leq (\gamma_0 + 1) \exp(-c_3n)
\leq \left( 1 + (2n^2 + 10n)(\|\theta^*\| + \sigma) \right) \exp(-c_3n), \tag{29}
$$

where we used Lemma A.1 to conclude that $\mathbb{P}(E_i^1) \leq \exp(-c_3n)$ for a constant $c_3$ depending on $\alpha$ and $\text{snr}$. Putting (28) and (29) in (26) yields that

$$
T_4 \leq 2 \left( 1 + (2n^2 + 10n)(\|\theta^*\| + \sigma) \right) \exp(-c_3n) + 16 \cdot 5^d(\|\theta^*\| + \sigma) \exp(-n^2/4).
$$

Finally, we put everything together and conclude the lemma as follows,

$$
\|v - v_0\| \leq \frac{1}{n} T_3 + \frac{1}{n} T_4
\leq 2 \left( \|\theta^*\| + \frac{\sqrt{d}}{n} \sigma \right) \cdot \exp\left( - \frac{n}{2} (1 - \alpha)\text{snr}^2 \right)
+ \frac{2}{n} \left( \|\theta^*\| + \frac{\sqrt{d}}{n} \sigma \right) \cdot \exp\left( - \frac{n}{2} (1 - \alpha)\text{snr}^2 \right) + \frac{16}{n} \cdot 5^d(\|\theta^*\| + \sigma) \exp(-n^2/4)
\leq (1 + \|\theta^*\| + \sigma) \exp\left( -C_4(\alpha, \text{snr})n \right),
$$

for any $n \geq N_1(\alpha, \text{snr})$. Here, we used the assumption that $d \leq n$ which is also implied by the assumptions in Theorem 3.3, particularly from $n \geq 64 \log m + 104(2d + \log(4/d))$.

### B.2 Proof of Lemma B.3

Recall from the notations that

$$
\|\hat{v}_0 - v_0\| = \left\| \frac{1}{mn} \sum_{j=1}^m Z^j - \frac{1}{n} \mathbb{E}[Z] \right\|,
$$
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For a fixed $j \in \{1, \cdots, m\}$ and unit-norm vector $u$, the inner product $\langle Z^u, u \rangle$ is sub-exponential. More precisely,
\[
\frac{1}{n} \langle Z^j - E[Z^j], u \rangle \sim \text{SubE}\left(\frac{1}{n} (8 \|\theta^*\|^2 + \sigma^2), \frac{1}{n} (4 \|\theta^*\| + \sigma)\right).
\]
Therefore,
\[
\langle \hat{v}_0 - v_0, u \rangle = \frac{1}{m} \sum_{j=1}^{m} \frac{1}{n} \langle Z^j - E[Z^j], u \rangle \sim \text{SubE}\left(\frac{1}{mn} (8 \|\theta^*\|^2 + \sigma^2), \frac{1}{mn} (4 \|\theta^*\| + \sigma)\right).
\]
From concentration of sub-exponential random variables in Theorem D.1, we can write for every $t \geq 0$ that
\[
\mathbb{P}\left(\|\hat{v}_0 - v_0\| \geq t\right) = \mathbb{P}\left(\max_{\|u\|=1} \langle \hat{v}_0 - v_0, u \rangle \geq t\right)
\leq \mathbb{P}\left(\max_{u' \in N_{1/2}} \langle \hat{v}_0 - v_0, u' \rangle \geq t/2\right)
\leq 5^d \cdot \exp\left(-\frac{1}{2} \min \left\{ \frac{mn(t/2)^2}{8 \|\theta^*\|^2 + \sigma^2}, \frac{mnt/2}{4 \|\theta^*\| + \sigma} \right\}\right)
\]
where we used a $1/2$-covering argument similar to (27). Now, assuming $mn \geq 32^2 (2d + \log(1/\delta))$, we pick
\[
t = 8\sqrt{\frac{2d + \log(1/\delta)}{mn}} \|\theta^*\|^2 + \sigma^2,
\]
which implies that $\mathbb{P}(\|\hat{v}_0 - v_0\| \geq t) \leq \delta$ as desired.

**B.3 Proof of Lemma B.4**

We begin the proof by using the definitions of $\hat{v}$ and $\hat{v}_0$ and write
\[
\sup_{\theta \in B(r, \theta^*)} \|\hat{v} - \hat{v}_0\| = \sup_{\theta \in B(r, \theta^*)} \left\| \frac{1}{mn} \sum_{j=1}^{m} Z^j - \frac{1}{mn} \sum_{j=1}^{m} Z^j \tanh \left( \frac{1}{\sigma^2} \langle Z^j, \theta \rangle \right) \right\|
\leq \sup_{\theta \in B(r, \theta^*)} \frac{1}{mn} \sum_{j=1}^{m} \|Z^j\| \left( 1 - \tanh \left( \frac{1}{\sigma^2} \langle Z^j, \theta \rangle \right) \right)
\leq \frac{1}{mn} \sum_{j=1}^{m} \|Z^j\| \cdot \sup_{\|u\|=1} \left( 1 - \tanh \left( \frac{1}{\sigma^2} \langle Z^j, \theta \rangle \right) \right).
\]
Next, for each $j = 1, \cdots, m$ we have that
\[
\inf_{\theta \in B(r, \theta^*)} \langle Z^j, \theta \rangle = \langle Z^j, \theta^* \rangle + \inf_{\theta \in B(r, \theta^*)} \langle Z^j, \theta - \theta^* \rangle = \langle Z^j, \theta^* \rangle + r \cdot \inf_{\|u\|=1} \langle Z^j, u \rangle.
\]
Moreover, from a $1/2$-covering argument similar to (27) we know that
\[
\sup_{\|u\|=1} \langle Z^j, u \rangle \leq 2 \sup_{u' \in N_{1/2}} \langle Z^j, u' \rangle,
\]
which yields that
\[
\mathbb{P}\left(\sup_{\|u\|=1} \langle Z^j, u \rangle \geq t\right) \leq \mathbb{P}\left(\sup_{u' \in N_{1/2}} \langle Z^j, u' \rangle \geq t/2\right) \leq 5^d \cdot \mathbb{P}\left(\|Z^j, u'\| \geq t/2\right).
\]
For a fixed unit-norm $u'$, $\langle Z^j, u' \rangle$ is $\text{SubE}(8n\|\theta^*\|^2 + n\sigma^2, 4\|\theta^*\| + \sigma)$ with $E[\langle Z^j, u' \rangle] = n\langle \theta^*, u' \rangle$. Therefore, for any $t \geq 0$, we have that
\[
|\langle Z^j, u' \rangle - n\langle \theta^*, u' \rangle| \leq t/2,
\]
with probability at least
\[ 1 - 2 \exp \left( - \min \left\{ \frac{t^2/8}{8n\|\theta^*\|^2 + n\sigma^2}, \frac{t/4}{4\|\theta^*\|^2 + \sigma} \right\} \right). \]
Taking \( t = n(\|\theta^*\| + \sigma) \) in above yields that with probability at least \( 1 - \exp(-n/64) \) we have
\[ \langle Z', u' \rangle \leq n(\theta^*, u') + \frac{1}{2} n(\|\theta^*\| + \sigma) \leq \frac{3}{2} n\|\theta^*\|^2 + \frac{1}{2} n\sigma. \]
Together with the 1/2-covering argument, it holds that
\[ \sup_{\|u\|=1} \langle Z', u \rangle \leq 3n\|\theta^*\|^2 + n\sigma, \tag{31} \]
with probability at least \( 1 - 5^d \cdot \exp(-n/64). \) Moreover, following the above logic for a specific case of \( u' = \theta^*/\|\theta^*\| \), we have with probability \( 1 - \exp(-n/64) \) that
\[ \langle Z', \theta^*/\|\theta^*\| \rangle \cdot n\|\theta^*\| \leq \frac{1}{2} n(\|\theta^*\| + \sigma), \]
which implies that
\[ \langle Z', \theta^* \rangle \geq \frac{1}{2} n\|\theta^*\|^2 - \frac{1}{2} n\|\theta^*\| \cdot \sigma, \tag{32} \]
with the same probability. Putting (31) and (32) back in (30) yields that
\[ \inf_{\theta \in B(r; \theta^*)} \langle Z', \theta \rangle = \langle Z', \theta^* \rangle + r \cdot \inf_{\|u\|=1} \langle Z', u \rangle \geq \frac{1}{2} n\|\theta^*\|^2 - \frac{1}{2} n\|\theta^*\| \cdot \sigma - 3rn\|\theta^*\| \cdot r\sigma \geq \frac{1}{7} n\|\theta^*\|^2, \]
for \( r = \frac{1}{14}\|\theta^*\| \) and \( \text{snr} \geq 4. \) Therefore, with probability at least \( 1 - (5^d + 1)\exp(-n/64), \) we have
\[ \sup_{\theta \in B(r; \theta^*)} \left( 1 - \tanh \left( \frac{1}{\sigma} \langle Z', \theta \rangle \right) \right) \leq 2 \exp \left( - \frac{2}{r} n \cdot \text{snr}^2 \right) \leq 2 \exp(-4n), \tag{33} \]
where we used \( \tanh(x) \geq 1 - 2 \exp(-2x) \) for all \( x. \) Furthermore, we showed above that with probability at least \( 1 - 5^d \cdot \exp(-n/64) \) and for each \( 1 \leq j \leq m, \) we have
\[ \|Z_j\| = \sup_{\|u\|=1} \langle Z_j, u \rangle \leq 3n\|\theta^*\| + n\sigma. \tag{34} \]
Putting (33) and (34) together, we have
\[ \sup_{\theta \in B(r; \theta^*)} \|\hat{\theta} - \tilde{\theta}_0\| \leq \frac{1}{mn} \sum_{j=1}^{m} \|Z_j\| \cdot \sup_{\theta \in B(r; \theta^*)} \left( 1 - \tanh \left( \frac{1}{\sigma^2} \langle Z_j, \theta \rangle \right) \right) \leq 2(3\|\theta^*\|+\sigma) \exp(-4n), \]
with probability at least \( 1 - (m + 2) \cdot 5^d \cdot \exp(-n/64). \)

### B.4 Proof of Lemma B.1

The proof follows from basic standard Gaussian concentration. We provide the proof here for completeness. Using concentration of sub-exponential RVs and \( \varepsilon \)-net arguments we have that
\[ \mathbb{P} \left( \|\hat{\Sigma} - I_d\|_{\text{op}} \geq t \right) \leq 2 \cdot 9^d \exp \left( - \frac{n}{2} \min \left\{ \left( \frac{t}{32} \right)^2, \frac{t}{32} \right\} \right). \]
Picking \( t = 96\sqrt{(d + \log(2/\delta))/N} \) yields the desired concentration bound. For the second inequality, we note that
\[ \|\hat{\Sigma}^{-1} - I_d\|_{\text{op}} \leq \|\hat{\Sigma}^{-1}\|_{\text{op}} \|\hat{\Sigma} - I_d\|_{\text{op}} \leq \left( 1 + \|\hat{\Sigma}^{-1} - I_d\|_{\text{op}} \right) \|\hat{\Sigma} - I_d\|_{\text{op}} \leq 96\sqrt{\frac{d + \log(2/\delta)}{N}} + \frac{1}{2} \|\hat{\Sigma}^{-1} - I_d\|_{\text{op}}, \]
with probability at least \( 1 - \delta. \) In above, we used the concentration proved in the first part, as well as the assumption \( N \geq 192^2(d + \log(2/\delta)) \) to conclude that \( \|\hat{\Sigma} - I_d\|_{\text{op}} \leq 1/2. \)
C Useful Lemmas

C.1 Proof of Proposition 2.1

Let us denote \(x_{[n]} := (x_1, \ldots, x_n)\) and \(y_{[n]} := (y_1, \ldots, y_n)\). Then, according to the C-MLR model in (2) with true regression parameters \(\theta\), we have \(y_i|x_i, \xi \sim \mathcal{N}(\xi(x_i, \theta), \sigma^2)\). Therefore,

\[
f_\theta(x_{[n]}, y_{[n]}) = \int f_\theta(x_{[n]}, y_{[n]}, \xi) d\xi
= P(\xi = -1)f_\theta(x_{[n]}, y_{[n]}|\xi = -1) + P(\xi = +1)f_\theta(x_{[n]}, y_{[n]}|\xi = +1)
= \frac{1}{2} \left( \frac{1}{2\pi\sigma^2} \right)^{n/2} f(x_{[n]}) \left\{ \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i - \langle x_i, \theta \rangle)^2 \right) + \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i + \langle x_i, \theta \rangle)^2 \right) \right\}
= \frac{1}{2} \left( \frac{1}{2\pi\sigma^2} \right)^{n/2} f(x_{[n]}) \left( \exp(s_1(\theta)) + \exp(s_1(\theta)) \right),
\]

where we denote for any \(\theta\) and \(\xi \in \{-1, +1\}\)

\[s_\xi(\theta) = -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (y_i - \xi (x_i, \theta))^2.\]

Moreover,

\[
f_\theta(\xi|x_{[n]}, y_{[n]}) = \frac{f_\theta(x_{[n]}, y_{[n]}|\xi)}{f_\theta(x_{[n]}, y_{[n]})} = 2p(\xi) \frac{\exp(s_\xi(\theta))}{\exp(s_1(\theta)) + \exp(s_1(\theta))},
\]

and

\[
\log f_\theta(x_{[n]}, y_{[n]}, \xi) = s_\xi(\theta') + \log p(\xi) + \log f(x_{[n]}) - \frac{n}{2} \log(2\pi).
\] (35)

Let us define

\[
\hat{Q}(\theta'|\theta) = \int_\xi f_\theta(\xi|x_{[n]}, y_{[n]}) \log f_\theta(x_{[n]}, y_{[n]}, \xi) d\xi.
\]

According to (38), only the first term in the RHS of (38) depends on \(\theta'\) and therefore, we only keep the term \(s_\xi(\theta')\) in computing \(\hat{Q}(\theta'|\theta)\) as follows

\[
\int_\xi f_\theta(\xi|x_{[n]}, y_{[n]}|s_\xi(\theta')) d\xi = \int_\xi 2p(\xi) \frac{\exp(s_\xi(\theta'))}{\exp(s_1(\theta)) + \exp(s_1(\theta))} s_\xi(\theta') d\xi
= -\frac{1}{2\sigma^2} \sum_{i=1}^{n} y_i^2 - \frac{1}{2\sigma^2} \sum_{i=1}^{n} \langle x_i, \theta' \rangle^2
+ \frac{1}{\sigma^2} \frac{\exp(s_1(\theta)) - \exp(s_1(\theta)) + \exp(s_1(\theta)) + \exp(s_1(\theta))}{\exp(s_1(\theta)) + \exp(s_1(\theta))} \sum_{i=1}^{n} y_i \langle x_i, \theta' \rangle.
\] (36)

Now, the Q-function defined in (4) can be written as \(Q(\theta'|\theta) = \mathbb{E}[\hat{Q}(\theta'|\theta)]\) where the expectation is w.r.t. randomness in \((X_{[n]}, Y_{[n]})\) generated by the ground truth distribution governed by \(\theta^*\). From (39) we have that

\[
\mathbb{E} \left[ \int_\xi f_\theta(\xi|x_{[n]}, y_{[n]}|s_\xi(\theta')) d\xi \right]
= -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \mathbb{E}[y_i^2] - \frac{n}{2\sigma^2} ||\theta'||^2
+ \frac{1}{\sigma^2} \mathbb{E} \left[ \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} y_i \langle x_i, \theta \rangle \right) \sum_{i=1}^{n} y_i \langle x_i, \theta' \rangle \right].
\] (37)
where we used the fact that
\[
\frac{\exp(s_1(\theta)) - \exp(s_0(\theta))}{\exp(s_1(\theta)) + \exp(s_0(\theta))} = \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} y_i \langle x_i, \theta \rangle \right).
\]

Note that the first term in RHS of (40) dose not depend on $\theta'$, therefore,
\[
\nabla Q(\theta'|\theta) = -\frac{n}{\sigma^2} \theta' + \frac{1}{\sigma^2} \mathbb{E} \left[ \sum_{i=1}^{n} X_i Y_i \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle X_i, \theta \rangle Y_i \right) \right].
\]

Putting $\nabla Q(\theta'|\theta) = 0$ yields that
\[
M(\theta) := \arg \max_{\theta'} Q(\theta'|\theta)
\]
\[
= \frac{1}{n} \mathbb{E} \left[ \sum_{i=1}^{n} X_i Y_i \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle X_i, \theta \rangle Y_i \right) \right]
\]
\[
= \mathbb{E} \left[ X_1 Y_1 \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle X_i, \theta \rangle Y_i \right) \right].
\]

C.2 Proof of Proposition 2.2

Using (39) and definition of $Q_m$-function in (6) we have that
\[
\frac{1}{m} \sum_{j=1}^{m} \int f_\theta(\xi | x_{[n]}^j, y_{[n]}^j) s_\xi(\theta') d\xi = -\frac{1}{2m\sigma^2} \sum_{j=1}^{m} \sum_{i=1}^{n} y_i^j - \frac{1}{2m\sigma^2} \sum_{j=1}^{m} \sum_{i=1}^{n} \langle x_i^j, \theta' \rangle^2
\]
\[
+ \frac{1}{m\sigma^2} \sum_{j=1}^{m} \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} y_i \langle x_i^j, \theta \rangle \right) \sum_{i=1}^{n} y_i^j x_i^j.
\]

Therefore,
\[
\nabla Q_m(\theta'|\theta) = -\frac{1}{m\sigma^2} \sum_{j=1}^{m} \sum_{i=1}^{n} x_i^j x_i^{j\top} \theta' + \frac{1}{m\sigma^2} \sum_{j=1}^{m} \tanh \left( \frac{1}{\sigma^2} \sum_{i=1}^{n} y_i \langle x_i^j, \theta \rangle \right) \sum_{i=1}^{n} y_i^j x_i^j,
\]

and finally putting $\nabla Q_m(\theta'|\theta) = 0$ yields the desired result.

Definition C.1 (Sub-exponential RV). A random variable $X$ is said to be sub-exponential with parameter $(\tau^2, b)$ if
\[
\mathbb{E} \left[ \exp(\lambda(X - \mu_X)) \right] \leq \exp \left( \frac{\lambda^2 \tau^2}{2} \right), \quad \forall |\lambda| \leq \frac{1}{b},
\]

We denote such RV by $\text{SubE}(\tau^2, b)$.

Theorem C.1. Let $X_i \sim \text{SubE}(\tau^2, b)$ be iid sub-exponentials. Then,
\[
\mathbb{P} \left[ \left| \frac{1}{n} \sum_{i=1}^{n} X_i - \mu_X \right| \geq t \right] \leq 2 \exp \left(- \min \left( \frac{nt^2}{2\tau^2}, \frac{nt}{2b} \right) \right)
\]

Lemma C.2. For any $x_1, x_2 \geq 0$, we have
\[
\frac{\tanh(x_2) - \tanh(x_1)}{x_2 - x_1} \leq \max \{ 1 - \tanh^2(x_1), 1 - \tanh^2(x_2) \}.
\]

Proof. Assume that $x_2 \geq x_1 \geq 0$. Since the function $f(x) := \tanh(x)$ is concave in $[0, +\infty)$, we can write
\[
f(x_2) \leq f(x_1) + (x_2 - x_1) f'(x_1),
\]
which yields that

\[
\frac{\tanh(x_2) - \tanh(x_1)}{x_2 - x_1} \leq 1 - \tanh^2(x_1).
\]

Similar argument holds for \( x_1 \geq x_2 \geq 0 \), i.e.,

\[
\frac{\tanh(x_1) - \tanh(x_2)}{x_1 - x_2} \leq 1 - \tanh^2(x_2).
\]