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#### Abstract

We propose a novel framework for kernelbased statistical independence tests that enable adaptatively learning parameterized kernels to maximize test power. Our framework can effectively address the pitfall inherent in the existing signal-to-noise ratio criterion by modeling the change of the null distribution during the learning process. Based on the proposed framework, we design a new class of kernels that can adaptatively focus on the significant dimensions of variables to judge independence, which makes the tests more flexible than using simple kernels that are adaptive only in length-scale, and especially suitable for high-dimensional complex data. Theoretically, we demonstrate the consistency of our independence tests, and show that the non-convex objective function used for learning fits the Lsmoothing condition, thus benefiting the optimization. Experimental results on both synthetic and real data show the superiority of our method. The source code and datasets are available at https://github. com/renyixin666/HSIC-LK.git.


## 1 Introduction

Given two variables $X$ and $Y$, the statistical independence test determines whether the null hypothesis $\mathbb{P}_{X Y}=\mathbb{P}_{X} \mathbb{P}_{Y}$ can be rejected. Traditional tests such as Pearson's correlation coefficient (Cohen et al., 2009) and Kendall's $\tau$ can only measure monotonic relations between low-dimensional variables. Many recent works have tried to capture more complex non-linear dependencies in higher dimensional spaces (Lyons,

[^0]2013; Liu et al., 2022; Chatterjee, 2021; Lopez-Paz et al., 2013; Zhang et al., 2012). These methods have been applied to various machine learning problems such as self-supervised learning (Li et al., 2021), feature selection (Camps-Valls et al., 2010) and causal discovery (Ren et al., 2023; Hoyer et al., 2008).
Kernel-based independence tests stand for a class of non-parametric tests that are widely used. Their criteria are mainly derived from the cross-covariance operators in the reproducing kernel Hilbert space (RKHS). The kernel canonical correlation (KCC) (Bach and Jordan, 2002) and the constrained covariance (COCO) (Gretton et al., 2005) are the pioneers. KCC uses the maximal correlation between the feature maps to measure dependency and COCO drops the normalization. As one of the most popular kernel-based dependence measures, the Hilbert-Schmidt Independence Criterion (HSIC) (Gretton et al., 2007) uses the squared Hilbert-Schmidt norm to detect dependence. The HSIC-based independence tests (Gretton et al., 2007; Zhang et al., 2018) outperform the other kernelbased measures in performance and can handle different data scenarios through appropriate kernels.

However, these kernel-based methods either presuppose the kernel function (Gretton et al., 2007) (e.g. the Gaussian kernel with median bandwidth) or use a randomized feature mapping (Zhang et al., 2018), thus have limited flexibility and cannot capture the differences in the distributions of complex structures. To solve this, some works (Jitkrittum et al., 2016; Liu et al., 2021) tried to learn the kernels/features to maximize the power of hypothesis tests. Jitkrittum et al. (2017) proposed a method to obtain features by optimizing the lower bound of testing power. Nevertheless, this method requires a large number of samples to ensure effectiveness, as well as a pre-set test location parameter, which is not easy to apply in new scenarios. Besides, Liu et al. (2020, 2021) learned the kernels using a criterion called the signal-to-noise ratio (Kübler et al., 2022) as the optimization objective in the twosample test problem (Gretton et al., 2005). However, our study shows that this criterion may result in wrong solutions when learning kernels for independence tests
since the change of the null distribution is ignored. In this paper, we solve this problem by proposing a novel framework that models the null distribution change during the learning process. The proposed framework enables the design of flexible kernels for specific scenarios to make the tests more powerful.

Contributions. In summary, our contributions are as follows: 1) We propose a novel framework for kernelbased statistical independence tests that enable adaptatively learning parameterized kernels to maximize test power. Our framework overcomes the pitfall of the learning criterion in existing work by modeling the change of null distribution during the learning process. 2) We further design a new class of kernels that can adaptatively focus on the significant dimensions of variables for judging independence, which makes the tests more flexible than using simple kernels that are adaptive only in length-scale, and especially suitable for high-dimensional complex data. 3) We theoretically demonstrate the consistency of our method and show that the non-convex objective function fits the L-smoothing condition, thus benefiting the optimization. 4) We conduct extensive experiments on both synthetic and real data, which demonstrate the superiority of the proposed method.
Outline. The rest of the paper is organized as follows: Sec. 2 reviews HSIC-based statistical independence tests. Sec. 3 first presents the pitfall of the learning criterion with existing work and then introduces a novel framework to solve it. Furthermore, a class of importance-weighted kernels is designed. Sec. 4 gives the theoretical analyses and Sec. 5 is the performance evaluation. We conclude the paper in Sec. 6. All theoretical proofs are given in the Supplementary Material.

Related Work. Kernel-based independence test aims to compare the embedding difference of distributions between the joint distribution and the product of marginals in the RKHS. HSIC (Gretton et al., 2007) is recognized as one of the most powerful tests among them. In addition, some variants (Zhang et al., 2018) utilize kernel approximation algorithms such as random Fourier features to further improve the efficiency of HSIC, which may lose power if the random mappings are insufficient. A closely related independence test method is based on distance covariance (Székely et al., 2007; Székely and Rizzo, 2013) which utilizes characteristic functions to measure and test dependence. In fact, distance-based methods are equivalent to the HSIC with specific kernels (Sejdinovic et al., 2013). However, these methods require predefined kernel functions or distance functions and thus lack the flexibility to handle complex situations. To solve this issue, our proposed scheme attempts to learn parameterized kernels adaptively in a data-driven way.

Learning kernels to maximize the power of the test has also been extensively studied in different applications (e.g. two-sample tests (Sutherland et al., 2016), independence tests (Albert et al., 2022), and goodness-offit tests (Schrab et al., 2022)), and many methods have been proposed. Depending on the way of kernel learning, we can categorize them into two main directions. The first is to learn the parameters of the (single) kernels, which assumes a fixed form of the kernel and then optimizing the parameters. Optimizing the scale of Gaussian kernels (Li and Yuan, 2019) and learning deep kernels (Liu et al., 2020) are representative examples of this direction. The second is called kernel selection, which selects one or combines several from a set of predefined kernels (e.g. a set of kernels with different bandwidths). The representative methods include aggregated kernel tests (Albert et al., 2022). Our scheme can be implemented in both directions. In this paper, we focus on the first direction (i.e., optimizing the Gaussian kernel bandwidth and learning the importance-weighted kernel). As for the second direction, due to the space limit we provide the results in the supplementary file.

## 2 Preliminaries

### 2.1 Statistical Independence Test

Let $\mathcal{X}, \mathcal{Y}$ be separable metric spaces, $\mathbb{P}_{X Y}$ be Borel probability measure defined on $\mathcal{X} \times \mathcal{Y}, \mathbb{P}_{X}$ and $\mathbb{P}_{Y}$ be the respective marginal distributions on $\mathcal{X}$ and $\mathcal{Y}$. Given $n$ independent and identically distributed (i.i.d) samples $Z:=(X, Y)=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ with distribution $\mathbb{P}_{X Y}$, we wish to know whether $\mathbb{P}_{X Y}$ can be factorized into $\mathbb{P}_{X} \mathbb{P}_{Y}$ : does $\mathbb{P}_{X Y}=\mathbb{P}_{X} \mathbb{P}_{Y}($ i.e. $X \Perp Y)$ ?

The hypothesis testing framework is used, i.e.,

$$
\begin{equation*}
\mathcal{H}_{0}: \mathbb{P}_{X Y}=\mathbb{P}_{X} \mathbb{P}_{Y} \quad \text { versus } \quad \mathcal{H}_{1}: \mathbb{P}_{X Y} \neq \mathbb{P}_{X} \mathbb{P}_{Y} \tag{1}
\end{equation*}
$$

The independence hypothesis testing is performed in the following steps. First, state the statistic $T$ and calculate its observed value with the samples. Then, select a significance level $\alpha$ (typically taken as 0.05 ). After that, obtain the $p$-value, which is the probability that the sampling of $T$ under $\mathcal{H}_{0}$ is at least as extreme as the observed value. Finally, the null hypothesis $\mathcal{H}_{0}$ is rejected if the $p$-value is not greater than $\alpha$.
Two types of errors may be generated during hypothesis testing. Type I error means the false rejection of $\mathcal{H}_{0}$, and Type II error indicates when $\mathcal{H}_{0}$ is wrong but not rejected. A good independence test requires that Type I error rate is upper bounded by $\alpha$ meanwhile Type II error is minimized (Zhang et al., 2012).

### 2.2 Hilbert-Schmidt Independence Criterion

We base our statistical independence tests on the Hilbert-Schmidt Independence Criterion (HSIC).
Definition 1. (Gretton et al., 2007). Let $\mathcal{F}$ be an RKHS, with the kernel $k: \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$. Likewise, let $\mathcal{G}$ be a second $R K H S$ on $\mathcal{Y}$ with kernel $l: \mathcal{Y} \times \mathcal{Y} \mapsto \mathbb{R}$. The Hilbert-Schmidt Independence Criterion between $X$ and $Y$, denoted as $\operatorname{HSIC}(X, Y)$ is defined as

$$
\begin{gather*}
\mathbf{E}\left[k\left(X, X^{\prime}\right) l\left(Y, Y^{\prime}\right)\right]+\mathbf{E}\left[k\left(X, X^{\prime}\right)\right] \mathbf{E}\left[l\left(Y, Y^{\prime}\right)\right]  \tag{2}\\
\quad-2 \mathbf{E}_{X^{\prime} Y^{\prime}}\left[\mathbf{E}_{X} k\left(X, X^{\prime}\right) \mathbf{E}_{Y} l\left(Y, Y^{\prime}\right)\right]
\end{gather*}
$$

where $\left(X^{\prime}, Y^{\prime}\right)$ is a independent copy of $(X, Y)$.
For characteristic kernels (Gretton, 2015), the independence relationship $(X \Perp Y)$ between $X$ and $Y$ can be judged by $\operatorname{HSIC}(X, Y)=0$.
Given $n$ i.i.d samples $Z=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ with distribution $\mathbb{P}_{X Y}$, an observation of $\operatorname{HSIC}(X, Y)$, denoted as $\operatorname{HSIC}_{b}(Z)$, can be given by

$$
\begin{equation*}
\frac{1}{n^{2}} \sum_{i, j} k_{i j} l_{i j}+\frac{1}{n^{4}} \sum_{i, j, q, r} k_{i j} l_{q r}-2 \frac{1}{n^{3}} \sum_{i, j, q} k_{i j} l_{i q} \tag{3}
\end{equation*}
$$

where $k_{i j}:=k\left(x_{i}, x_{j}\right)$, and $l_{i j}:=l\left(y_{i}, y_{j}\right)$. This estimate can also be easily expressed by $\frac{1}{n^{2}} \operatorname{Tr}$ (KHLH), where $\mathbf{K}$ is the $n \times n$ matrix with entries $k_{i j}, \mathbf{L}$ is the $n \times n$ matrix with entries $l_{i j}, \mathbf{H}=\mathbf{I}-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}$ is the center matrix and $\mathbf{1}$ is an $n \times 1$ vector of ones.

### 2.3 Asymptotics of HSIC

The asymptotic distribution of the statistic under two hypotheses can be established by the following proposition (Gretton et al., 2007, Theorem 1, 2).
Proposition 1. (Asymptotics of $\left.\operatorname{HSIC}_{b}(Z)\right)$. Let $h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, r, r)} k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v}$, where the sum represents all ordered quadruples $(t, u, v, w)$ drawn without replacement from $(i, j, q, r)$ and assume that kernels $k, l$ are bounded. Then, Under the null hypothesis $\mathcal{H}_{0}, \operatorname{HSIC}_{b}(Z)$ coverages in distribution as

$$
\begin{equation*}
n H S I C_{b}(Z) \xrightarrow{d} \sum_{l=1}^{\infty} \lambda_{l} z_{l}^{2}, \tag{4}
\end{equation*}
$$

where $z_{l} \sim \mathcal{N}(0,1)$ i.i.d and $\lambda_{l}$ is the solution to the eigenvalue problem $\lambda_{l} \psi_{l}\left(z_{l}\right)=\int h_{i j q r} \psi_{l}\left(z_{l}\right) d F_{i, q, r}$, where the integral is over the distribution of variables $z_{i}, z_{q}, z_{r}$. And under the alternative $\mathcal{H}_{1}, H S I C_{b}(Z)$ converges in distribution to a Gaussian variable

$$
\begin{equation*}
n^{\frac{1}{2}}\left(H S I C_{b}(Z)-H S I C(X, Y)\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{u}^{2}\right), \tag{5}
\end{equation*}
$$

where the variance is given by

$$
\begin{equation*}
\sigma_{u}^{2}=16\left(\mathbf{E}_{i}\left(\mathbf{E}_{j, q, r} h_{i j q r}\right)^{2}-H S I C(X, Y)^{2}\right) \tag{6}
\end{equation*}
$$

with the simplified notation $\mathbf{E}_{j, q, r}:=\mathbf{E}_{z_{j}, z_{q}, z_{r}}$.

## 3 Learning Kernels

### 3.1 The Pitfall with the Signal-to-Noise Ratio Criterion

The power of the test is equal to 1 - Type II error rate, which measures the efficacy of the hypothesis test.

According to Proposition 1, the power of the test with HSIC can be formulated by

$$
\begin{equation*}
\mathbb{P}_{\mathcal{H}_{1}}\left(n \operatorname{HSIC}_{b}(Z)>r\right) \rightarrow \Phi\left(\frac{n \operatorname{HSIC}(X, Y)-r}{\sqrt{n} \sigma_{u}}\right) \tag{7}
\end{equation*}
$$

where $\Phi$ is the standard normal CDF and $r$ is the threshold, i.e., the $(1-\alpha)$-quantile of distribution of Eq. (4) that controls Type I error rate to be $<\alpha$.
To maximize the test power, the term without the threshold corresponds to $\frac{n \operatorname{HSIC}(X, Y)}{\sigma_{u}}$, is the popular choice (Liu et al., 2020, 2021) ${ }^{\sigma_{u}}$ in kernel learning for the two-sample test problem (Gretton et al., 2006), called signal-to-noise ratio (Kübler et al., 2022). Note that the criterion is theoretically biased as long as $r$ in Eq. (7) is not 0. Also, in practical applications of independence tests, learning the kernels with this criterion may lead to undesired and even catastrophic solutions. To explain this issue, we give an example as follows:

Example. We consider the case that $k, l$ are Gaussian kernels, i.e., $k\left(x, x^{\prime}\right):=\exp \left(-\frac{\left\|x-x^{\prime}\right\|^{2}}{2 \omega_{x}^{2}}\right), l\left(y, y^{\prime}\right):=$ $\exp \left(-\frac{\left\|y-y^{\prime}\right\|^{2}}{2 \omega_{y}^{2}}\right)$, where $\omega_{x}, \omega_{y}$ are the width parameters. The estimate of signal-to-noise is taken as

$$
\begin{equation*}
J_{w / o}:=\frac{n \operatorname{HSIC}_{b}(Z)}{\widehat{\sigma}_{u}(Z)} \tag{8}
\end{equation*}
$$

where $\widehat{\sigma}_{u}^{2}(Z)$ is a estimator of $\sigma_{u}^{2}$ with $Z$, given by

$$
\begin{equation*}
16 \cdot\left(\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}-\left(\operatorname{HSIC}_{b}(Z)\right)^{2}\right) . \tag{9}
\end{equation*}
$$

For fixed samples $Z$ of sample size $n$ and fixed width $\omega_{y}>0$, we explore the behavior of the criterion $J_{w / o}$ when $\omega_{x}$ is close to zero. Assume that $\left\|x_{i}-x_{j}\right\|^{2} \neq 0$ for all $i \neq j$, then we have the following results:

$$
\begin{aligned}
& {\left.[\mathbf{K}]\right|_{\omega_{x}=0^{+}}=\mathbf{I}_{n},\left.\quad\left[n \operatorname{HSIC}_{b}(Z)\right]\right|_{\omega_{x}=0^{+}}=\frac{1}{n} \operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right)} \\
& {\left.\left[\widehat{\sigma}_{u}^{2}(Z)\right]\right|_{\omega_{x}=0^{+}}=\frac{4}{n^{2}}\left[\frac{\operatorname{Tr}\left[\left(\mathbf{L}_{\mathbf{c}}\right)^{\cdot 2}\right]}{n}-\left(\frac{\operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right)}{n}\right)^{2}\right]}
\end{aligned}
$$

where $\mathbf{L}_{\mathbf{c}}:=\mathbf{H L H}$ and ()$^{\cdot 2}$ is the entrywise matrix power. As a result,

$$
\left.J_{w / o}\right|_{\omega_{x}=0^{+}}=\frac{n}{2} \cdot \frac{\operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right) / n}{\sqrt{\operatorname{Tr}\left[\left(\mathbf{L}_{\mathbf{c}}\right)^{\cdot 2}\right] / n-\left[\operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right) / n\right]^{2}}}
$$

As a comparison, we study a criterion with threshold estimation. We obtain an estimate of $r$ by the moments of the distribution under $\mathcal{H}_{0}$. The moments are given as follows (Gretton et al., 2007):
Proposition 2. (Moments of Null Distribution). Under $\mathcal{H}_{0}$, the estimation of mean with bias of $\mathcal{O}\left(n^{-1}\right)$ to $\mathbf{E}\left[n \operatorname{HSIC}_{b}(Z)\right]$ can be given by

$$
\begin{equation*}
\mathcal{E}_{0}:=1+\widehat{\left\|\mu_{x}\right\|^{2}} \widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{x}\right\|^{2}} \tag{10}
\end{equation*}
$$

where we assume $k_{i i}=l_{i i}=1$ and the terms $\widehat{\left\|\mu_{x}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in i_{2}^{n}} k_{i j}, \widehat{\left\|\mu_{y}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} l_{i j}$. Also, the estimation of variance with bias of $\mathcal{O}\left(n^{-1}\right)$ to $\operatorname{Var}\left[n H S I C_{b}(Z)\right]$ can be given by

$$
\begin{equation*}
\mathcal{V}_{0}=\frac{2(n-4)(n-5)}{(n-1)^{2}(n-2)(n-3)} \mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1} \tag{11}
\end{equation*}
$$

where $\mathbf{B}=((\mathbf{H K H}) \odot(\mathbf{H L H}))^{\cdot 2}=\left(\mathbf{K}_{c} \odot \mathbf{L}_{c}\right)^{\cdot 2}$ and $\odot$ is the entrywise matrix product.

The limit of these two moments can be calculated by

$$
\begin{align*}
& \left.\mathcal{E}_{0}\right|_{\omega_{x}=0^{+}}=\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}} \\
& \left.\mathcal{V}_{0}\right|_{\omega_{x}=0^{+}}=\frac{2(n-4)(n-5)}{n^{2}(n-1)^{2}(n-2)(n-3)} \sum_{i \neq j}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{2} . \tag{12}
\end{align*}
$$

Since the variance is $\mathcal{O}\left(n^{-2}\right)$ as in Eq. (12), according to Chebyshev's inequality, the distribution is concentrated around $\mathcal{E}_{0}$. Hence, we can use $\mathcal{E}_{0}$ as an estimator of $r$ when $\omega_{x}=0^{+}$. Let the criterion with $\mathcal{E}_{0}$ as

$$
\begin{equation*}
J_{w /, \mathcal{E}_{0}}:=\frac{n \operatorname{HSIC}_{b}(Z)-\mathcal{E}_{0}}{\widehat{\sigma}_{u}(Z)} \tag{13}
\end{equation*}
$$

such that $\left.J_{w /, \mathcal{E}_{0}}\right|_{\omega_{x}=0^{+}}=-\left.\frac{1}{n-1} J_{w / o}\right|_{\omega_{x}=0^{+}}$.
In conclusion, we have shown that ignoring the threshold causes the criterion to differ by a factor of $-(n-1)$ from the true power estimate when $\omega_{x}=0^{+}$. This will result in a very different behavior, as illustrated in Fig. 1. When $\omega_{x}$ is close to zero, $J_{w / o}$ takes a very large value (maximum in this case) compared to the value with the threshold. This can lead to the wrong maximum point ( $\omega_{x}=0$ in this case) of test power with $J_{w / o}$, resulting in a catastrophic wrong solution.
Remark. Although our example is based on Gaussian kernels, the more general case also holds as long as there exists parameter $k$ such that the kernel matrix $K$ approaches $I$ (such as the Laplace kernel with a width close to 0 ) and the fixed $L$ is appropriate, the rest of the analysis is similar. If interested, the readers can refer to more examples as well as analysis given in the supplementary file.


Figure 1: The values of optimization objective for different $\omega_{x}$ on the ISA dataset under the setting $n=250$, $d=3, \theta=\pi / 10, \omega_{y}=1.0$. The "w/o threshold" line corresponds to Eq. (8) and the other to Eq. (16).

In the next section, we will resolve this pitfall by designing a differentiable criterion that takes into account the variation of the threshold under the null hypothesis during the optimization process.

### 3.2 Our Framework

Using a permutation test to construct the estimator of the threshold is a possible way. That is, permuting sample $Y$ repeatedly while that of $X$ is kept fixed to directly simulate the null distribution. However, this process is expensive due to the significant number of permutations. Even if a parallel scheme can be adopted to improve the computational efficiency of this process, the required memory is heavily positively correlated with the number of permutations required. It is therefore not desirable in certain resourceconstrained scenarios. Here, we consider a gamma approximation method (Gretton et al., 2007), which instead requires only a single pass calculation. The idea is to use a two-parameter gamma distribution to approximate the infinite sum of $\chi^{2}$ variables as in Eq. (4). The first two moments of Eqs. (10), (11) are used to determine the two parameters, i.e.,

$$
\begin{equation*}
n \operatorname{HSIC}_{b}(Z) \sim \frac{x^{\gamma-1} e^{-x / \beta}}{\beta^{\gamma} \Gamma(\gamma)}, \gamma=\frac{\mathcal{E}_{0}^{2}}{\mathcal{V}_{0}}, \beta=\frac{\mathcal{V}_{0}}{\mathcal{E}_{0}} \tag{14}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the gamma function. The estimate of the threshold, denoted as $\widehat{c_{\alpha}}$, can be given by the $(1-\alpha)$ quantile of this gamma distribution, i,e.,

$$
\begin{equation*}
\int_{0}^{\frac{\overline{\tau_{\alpha}}}{\beta}} \frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)} d x=1-\alpha \tag{15}
\end{equation*}
$$

And the criterion can be obtained by ${ }^{1}$

$$
\begin{equation*}
J_{w /, \widehat{c_{\alpha}}}:=\frac{n \operatorname{HSIC}_{b}(Z)-\widehat{c_{\alpha}}}{\widehat{\sigma}_{u}(Z)} \tag{16}
\end{equation*}
$$

[^1]Then, $J_{w /, \widehat{c_{\alpha}}}$ can be used to learn kernels (e.g. Gaussian kernels with learnable bandwidth) to maximize the testing power. We aim to optimize this objective function with any commonly used optimizer such as Adam (Kingma and Ba, 2014). However, the gradient of $J_{w /, \widehat{c_{\alpha}}}$ cannot be obtained explicitly because it is related to the parameters of the kernel through the implicit functions. Let the parameter spaces of kernels $k, l$ be $\Omega_{0}, \Omega_{1}$, at the point $\omega_{*} \in \Omega_{0} \times \Omega_{1}$, we get the gradient in two steps. First, we estimate the partial derivative $\partial_{\beta} \widehat{c_{\alpha}}$ and $\partial_{\gamma} \widehat{c_{\alpha}}$. The first term at $\omega_{*}$ can be directly calculated by $\left.\partial_{\beta} \widehat{c_{\alpha}}\right|_{\omega_{*}}=\left.\frac{\widehat{c_{\alpha}}}{\beta}\right|_{\omega_{*}}$ according to Eq. (15). For the second term, which cannot be easily calculated due to the presence of the Gamma function, we use the finite differences to estimate it numerically, i.e., calculating $\partial_{\gamma} \widehat{c_{\alpha}}=\lim _{\delta \rightarrow 0} \frac{\widehat{c_{\alpha}}(\gamma+\delta)-\widehat{c_{\alpha}}(\gamma)}{\delta}$. Then, we can get the gradient of

$$
\begin{equation*}
\frac{n \operatorname{HSIC}_{b}(Z)-\left.\widehat{c_{\alpha}}\right|_{\omega_{*}}}{\widehat{\sigma}_{u}(Z)}-\frac{\left(\left.\partial_{\beta} \widehat{c_{\alpha}}\right|_{\omega_{*}}\right) \cdot \beta+\left(\left.\partial_{\gamma} \widehat{c_{\alpha}}\right|_{\omega_{*}}\right) \cdot \gamma}{\left.\widehat{\sigma}_{u}(Z)\right|_{\omega_{*}}} \tag{17}
\end{equation*}
$$

by combining with an automatic differentiation framework such as PyTorch (Paszke et al., 2017) to estimate the gradient $\partial_{\omega} J_{w /, \widehat{c_{\alpha}}}$ at the point $\omega=\omega_{*}$.

Data split. Given samples $Z$, the above process allows the kernels to be learned end-to-end and then used for test. However, this would lead to uncontrollable Type I error (Kübler et al., 2020). Here we adapt the technique used in a variety of tests (Liu et al., 2020; Jitkrittum et al., 2017): splitting the data into disjoint training and test data. The split ratio is heuristically set to 0.5 since how to set the optimal split ratio in practice remains an open problem.

Algorithm. Our algorithm is outlined in Alg. 1. As a pre-processing step, we split the data to training data $Z^{t r}$ and test data $Z^{t e}$ (Line 1). The test contains two phases: 1) We learn the kernels with Adam optimizer using full batches on $Z^{t r}$ (Lines 2-9). 2) With the learned kernels, we calculate the test statistic and threshold (Lines 12-13) to determine the independence (Lines 14) on $Z^{t e}$. The overall time complexity is $\mathcal{O}\left(T n^{2}\left(d_{x}+d_{y}\right)\right)$, where $d_{x}$ and $d_{y}$ are the dimensions of $X$ and $Y$ respectively.

### 3.3 Importance-weighted Kernels

The Gaussian kernel has only one parameter. It assigns equal weight to the distance measure on each dimension of the multivariate variable. Here, we consider a class of more general Gaussian kernels with the following form:

$$
\begin{equation*}
k\left(x, x^{\prime}\right)=\exp \left(-\left(x-x^{\prime}\right) \Sigma_{x}\left(x-x^{\prime}\right)\right) \tag{18}
\end{equation*}
$$

where $\Sigma_{x}$ is a positive definite matrix and $x \in \mathbb{R}^{d_{x}}$ of $d_{x}$ dimensions. Since this kernel is translation invari-

```
Algorithm 1 The learning and testing framework
Input: samples \(Z\) of \(X, Y\), significance level \(\alpha\).
Output: \(X \Perp Y\) or \(X \not \Perp Y\).
    Split the data as \(Z=Z^{t r} \cup Z^{t e}\).
    \(\triangleleft\) Learning kernels on \(Z^{t r}\).
    Initialize parameters of kernels, set learning rate \(\epsilon\),
    and set iteration steps \(T\).
    for \(t=1,2, \ldots, T\) do
        \(k_{\omega_{0}}, l_{\omega_{1}} \leftarrow\) kernels with parameters \(\omega_{0}, \omega_{1}\).
        \(J_{w /, \widehat{c_{\alpha}}} \leftarrow\) calculate Eq. (16) with \(k_{\omega_{0}}, l_{\omega_{1}}\).
        \(\nabla_{\left(\omega_{0}, \omega_{1}\right)} J_{w / \widehat{c_{\alpha}}} \leftarrow\) estimate using Eq. (17).
        \(\left(\omega_{0}, \omega_{1}\right) \leftarrow\left(\omega_{0}, \omega_{1}\right)+\epsilon \nabla_{\left(\omega_{0}, \omega_{1}\right)} J_{w /, \widehat{c_{\alpha}}}\).
    end for
    After training, use the learned kernels for testing.
    \(\triangleleft\) Testing on \(Z^{t e}\) with learned kernels.
    \(n^{t e} \mathrm{HSIC}_{b}\left(Z^{t e}\right) \leftarrow\) estimate the statistic.
    \(\widehat{c_{\alpha}}\left(Z^{t e}\right) \leftarrow\) calculate the threshold on \(Z^{t e}\).
    Return \(X \not \Perp Y\) if \(\widehat{c_{\alpha}}\left(Z^{t e}\right) \leq n^{t e} \operatorname{HSIC}_{b}\left(Z^{t e}\right)\) holds.
```

ant, i.e., $k\left(x, x^{\prime}\right)=k\left(x-t, x^{\prime}-t\right)$ for any $t \in \mathbb{R}^{d_{x}}$, it can be shown to be characteristic (Gretton, 2015; Fukumizu et al., 2008). This class of kernels models correlations between each two dimensions and hence is more generic. However, due to the positive definite constraints on the matrix $\Sigma_{x}$, it is not easy to maintain while learning the kernels. Here we consider the case that it is a diagonal positive definite matrix, i.e., assigning different positive weights to the distances on different dimensions. In this case, the kernels are referred to as the ARD kernels (Williams and Rasmussen, 1995). Here we rephrase this class of kernels as importance-weighted kernels to emphasize the role that enables higher weights on important dimensions to enhance the test power. Formally,

$$
\begin{equation*}
k\left(x, x^{\prime}\right):=\prod_{i=1}^{d_{x}} \exp \left(-\frac{w_{i}\left(x_{i}-x_{i}^{\prime}\right)^{2}}{2 \omega_{x}^{2}}\right), w_{i} \in(0,1) \tag{19}
\end{equation*}
$$

where $x_{i}$ is the $i$-th dimension of $x, w_{i}$ is the importance weight of the $i$-th dimension, and $\omega_{x}$ is the overall bandwidth among all dimensions (we add it to keep the form of Gaussian kernel). In conjunction with the proposed framework, importance weights can be learned end-to-end. This is very crucial for highdimensional complex data, as in most cases, each dimension is not equally important.

Interpretability. Larger weights indicate more important dimensions for the power of independence testing. This contributes to the interpretability of the results. An example is given in Sec. 5.2.2.

## 4 Theoretical Analysis

We require some assumptions as follows:
(a) The kernels $k_{\omega_{0}}$ and $l_{\omega_{1}}$ are uniformly bounded:

$$
\sup _{\omega_{0} \in \Omega_{0}} \sup _{x \in \mathcal{X}} k_{\omega_{0}}(x, x) \leq \nu, \sup _{\omega_{1} \in \Omega_{1}} \sup _{y \in \mathcal{Y}} l_{\omega_{1}}(y, y) \leq \nu
$$

(b) The kernel parameters $\omega_{0}, \omega_{1}$ lie in Banach spaces of dimension $D_{0}$ and $D_{1}$ respectively. Furthermore, the set of possible kernel parameters $\Omega_{0}, \Omega_{1}$ is separately bounded by $R_{\omega_{0}}, R_{\omega_{1}}$ respectively, i.e.,

$$
\Omega_{0} \subseteq\left\{\omega_{0} \mid\left\|\omega_{0}\right\| \leq R_{\Omega_{0}}\right\}, \Omega_{1} \subseteq\left\{\omega_{1} \mid\left\|\omega_{1}\right\| \leq R_{\Omega_{1}}\right\}
$$

(c) The kernel parameterizations are Lipschitz, i.e. for all $x, x^{\prime} \in \mathcal{X}, \omega_{0}, \omega_{0}^{\prime} \in \Omega_{0}$,

$$
\left|k_{\omega_{0}}\left(x, x^{\prime}\right)-k_{\omega_{0}^{\prime}}\left(x, x^{\prime}\right)\right| \leq L_{k} \cdot\left\|\omega_{0}-\omega_{0}^{\prime}\right\|
$$

and for all $y, y^{\prime} \in \mathcal{Y}, \omega_{1}, \omega_{1}^{\prime} \in \Omega_{1}$,

$$
\left|l_{\omega_{1}}\left(y, y^{\prime}\right)-l_{\omega_{1}^{\prime}}\left(y, y^{\prime}\right)\right| \leq L_{l} \cdot\left\|\omega_{1}-\omega_{1}^{\prime}\right\|
$$

with the nonnegative Lipschitz constant $L_{k}, L_{l}$.
The assumptions (a) (b) (c) do not restrict the specific form of the kernels, and the kernels used in our paper satisfy these properties.
We first give the uniform bound results for the kernel learning criterion as follows:
Theorem 1. (Uniform Bound) Let $\omega_{0}, \omega_{1}$ parameterize uniformly bounded kernels $k_{\omega_{0}}, l_{\omega_{1}}$ in Banach spaces of dimension $D_{0}, D_{1}$. And $k_{\omega_{0}}, l_{\omega_{1}}$ satisfy the Lipschitz condition in $\omega_{0}, \omega_{1}$ with the Lipschitz constant $L_{k}, L_{l}$. Let $\bar{\Omega}_{c}:=\bar{\Omega}_{0} \times \bar{\Omega}_{1}$ be a set of $\left(\omega_{0}, \omega_{1}\right)$ for which $\sigma_{u} \geq c>0$ with small constant $c$ and $\left\|\omega_{0}\right\| \leq R_{\Omega_{0}},\left\|\omega_{1}\right\| \leq R_{\Omega_{1}}$. Let $r$ denote the threshold, i.e., $(1-\alpha)$-quantile for the asymptotic distribution in Eq. (4) and $r^{(n)}$ be the threshold with kernels of size $n$. Under Assumptions (a) to (c), then with probability at least $1-\delta$,

$$
\begin{aligned}
& \sup _{\left(\omega_{0}, \omega_{1}\right) \in \bar{\Omega}_{c}}\left|\frac{H S I C_{b}(Z)-r^{(n)} / n}{\widehat{\sigma}_{u}(Z)}-\frac{\operatorname{HSIC}(X, Y)-r / n}{\sigma_{u}}\right| \\
& \sim \mathcal{O}\left(\frac{1}{c^{3}}\left[\sqrt{\frac{1}{n} \log \frac{1}{\delta}+\left(D_{0}+D_{1}\right) \frac{\log n}{n}}+\frac{L_{k}+L_{l}}{\sqrt{n}}\right]\right)
\end{aligned}
$$

The theorem extends the result in (Liu et al., 2020) since our criterion considers the threshold and removes the need for regular constants. This result shows that with sufficient samples, our criterion converges to the ground truth power criterion (for any kernel parameters), i.e., the error due to the estimation is reduced to 0 . Thus, optimizing this criterion results in a generalizable (not just overfitting to the training set) solution. As a result, if the optimization process with our criterion is successful, we can obtain a solution that maximizes the test power. Next, we show the consistency of the tests, i.e., the test power tends to 1 as the sample size increases.

Proposition 3. (Consistency) Let $\omega_{0}^{*}, \omega_{1}^{*}$ be the kernel parameters after learning, $Z^{t e}$ be the testing samples of size $m$, then the probability of Type II error

$$
\begin{equation*}
\mathbb{P}_{\mathcal{H}_{1}}\left(m H S I C_{b}\left(Z^{t e}\right) \leq r^{(m)} \mid \omega_{0}^{*}, \omega_{1}^{*}\right) \sim \mathcal{O}\left(m^{-1 / 2}\right) \tag{20}
\end{equation*}
$$

The result above focuses on the asymptotic behavior. The following result instead shows the property of the objective function under practical settings. Our proof focuses on the Gaussian kernel (but keep in mind that it holds for the Laplace kernel as well as the importance-weighted kernel). As a start, we need to attach some weak assumptions (which usually hold in practice, see the supplementary file for a detailed discussion). The assumptions are

1. The domain $\mathcal{X}$ is Euclidean and bounded, $\mathcal{X} \subseteq$ $\left\{x \in \mathbb{R}^{d}:\|x\| \leq R_{\mathcal{X}} / 2\right\}$ for constant $R_{\mathcal{X}}<\infty$.
2. The non-diagonal elements of center matrices $\mathbf{K}_{c}$, $\mathbf{L}_{c}$ are not zero, i.e. $\left(\mathbf{K}_{c}\right)_{i j}^{2}>0,\left(\mathbf{L}_{c}\right)_{i j}^{2}>0$ for all $i \neq j$ when the kernel widths $\left(\omega_{x}, \omega_{y}\right) \in\left[\omega_{x l}, \omega_{x u}\right] \times$ [ $\omega_{y l}, \omega_{y u}$ ] with given positive constants $\omega_{x l}, \omega_{x u}$, $\omega_{y l}, \omega_{y u}$.
Based on the above assumptions, we have the following theorem holds.
Theorem 2. (Smoothness of Objective Function) Let $k_{\omega_{x}}, l_{\omega_{y}}$ be Gaussian kernels with bandwidth parameter $\omega_{x}, \omega_{y}$, for fixed samples $Z$ of size $n$, the objective function we used in practice

$$
J_{\lambda}(Z):=\frac{n H S I C_{b}(Z)-\widehat{c_{\alpha}}}{\sqrt{\widehat{\sigma}_{u}^{2}(Z)+\lambda}}, \lambda>0
$$

satisfies the L-smoothing condition, i.e., its gradients of $\omega_{x}, \omega_{y}$ are Lipschitz continuous on the compact do$\operatorname{main}\left(\omega_{x}, \omega_{y}\right) \in\left[\omega_{x l}, \omega_{x u}\right] \times\left[\omega_{y l}, \omega_{y u}\right]$, for all positive constants $\omega_{x l}, \omega_{x u}, \omega_{y l}, \omega_{y u}$.

The $L$-smoothing condition benefits the optimization (Zou et al., 2019) in practice. Due to the space limit, we present proofs in the supplementary file.

## 5 Performance Evaluation

### 5.1 Compared Methods

We compare the following tests on several datasets.
We consider the randomized dependence coefficient (RDC) (Lopez-Paz et al., 2013). A state-of-theart method based on the canonical correlation between a finite set of random Fourier features.

The HSIC with random Fourier feature (FHSIC) (Zhang et al., 2018). A variant of HSIC that uses finite-dimensional random Fourier feature mappings to approximate kernels.

The normalized version of the Finite Set Independence Criterion (NFSIC) (Jitkrittum et al., 2017). A state-of-the-art adaptive test by choosing features on a hold-out validation set to optimize a lower bound on the test power.

HSIC-M (Gretton et al., 2007). The original HSIC testing with the kernel width being set to the Euclidean distance median of the samples.

HSIC-O (Ours). HSIC with the Gaussian kernel whose bandwidth (length-scale) is optimized.

HSIC-W (Ours). HSIC with importance-weighted kernels as described in Sec. 3.3.

Following are the default settings unless stated otherwise. We use Gaussian kernels for both $X$ and $Y$ in all methods. We set the number of random mappings in RDC and FHSIC to 10, the test location parameter $J$ of NFHSIC to 10, which are the recommended settings in (Jitkrittum et al., 2017). For RDC and FHSIC, we permute the samples 100 times to simulate the null distribution and compute the threshold. The thresholds for the remaining methods are obtained by asymptotic null distribution, i.e., we set the test threshold to the $(1-\alpha)$-quantile of $\chi^{2}(J)$ for NFSIC and obtain the test threshold of HSIC-M/O/W by gamma approximation. The significance level $\alpha$ is set to 0.05 . In the optimization step, for stabilizing the training, in the implementation of NFSIC we determine the initial bandwidth by searching the best from 25 bandwidth combinations (including the median bandwidth combination). For HSIC-O/W, to be fair, we perform the same grid search on the benchmark datasets. In other experiments, we still use the median bandwidth as initialization for kernel width. Also, the maximum number of iterations for the optimization is set to 100 for NFSIC and HSIC-O/W. For synthetic data, we set the split ratio to 0.5 for NFSIC and HSIC-O/W, i.e., we randomly sample half of the data for training and use the remaining for independence testing, while the other methods use all data for testing. For real data, we divide a small portion of the data for training and then extract 100 random subsets of the remaining data (disjoint from the training set) for evaluation. Results for more settings (e.g. Laplace kernel setting) and more compared (not only kernel-based) methods are given in the supplementary file.

### 5.1.1 Benchmark Datasets

### 5.2 Results on Synthetic Data

We consider the benchmarks from (Zhang et al., 2018; Jitkrittum et al., 2017) and the application on independent subspace analysis from (Gretton et al., 2007). We also conduct experiments on high-dimensional
data based on 3Dshapes (Burgess and Kim, 2018).
We use the following three benchmarks:
Sine Dependency (SD). We begin with a nonlinear dependence model. Concretely,

$$
\begin{equation*}
X \sim \mathcal{N}_{d}\left(0, I_{d}\right), Y=20 \sin \left(4 \pi\left(X_{1}^{2}+X_{2}^{2}\right)\right)+Z \tag{21}
\end{equation*}
$$

where $X_{i}$ is the $i$-th dimension of $X, d$ is the dimension of $X$, and $Z \sim \mathcal{N}(0,1)$ is independent with $X$. When $d \geq 2$, there is a nonlinear dependence of $Y$ on $X$ in some local dimensions.

Sinusoid (Sin). We then consider the Sinusoid model that has local change in the probability density function. Concretely, let $p_{X Y}$ be the probability density function on $\mathcal{X} \times \mathcal{Y}:=[-\pi, \pi]^{2}$, i.e.,

$$
\begin{equation*}
(X, Y) \sim p_{x y}(x, y) \propto 1+\sin (\omega x) \sin (\omega y) \tag{22}
\end{equation*}
$$

where $\omega$ is frequency. Higher frequency makes the drawn samples more similar to those drawn from Uniform $\left([-\pi, \pi]^{2}\right)$ (Sejdinovic et al., 2013), thus more difficult to detect dependency for small sample sizes.

Gaussian Sign (GSign). Next, we consider the Gaussian Sign model, i.e.,

$$
\begin{equation*}
X \sim \mathcal{N}_{d}\left(0, I_{d}\right), Y=|Z| \prod_{i=1}^{d} \operatorname{sgn}\left(X_{i}\right) \tag{23}
\end{equation*}
$$

where $\operatorname{sgn}(\cdot)$ is the sign function, $X_{i}$ is the $i$-th dimension of $X, d$ is the dimensionality of $X$, and $Z \sim \mathcal{N}(0,1)$ is independent with $X$. The challenge lies in that $Y$ is independent of any proper subset of $X$, but is dependent on $X$. Therefore, considering all dimensions of $X$ simultaneously is crucial to independence testing.

The experimental setup is as follows: For SD, we set $d=3$ and sample size $n \in\{300,400,500,600\}$. For $\operatorname{Sin}$, we set $\omega=3$ and sample size $n \in\{300$, $600,900,1200\}$. For GSign, we set $d=4$ and sample size $n \in\{400,500,600,700\}$. For each setup, we perform 100 repeated randomized experiments and report the average result of test power. For the evaluation of Type I error, we set the sample size to 500 , permute the samples randomly to obtain new independent samples, then perform the full independence test. The results are shown in Fig. 2.

Results and analysis. HSIC-M/O/W succeeds in controlling Type I error rate below 0.05 on all three datasets, RDC and FHSIC also succeed in controlling Type I error rate around 0.05, while NFSIC has a relatively large Type I error rate (around 0.1). As for the testing power, HSIC-O/W and NFSIC perform better on the three benchmarks compared to the other methods, which confirms the need for kernel learning. The


Figure 2: Left: Results of Type I error rate on the three benchmarks with sample size $n=500$. The other three plots: the results of average test power on the three benchmarks.
performance of HSIC-O/W is stably improved as the number of samples increases, which corroborates the consistency of our proposed test. Besides, it is worth noting that HSIC-W does not always obtain superior performance over HSIC-O. This is due to the additional risk that HSIC-W may face when having a poor estimate of the important weight $w_{i}$.

On Sin, the results are the same due to the data being one-dimensional. On SD, HSIC-W gets better results since $d=3$ and $Y$ is only dependent on the first two dimensions of $X$. While on GSign, HSIC-O performs better. The reason is that each dimension of $X$ is equally important in generating $Y$, making it in fact no need to learn the importance weight $w_{i}$. Imprecise estimation results of $w_{i}$ due to insufficient samples cause the performance degradation of HSIC-W. As the number of samples gradually increases, more accurate estimations of importance weight narrow this gap.

### 5.2.1 Independence of Subspaces

One important application of independence testing is to determine the convergence of algorithms for independent component analysis (ICA) (Gretton et al., 2007), which involves separating random variables from their linear mixtures. We construct the data as follows: First, generating $n$ i.i.d samples of two univariate random variables with the distribution $\frac{1}{2} \mathcal{N}(-1,0.01)+\frac{1}{2} \mathcal{N}(1,0.01)$. Second, mixing these random variables using a rotation matrix parameterized by an angle $\theta$, varying from $[0, \pi / 4]$ (a zero angle means the data are independent, while a larger angle leads to stronger dependency. See the left in Fig. 3 for an example. Third, appending noise of distribution $\mathcal{N}_{d-1}\left(0, I_{d-1}\right)$ to each of the mixtures. Finally, multiplying an independent random $d$-dimensional orthogonal matrix, to obtain vectors dependent across all observed dimensions. The resulting random variables $X$ and $Y$ are dependent but uncorrelated. When $d$ is greater than 1 , the problem is associated with the independent subspace analysis (ISA) problem (Theis,
2006). We set $d=4$, sample size $n=128$, then evaluate the average test power with $\theta \in[0, \pi / 4]$. Recall that according to the default settings, we take $64 / 64$ samples for training/testing for the methods of learning kernels. Unfortunately, NFSIC faces optimization issues in this setting and cannot successfully control Type I error, so we only present the results for the remaining five methods, as shown in the right of Fig. 3.


Figure 3: Left: Example dataset for $d=1, n=128$ and rotation angles $\theta=\pi / 8$. Right: The average test power v.s. the rotation angle of each method.

Results. The results obtained at $\theta=0$ reflect Type I error rate, as the variables are independent in this case. All methods successfully control Type I error $\leq$ 0.05 . HSIC-W stably outperforms the other methods significantly as the angle increases, while HSIC-M fails to capture the dependence with a sample size of 128 , which shows the importance of kernel learning.


Figure 4: Examples of images generated by varying the orientation factor while fixing the object shape.

### 5.2.2 High-Dimensional Data

We consider a challenge setting on high-dimensional image data. 3DShapes (Burgess and Kim, 2018) is a
dataset of 3D scenes with additional features such as shadows and background (sky). There are 6 groundtruth independent latent factors including floor hue, wall hue, object hue, object scale, object shape and orientation, which can be controlled to generate corresponding images. We consider orientation as a dependency factor for independence testing, i.e., let $X$ be the image, $Y$ be the corresponding angle of orientation, and test the dependency between $X$ and $Y$. To be more challenging, we fix the shape of the object to be a ball thereby (compared to a square etc.) reducing the apparent orientation feature and randomizing the other factors. Some generated examples are shown in Fig. 4, where the numbers indicate the relative orientation angles. For the experimental setup, we vectorize $X$ to obtain a random vector with dimension $64 \times 64 \times 3=12,288$. The sample size is set as 64 . As NFSIC cannot handle such high-dimensional input, we use the other methods for testing. Type I error rate is evaluated by the samples obtained by permutation. The results are shown in Fig. 5.


Figure 5: Left: The average rates of the two types of error on the 3Dshapes dataset. Right: The visualization of the learned weights of HSIC-W.

Results and analysis. All methods are successful in controlling Type I error rate under 0.05. For Type II error, the result of HSIC-W is significantly better than the other methods. HSIC-O obtains worse performance than HSIC-M due to the fact that the amount of data evaluated is half the size, thus losing some of the test power. A visualization of the weights learned by HSIC-W is shown in the right of Fig. 5, from which we can see that the channels (edges) decided by the orientation receive more attention.

### 5.3 Results on Real Data

As for real data testing, we consider the subset of the Million Song Data ${ }^{2}$ (Bertin-Mahieux, 2011). This dataset contains 515,345 songs with 91-dimensional features. The first dimension is the release year of each song, which we take as the variable $Y$. The remaining features (e.g., timbre average and timbre covariance of

[^2]each song) are taken as the variable $X$. The goal is to detect the dependency between $X$ and $Y$. For the experimental setup, we follow the recommended settings of NFSIC, for which we use permutation to ensure that Type I error is controlled. To be fair, HSIC-M/O/W are also evaluated using the permutation scheme, with the number of permutations set to 100 . Note that when training, HSIC-O/W still use the gamma approximation to compute the threshold, corresponding to Alg. 1. Recall that we randomly select a small portion $(n=500)$ of data as the training set, and use the rest for evaluation. In order to fully utilize the data, we randomly sample 500 data from the remaining data each time during the evaluation and obtain the average result of 100 times. The above training and testing processes are repeated 10 times to evaluate the robustness of the optimization scheme. Other settings are the same as before.


Figure 6: The average test power of 6 methods. The dashed line in each box is the mid-point.

The final results are in Fig. 6. Compared to the other methods, HSIC-W achieves a test power close to 1 with a very small variance. RDC and $\mathrm{HSIC}-\mathrm{M} / \mathrm{O}$ achieve a test power above 0.8 . As a comparison, NFSIC has a large variance. These results corroborate the robustness of the optimization approach of our method, which benefits from the design of our criterion and the theoretical guarantee of smoothness.

## 6 Conclusion

In this paper, we propose a novel framework for kernel-based independence tests that enable adaptatively learning parameterized kernels to maximize test power. The framework enables the design of flexible kernels, concretely, importance-weighted kernels, which can focus on the significant dimensions of variables for judging independence, thus making the tests powerful. Both theoretical analysis and experimental results show the effectiveness of our method. Future work will focus on applying our framework to more settings including multiple kernel learning.
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## A List of Symbols and Notations

| $\mathcal{O}$ | big O notion |
| :---: | :---: |
| $o$ | small O notion |
| i.i.d. | independent and identically distributed |
| $\mathbb{R}$ | the set of real numbers |
| $\mathcal{B}(\mathbb{R})$ | Borel $\sigma$-algebra on $\mathbb{R}$ |
| $R V(s)$ | random variable(s) |
| $\mathbb{P}_{X}$ | marginal distribution of $X$ |
| $\mathbb{P}_{X Y}$ | joint distribution of $X, Y$ |
| $\mathbf{E}[X]$ | expectation of $X$ |
| $\operatorname{Var}(X)$ | variance of $X$ |
| $\operatorname{Cov}(X, Y)$ | covariance of $X, Y$ |
| $X \Perp Y$ | random variables $X, Y$ are independent |
| $\mathbf{i}_{r}^{n}$ | the set of all $r$-tuples drawn without replacement from the set $\{1, \ldots, m\}$ |
| $\binom{n}{k}$ | number of $k$-combinations of $n$ elements |
| $(n){ }_{k}$ | number of permutations, define as $\frac{n!}{(n-k)!}$ |
| $\operatorname{Tr}(\cdot)$ | the trace of a square matrix |
| $\mathbf{K}, \mathrm{L}$ | kernel matrix with entries $k_{i j}, l_{i j}$ |
| 1 | an vector of all ones |
| H | centering matrix define as $\mathbf{H}=\mathbf{I}-\frac{1}{n} \mathbf{1 1}{ }^{T}$ |
| $\odot$ | element-wise product |
| ()$^{2}$ | element-wise power |
| $\mathcal{N}(\Omega, r)$ | covering number with radii $r$ for $\Omega$ |
| $\xrightarrow{\text { d }}$ | convergence in distribution. |

## B Preliminaries

In this preliminary section, we give the detailed derivation of some of the formulas in the main paper. We first restate the results of asymptotic distributions as a reference, and next, give the procedure for calculating the moments of the null and alternative distributions.

## B. 1 Asymptotics Distribution

We restate the results of asymptotic distributions here.
Proposition 1. (Asymptotics of $\left.\operatorname{HSIC}_{b}(Z)\right)$. Let $h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, r, r)} k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v}$, where the sum represents all ordered quadruples $(t, u, v, w)$ drawn without replacement from $(i, j, q, r)$ and assume that kernels $k, l$ are bounded. Then, Under the null hypothesis $\mathcal{H}_{0}, H S I C_{b}(Z)$ converges in distribution as

$$
\begin{equation*}
n H S I C_{b}(Z) \xrightarrow{d} \sum_{l=1}^{\infty} \lambda_{l} z_{l}^{2}, \tag{1}
\end{equation*}
$$

where $z_{l} \sim \mathcal{N}(0,1)$ i.i.d and $\lambda_{l}$ is the solution to the eigenvalue problem $\lambda_{l} \psi_{l}\left(z_{l}\right)=\int h_{i j q r} \psi_{l}\left(z_{l}\right) d F_{i, q, r}$, where the integral is over the distribution of variables $z_{i}, z_{q}, z_{r}$. And under the alternative $\mathcal{H}_{1}, \operatorname{HSIC}_{b}(Z)$ converges in distribution to a Gaussian variable

$$
\begin{equation*}
n^{\frac{1}{2}}\left(H S I C_{b}(Z)-H S I C(X, Y)\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{u}^{2}\right), \tag{2}
\end{equation*}
$$

where the variance is given by

$$
\begin{equation*}
\sigma_{u}^{2}=16\left(\mathbf{E}_{i}\left(\mathbf{E}_{j, q, r} h_{i j q r}\right)^{2}-\operatorname{HSIC}(X, Y)^{2}\right) \tag{3}
\end{equation*}
$$

with the simplified notation $\mathbf{E}_{j, q, r}:=\mathbf{E}_{z_{j}, z_{q}, z_{r}}$.

## B. 2 Statistic under $\mathcal{H}_{0}$

We give the procedure for calculating the first two moments of the null distribution.

## B.2.1 Mean of $\operatorname{HSIC}_{u}(Z)$ under $\mathcal{H}_{0}$

An unbiased estimate of $\operatorname{HSIC}(X, Y)$, denoted by $\operatorname{HSIC}_{u}(Z)$, is a sum of three U-statistics

$$
\begin{equation*}
\operatorname{HSIC}_{u}(Z):=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}+\frac{1}{(n)_{4}} \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}} k_{i j} l_{q r}-2 \frac{1}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}} k_{i j} l_{i q}, \tag{4}
\end{equation*}
$$

which has $\mathbf{E}\left[\operatorname{HSIC}_{u}(Z)\right]=\mathbf{E}[\operatorname{HSIC}(X, Y)]=0$ under $\mathcal{H}_{0}$.

## B.2.2 Mean of $\operatorname{HSIC}_{b}(Z)$ under $\mathcal{H}_{0}$

The complete proof is given in (Gretton et al., 2007). We show only some of the key steps here. The biased estimate of $\operatorname{HSIC}(X, Y)$, denote as $\operatorname{HSIC}_{b}(Z)$, is a sum of three V-statistics

$$
\begin{equation*}
\operatorname{HSIC}_{b}(Z):=\frac{1}{n^{2}} \sum_{i, j}^{n} k_{i j} l_{i j}+\frac{1}{n^{4}} \sum_{i, j, q, r}^{n} k_{i j} l_{q r}-2 \frac{1}{n^{3}} \sum_{i, j, q}^{n} k_{i j} l_{i q}, \tag{5}
\end{equation*}
$$

First, we can show that the difference can be calculated by

$$
\begin{align*}
n\left(\operatorname{HSIC}_{b}(Z)-\operatorname{HSIC}_{u}(Z)\right)= & \frac{1}{n} \sum_{i} k_{i i} l_{i i}-\frac{2}{n^{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}}\left(k_{i i} l_{i j}+k_{i j} l_{i i}\right) \\
& +\frac{1}{n^{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}}\left(k_{i i} l_{j q}+k_{i j} l_{q q}\right)-\frac{3}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}  \tag{6}\\
& +\frac{10}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}} k_{i j} l_{i q}-\frac{6}{(n)_{4}} \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}} k_{i j} l_{q r}+\mathcal{O}\left(n^{-1}\right),
\end{align*}
$$

when we assume the kernel is bounded. Secondly, we take the expectation of the last equation. To simplify, we use the notation $\mathbf{E}_{x y y^{\prime}} k l=\mathbf{E}_{x y y^{\prime}} k(x, x) l\left(y, y^{\prime}\right)$ (and so on for the rest), then

$$
\begin{aligned}
n\left(\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]-\mathbf{E}\left[\operatorname{HSIC}_{u}(Z)\right]\right)= & \mathbf{E}_{x y} k l-2\left(\mathbf{E}_{x y y^{\prime}} k l+\mathbf{E}_{x x^{\prime} y} k l\right) \\
& +\mathbf{E}_{x y^{\prime} y^{\prime \prime}} k l+\mathbf{E}_{x x^{\prime} y^{\prime \prime}} k l-3 \mathbf{E}_{x x^{\prime} y y^{\prime}} k l \\
& +10 \mathbf{E}_{x x^{\prime} y y^{\prime \prime}} k l-6 \mathbf{E}_{x x^{\prime}} k \mathbf{E}_{y y^{\prime}} l+\mathcal{O}\left(n^{-1}\right)
\end{aligned}
$$

Under $\mathcal{H}_{0}, x$ is independent with $y$, thus we can draw the conclusions that $\mathbf{E}_{x y y^{\prime}} k l=\mathbf{E}_{x y^{\prime} y^{\prime \prime}} k l, \mathbf{E}_{x x^{\prime} y} k l=\mathbf{E}_{x x^{\prime} y^{\prime \prime}} k l$ and $\mathbf{E}_{x x^{\prime} y y^{\prime}} k l=\mathbf{E}_{x x^{\prime} y y^{\prime \prime}} k l=\mathbf{E}_{x x^{\prime}} k \mathbf{E}_{y y^{\prime}} l$. Combining with $\mathbf{E}\left[\operatorname{HSIC}_{u}(Z)\right]=0$, we obtain that

$$
\begin{equation*}
\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]=\frac{1}{n}\left(\mathbf{E}_{x y} k l+\left\|\mu_{x}\right\|^{2}\left\|\mu_{y}\right\|^{2}-\mathbf{E}_{x} k\left\|\mu_{y}\right\|^{2}-\mathbf{E}_{y} l\left\|\mu_{x}\right\|^{2}\right)+\mathcal{O}\left(n^{-2}\right) \tag{7}
\end{equation*}
$$

where $\mu_{x}:=\mathbf{E}_{x} \phi(x), \mu_{x}:=\mathbf{E}_{y} \phi(y)$. And when we assume that $k_{i i}=l_{i i}=1$, an empirical estimate can be obtained by replacing the term above with

$$
\begin{equation*}
\widehat{\left\|\mu_{x}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in i_{2}^{n}} k_{i j}, \widehat{\left\|\mu_{y}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} l_{i j} \tag{8}
\end{equation*}
$$

The obtained estimate

$$
\begin{equation*}
\mathbf{E}\left[n \operatorname{HSIC}_{b}(Z)\right]=1+\widehat{\left\|\mu_{x}\right\|^{2}} \widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{x}\right\|^{2}} \tag{9}
\end{equation*}
$$

results in a (generally negligible) bias of $\mathcal{O}\left(n^{-1}\right)$ and can be calculated within the time $\operatorname{cost} \mathcal{O}\left(n^{2}\right)$.

## B.2.3 Variance of $\operatorname{HSIC}_{u}(Z)$ under $\mathcal{H}_{0}$

The complete proof is given in (Gretton et al., 2007). We show only some of the key steps here. According to (Serfling, 2009, Section 5.2.1), the variance of the U-statistic with the kernel can be calculated by

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{HSIC}_{u}(Z)\right]=\binom{n}{4}^{-1} \sum_{c=1}^{4}\binom{4}{c}\binom{n-4}{4-c} \zeta_{c}=\frac{4\binom{n-4}{3}}{\binom{n}{4}} \zeta_{1}+\frac{6\binom{n-4}{2}}{\binom{n}{4}} \zeta_{2}+\mathcal{O}\left(n^{-3}\right) \tag{10}
\end{equation*}
$$

where we only need to consider the dominant term

$$
\begin{equation*}
\zeta_{2}=\mathbf{E}_{i, j}\left[\left(\mathbf{E}_{q, r} h_{i j q r}\right)\right]^{2}-\underbrace{\left[\mathbf{E H S I C}_{u}(Z)\right]^{2}}_{0 \text { under } \mathcal{H}_{0}} . \tag{11}
\end{equation*}
$$

using degeneracy $\left(\zeta_{1}=0\right)$ under $\mathcal{H}_{0}$. Under $\mathcal{H}_{0}$, using $x, y$ are independent, we have

$$
\begin{equation*}
\mathbf{E}_{q, r} h_{i j q r}=\frac{1}{6}\left(k_{i j}+\mathbf{E}_{x x^{\prime}} k-\mathbf{E}_{x} k_{i}-\mathbf{E}_{x} k_{j}\right)\left(l_{i j}+\mathbf{E}_{y y^{\prime}} l-\mathbf{E}_{y} l_{i}-\mathbf{E}_{y} l_{j}\right) \tag{12}
\end{equation*}
$$

Combining with the results

$$
\begin{align*}
\mathbf{E}_{i j}\left(k_{i j}+\mathbf{E}_{x x^{\prime}} k\right. & \left.-\mathbf{E}_{x} k_{i}-\mathbf{E}_{x} k_{j}\right)^{2}=\mathbf{E}_{i j}\left\langle\phi\left(x_{i}\right)-\mu_{x}, \phi\left(x_{j}\right)-\mu_{x}\right\rangle^{2} \\
& =\mathbf{E}_{i j}\left\langle\left(\phi\left(x_{i}\right)-\mu_{x}\right) \otimes\left(\phi\left(x_{i}\right)-\mu_{x}\right),\left(\phi\left(x_{j}\right)-\mu_{x}\right) \otimes\left(\phi\left(x_{j}\right)-\mu_{x}\right)\right\rangle_{\mathrm{HS}}:=\left\|C_{x x}\right\|^{2} \tag{13}
\end{align*}
$$

then the variance of the statistic is obtained by

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{HSIC}_{u}(Z)\right]=\frac{2(n-4)(n-5)}{(n)_{4}}\left\|C_{x x}\right\|_{\mathrm{HS}}^{2}\left\|C_{y y}\right\|_{\mathrm{HS}}^{2}+\mathcal{O}\left(n^{-3}\right) \tag{14}
\end{equation*}
$$

where $\|\cdot\|_{\mathrm{HS}}^{2}$ is the Hilbert-Schmidt norm. An empirical estimate of the product of Hilbert-Schmidt norms $\left\|C_{x x}\right\|_{\mathrm{HS}}^{2}\left\|C_{y y}\right\|_{\mathrm{HS}}^{2}$ is given by

$$
\begin{equation*}
\frac{\mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1}}{n(n-1)}, \text { with } \mathbf{B}=((\mathbf{H K H}) \odot(\mathbf{H L H}))^{\cdot 2} \tag{15}
\end{equation*}
$$

where $\odot$ is the entrywise matrix product and ()$^{2}$ is the entrywise matrix power. The estimate in Eq. (14) has a bias of $\mathcal{O}\left(n^{-3}\right)$ and can be calculated within time cost $\mathcal{O}\left(n^{2}\right)$.

## B.2.4 Variance of $\operatorname{HSIC}_{b}(Z)$ under $\mathcal{H}_{0}$

Since the additional terms of the bias vanish faster than Eq. (14), the result is identical to the case of unbiased.

## B. 3 Statistic under $\mathcal{H}_{1}$

We give the procedure for calculating the first two moments of the alternative distribution.

## B.3.1 Mean of $\operatorname{HSIC}_{u}(Z)$ and $\operatorname{HSIC}_{b}(Z)$

By definition of unbiased estimator $\operatorname{HSIC}_{u}(Z)$, we have $\mathbf{E H S I C}_{u}(Z)=\operatorname{HSIC}(X, Y)$, i.e., the mean of $\mathbf{E H S I C} u(Z)$ is equal to the population mean $\operatorname{HSIC}(X, Y)$. And for the mean of $\operatorname{HSIC}_{b}(Z)$, the result is $\operatorname{HSIC}(X, Y)+\mathcal{O}\left(n^{-1}\right)$ since the difference between $\operatorname{HSIC}_{u}(Z)$ and $\operatorname{HSIC}_{b}(Z)$ is $\mathcal{O}\left(n^{-1}\right)$ according to Eq. (6).

## B.3.2 Variance of $\operatorname{HSIC}_{u}(Z)$ and $\operatorname{HSIC}_{b}(Z)$

Under $\mathcal{H}_{1}$, the term $\zeta_{1}$ in Eq. (10) become positive. In this case, the variance becomes

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{HSIC}_{u}(Z)\right]=\frac{16}{n} \zeta_{1}+\mathcal{O}\left(n^{-2}\right)=\frac{16}{n}\left(\mathbf{E}_{i}\left(\mathbf{E}_{j, q, r} h_{i j q r}\right)^{2}-\operatorname{HSIC}(X, Y)^{2}\right)+\mathcal{O}\left(n^{-2}\right) \tag{16}
\end{equation*}
$$

In this paper, we denote

$$
\begin{equation*}
\sigma_{u}^{2}:=16\left(\mathbf{E}_{i}\left(\mathbf{E}_{j, q, r} h_{i j q r}\right)^{2}-\operatorname{HSIC}(X, Y)^{2}\right) \tag{17}
\end{equation*}
$$

as the variance of $\sqrt{n} \mathrm{HSIC}_{u}(Z)$. The variance of $\sqrt{n} \mathrm{HSIC}_{b}(Z)$ are the same since the difference between them is given in Eq. (6) hence $\sqrt{n}\left(\operatorname{HSIC}_{b}(Z)-\operatorname{HSIC}_{u}(Z)\right) \sim \mathcal{O}\left(n^{-1 / 2}\right)$. The estimator of Eq. (17) can be taken as

$$
\begin{equation*}
16 \cdot\left(\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}-\left(\operatorname{HSIC}_{b}(Z)\right)^{2}\right) . \tag{18}
\end{equation*}
$$

The terms in Eq. (18) can be calculated within the time cost $\mathcal{O}\left(n^{2}\right)$. We mainly explain the calculation of $\sum_{j, q, r} h_{i j q r}$ here. We can express it with matrices by

$$
\begin{align*}
\sum_{j, q, r} h_{i j q r}= & \sum_{j, q, r} \frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)} k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{t u} l_{t v} \\
= & \frac{1}{4!} \sum_{j, q, r} \sum_{(u, v, w)}^{(j, q, r)}\left(k_{i u} l_{i u}+k_{i u} l_{v w}-2 k_{i u} l_{i v}\right)+\frac{1}{4!} \sum_{j, q, r} \sum_{(t, v, w)}^{(j, q, r)}\left(k_{t i} l_{t i}+k_{t i} l_{v w}-2 k_{t i} l_{t v}\right) \\
& \left.+\frac{1}{4!} \sum_{j, q, r} \sum_{(t, u, w)}^{(j, q, r)}\left(k_{t u} l_{t u}+k_{t u} l_{i w}-2 k_{t u} l_{t i}\right)\right]+\frac{1}{4!} \sum_{j, q, r}^{(j, q, r)} \sum_{(t, u, v)}^{(j, q, r)}\left(k_{t u} l_{t u}+k_{t u} l_{v i}-2 k_{t u} l_{t v}\right) \\
= & \frac{1}{4!} \sum_{j, q, r} \sum_{(u, v, w)}^{(j, q, r)}\left(2 k_{i u} l_{i u}+2 k_{i u} l_{v w}-2 k_{i u} l_{i v}\right)-\frac{1}{4!} \sum_{j, q, r} \sum_{(t, v, w)}^{(j, q, r)}\left(2 k_{t i} l_{t v}\right)  \tag{19}\\
& +\frac{1}{4!} \sum_{j, q, r} \sum_{(t, u, w)}^{\left(2 k_{t u} l_{t u}+2 k_{t u} l_{i w}-2 k_{t u} l_{t i}\right)-\frac{1}{4!} \sum_{j, q, r} \sum_{(t, u, v)}^{(j, q)}\left(2 k_{t u} l_{t v}\right)} \\
= & \frac{1}{2}\left[n^{2}(\mathbf{K} \mathbf{L})_{i, i}+(\mathbf{K} \mathbf{1})_{i}\left(\mathbf{1}^{T} \mathbf{L} \mathbf{1}\right)-n[(\mathbf{K} \mathbf{1}) \odot(\mathbf{L} \mathbf{1})]\right. \\
& \left.+n \operatorname{Tr}(\mathbf{K L})+(\mathbf{L} \mathbf{1})_{i}\left(\mathbf{1}^{T} \mathbf{K} \mathbf{1}\right)-n(\mathbf{L K} \mathbf{1})_{i}-\left(\mathbf{1}^{T} \mathbf{K} \mathbf{L} \mathbf{1}\right)\right]
\end{align*}
$$

where each term can be calculated within the time $\operatorname{cost} \mathcal{O}\left(n^{2}\right)$.

## B. 4 Summary Section

In the previous parts, we have given the asymptotic distribution (mainly Proposition 1) and the first two moments of the null and alternative distributions. In addition, we have explained that the first two moments of null and alternative distributions can be computed within time cost $\mathcal{O}\left(n^{2}\right)$. Here, we restate some of the important results for convenient reference in the following sections, as shown in the following.
Proposition 2. (Moments of Null Distribution). Under $\mathcal{H}_{0}$, the estimation of mean with bias of $\mathcal{O}\left(n^{-1}\right)$ to $\mathbf{E}\left[n H S I C_{b}(Z)\right]$ can be given by

$$
\begin{equation*}
\mathcal{E}_{0}:=1+\widehat{\left\|\mu_{x}\right\|^{2}} \widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{y}\right\|^{2}}-\widehat{\left\|\mu_{x}\right\|^{2}}, \tag{20}
\end{equation*}
$$

where we assume $k_{i i}=l_{i i}=1$ and the terms $\widehat{\left\|\mu_{x}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in i_{2}^{n}} k_{i j}, \widehat{\left\|\mu_{y}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathrm{i}_{2}^{n}} l_{i j}$. Also, the estimation of variance with bias of $\mathcal{O}\left(n^{-1}\right)$ to $\operatorname{Var}\left[n H S I C_{b}(Z)\right]$ can be given by

$$
\begin{equation*}
\mathcal{V}_{0}=\frac{2(n-4)(n-5)}{(n-1)^{2}(n-2)(n-3)} \mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1} \tag{21}
\end{equation*}
$$

where $\mathbf{B}=((\mathbf{H K H}) \odot(\mathbf{H L H}))^{\cdot 2}=\left(\mathbf{K}_{c} \odot \mathbf{L}_{c}\right)^{\cdot 2}$ and $\odot$ is the entrywise matrix product.

## C Assumptions

Below are some assumptions we required.
(i) The kernels $k_{\omega_{0}}$ and $l_{\omega_{1}}$ are uniformly bounded:

$$
\begin{equation*}
\sup _{\omega_{0} \in \Omega_{0}} \sup _{x \in \mathcal{X}} k_{\omega_{0}}(x, x) \leq \nu, \sup _{\omega_{1} \in \Omega_{1}} \sup _{y \in \mathcal{Y}} l_{\omega_{1}}(y, y) \leq \nu \tag{22}
\end{equation*}
$$

For the kernels we use in practice (e.g. Gaussian kernels), $\nu=1$.
(ii) The possible kernel parameters $\omega_{0}, \omega_{1}$ lie in Banach spaces of dimension $D_{0}$ and $D_{1}$ respectively. Furthermore, the set of possible kernel parameters $\Omega_{0}, \Omega_{1}$ is separately bounded by $R_{\omega_{0}}, R_{\omega_{1}}$ respectively, i.e.,

$$
\begin{equation*}
\Omega_{0} \subseteq\left\{\omega_{0} \mid\left\|\omega_{0}\right\| \leq R_{\Omega_{0}}\right\}, \Omega_{1} \subseteq\left\{\omega_{1} \mid\left\|\omega_{1}\right\| \leq R_{\Omega_{1}}\right\} \tag{23}
\end{equation*}
$$

(iii) The kernel parameterizations are Lipschitz, i.e. for all $x, x^{\prime} \in \mathcal{X}, \omega_{0}, \omega_{0}^{\prime} \in \Omega_{0}$,

$$
\begin{equation*}
\left|k_{\omega_{0}}\left(x, x^{\prime}\right)-k_{\omega_{0}^{\prime}}\left(x, x^{\prime}\right)\right| \leq L_{k} \cdot\left\|\omega_{0}-\omega_{0}^{\prime}\right\| \tag{24}
\end{equation*}
$$

and for all $y, y^{\prime} \in \mathcal{Y}, \omega_{1}, \omega_{1}^{\prime} \in \Omega_{1}$,

$$
\begin{equation*}
\left|l_{\omega_{1}}\left(y, y^{\prime}\right)-l_{\omega_{1}^{\prime}}\left(y, y^{\prime}\right)\right| \leq L_{l} \cdot\left\|\omega_{1}-\omega_{1}^{\prime}\right\| \tag{25}
\end{equation*}
$$

with the nonnegative Lipschitz constant $L_{k}, L_{l}$.
These assumptions (i) (ii) (iii) do not restrict the specific form of the kernels, and the kernels used in our paper satisfy these properties.

## D Proof of Theorem 1

We restate the theorem 1 here. The proof procedure is given in the order of convergence results 1-3.
Theorem 1. (Uniform Bound) Let $\omega_{0}, \omega_{1}$ parameterize uniformly bounded kernels $k_{\omega_{0}}, l_{\omega_{1}}$ in Banach spaces of dimension $D_{0}, D_{1}$. And $k_{\omega_{0}}, l_{\omega_{1}}$ satisfy the Lipschitz condition in $\omega_{0}, \omega_{1}$ with the Lipschitz constant $L_{k}, L_{l}$. Let $\bar{\Omega}_{c}:=\bar{\Omega}_{0} \times \bar{\Omega}_{1}$ be a set of $\left(\omega_{0}, \omega_{1}\right)$ for which $\sigma_{u} \geq c>0$ with small constant $c$ and $\left\|\omega_{0}\right\| \leq R_{\Omega_{0}},\left\|\omega_{1}\right\| \leq R_{\Omega_{1}}$. Let $r$ denote the threshold, i.e., $(1-\alpha)$-quantile for the asymptotic distribution in Eq. (1) and $r^{(n)}$ be the threshold with kernels of size $n$. Under Assumptions (i) to (iii), then with probability at least $1-\delta$,

$$
\sup _{\left(\omega_{0}, \omega_{1}\right) \in \bar{\Omega}_{c}}\left|\frac{H S I C_{b}(Z)-r^{(n)} / n}{\widehat{\sigma}_{u}(Z)}-\frac{H S I C(X, Y)-r / n}{\sigma_{u}}\right| \sim \mathcal{O}\left(\frac{1}{c^{3}}\left[\sqrt{\frac{1}{n} \log \frac{1}{\delta}+\left(D_{0}+D_{1}\right) \frac{\log n}{n}}+\frac{L_{k}+L_{l}}{\sqrt{n}}\right]\right) .
$$

## D. 1 Convergence results 1

Lemma 1. Let $\xi_{\omega_{0}, \omega_{1}}$ denote $\operatorname{HSIC}(X, Y)$ with the kernel parameters $\omega_{0}, \omega_{1}, \hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}$ denote the corresponding (unbiased) estimator of $\xi_{\omega_{0}, \omega_{1}}, \Delta_{\xi}^{(u)}\left(\omega_{0}, \omega_{1}\right):=\hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}-\xi_{\omega_{0}, \omega_{1}}$ represent random error function. $\hat{\xi}_{\omega_{0}, \omega_{1}}^{(b)}$ and $\Delta_{\xi}^{(b)}\left(\omega_{0}, \omega_{1}\right)$ are their biased counterparts. Under Assumptions (i) to (iii), then we have that with probability at least $1-\delta$,

$$
\begin{equation*}
\sup _{\omega_{0}, \omega_{1}}\left|\Delta_{\xi}^{(b)}\left(\omega_{0}, \omega_{1}\right)\right| \leq 6 \nu^{2} \sqrt{\frac{2}{n} \log \frac{2}{\delta}+\left(D_{0}+D_{1}\right) \frac{\log n}{n}}+\frac{12 \nu}{\sqrt{n}}\left(L_{k} \cdot R_{\Omega_{0}}+L_{l} \cdot R_{\Omega_{1}}\right) \tag{26}
\end{equation*}
$$

Proof. We use McDiarmid's inequality to obtain the bound.
First, for fixed $\omega_{0}, \omega_{1}$, we show that $\Delta_{\xi}\left(\omega_{0}, \omega_{1}\right)$ fits the bounded differences property. Since we fix the kernel parameters in this part, for simplicity we omit the subscript $\omega_{0}, \omega_{1}$ from the statistics, e.g. shorten $\hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}$ to $\hat{\xi}$.

Then we replace $\left(x_{1}, y_{1}\right)$ with $\left(x_{1}^{\prime}, y_{1}^{\prime}\right)$ and keep the remaining samples the same. The newly obtained samples are named as $Z^{\prime}$. The difference between

$$
\begin{equation*}
\hat{\xi}:=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}+\frac{1}{(n)_{4}} \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}} k_{i j} l_{q r}-\frac{2}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}} k_{i j} l_{i q} \tag{27}
\end{equation*}
$$

and the new substitution $\hat{\xi}^{\prime}:=\operatorname{HSIC}_{u}\left(Z^{\prime}\right)$ can be given by

$$
\begin{align*}
\left|\hat{\xi}-\hat{\xi}^{\prime}\right| \leq & \frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}, i j: 1 \in\{i, j\}}\left|k_{i j} l_{i j}-k_{i j}^{\prime} l_{i j}^{\prime}\right|+\frac{1}{(n)_{4}} \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}, i j q r: 1 \in\{i, j, q, r\}}\left|k_{i j} l_{q r}-k_{i j}^{\prime} l_{q r}^{\prime}\right| \\
& +\frac{2}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}, i j q: 1 \in\{i, j, q\}}\left|k_{i j} l_{i q}-k_{i j}^{\prime} l_{i q}^{\prime}\right| \leq \frac{(n-1)_{1}}{(n)_{2}} \nu^{2}+\frac{2(n-1)_{3}}{(n)_{4}} \nu^{2}+\frac{3(n-1)_{2}}{(n)_{3}} \nu^{2}=\frac{12 \nu^{2}}{n} . \tag{28}
\end{align*}
$$

since for all $i, j$, the term $k_{i j}, l_{i j}, k_{i j}^{\prime}, l_{i j}^{\prime}$ are all in the range $[0, \nu]$ by assumption (i) and notice that all the term that none of $i, j, q, r$ are one is zero. Now using McDiarmid's inequality, we finish the first part of the proof, that is, for fixed $\omega_{0}, \omega_{1}$, with probability at least $1-\delta$,

$$
\begin{equation*}
\left|\Delta_{\xi}^{(u)}\left(\omega_{0}, \omega_{1}\right)\right| \leq 6 \nu^{2} \sqrt{\frac{2}{n} \log \frac{2}{\delta}} \tag{29}
\end{equation*}
$$

Next, we consider the case where $\omega_{0}, \omega_{1}$ changes. Take the parameter space $\Omega_{0}$ as an example. Firstly since the parameter space is a compact Euclidean space, the covering number $\mathcal{N}\left(\Omega_{0}, r\right)$, defined as the smallest number of closed balls with centers in $\Omega_{0}$ and radii $r$ whose union covers $\Omega_{0}$, is finite. According to (Vershynin, 2018, Proposition 4.2.12), by comparing the volumes, we have

$$
\begin{equation*}
\mathcal{N}\left(\Omega_{0}, r_{0}\right) \leq\left(\frac{2 R_{\Omega_{0}}}{r_{0}}+1\right)^{D_{0}} \leq \underbrace{\leq\left(\frac{3 R_{\Omega_{0}}}{r_{0}}\right)^{D_{0}}}_{\text {when } r_{0} \leq R_{\Omega_{0}}} \tag{30}
\end{equation*}
$$

As for $\Omega_{1}$, we can lead a similar conclusion such that for given radii $r_{1}, \mathcal{N}\left(\Omega_{1}, r_{1}\right) \leq\left(3 R_{\Omega_{1}} / r_{1}\right)^{D_{1}}$. Also, combining with the assumption (iii), we have for any two $\omega_{0}, \omega_{0}^{\prime} \in \Omega_{0}$,

$$
\begin{align*}
\left|\hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}-\hat{\xi}_{\omega_{0}^{\prime}, \omega_{1}}^{(u)}\right| \leq & \frac{\nu}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}}\left|k_{i j}^{\omega_{0}}-k_{i j}^{\omega_{0}^{\prime}}\right|+\frac{\nu}{(n)_{4}} . \\
& \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}}\left|k_{i j}^{\omega_{0}}-k_{i j}^{\omega_{0}^{\prime}}\right|+\frac{2 \nu}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}}\left|k_{i j}^{\omega_{0}}-k_{i j}^{\omega_{0}^{\prime}}\right| \leq 4 \nu L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|, \tag{31}
\end{align*}
$$

and using the property of unbiased estimate, then

$$
\begin{equation*}
\left|\xi_{\omega_{0}, \omega_{1}}-\xi_{\omega_{0}^{\prime}, \omega_{1}}\right|=\left|\mathbf{E} \hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}-\mathbf{E} \hat{\xi}_{\omega_{0}^{\prime}, \omega_{1}}^{(u)}\right| \leq \mathbf{E}\left[\left|\hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}-\hat{\xi}_{\omega_{0}^{\prime}, \omega_{1}}^{(u)}\right|\right] \leq 4 \nu L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\| \tag{32}
\end{equation*}
$$

The above analysis also applies to $\omega_{1}, \omega_{1}^{\prime} \in \Omega_{1}$ due to the symmetry, i.e.

$$
\begin{equation*}
\left|\xi_{\omega_{0}, \omega_{1}}-\xi_{\omega_{0}, \omega_{1}^{\prime}}\right| \leq\left|\hat{\xi}_{\omega_{0}, \omega_{1}}^{(u)}-\hat{\xi}_{\omega_{0}^{\prime}, \omega_{1}}^{(u)}\right| \leq 4 \nu L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\| . \tag{33}
\end{equation*}
$$

As a result, for any point $\left(\omega_{0}, \omega_{1}\right) \in \Omega_{0} \times \Omega_{1}$, we can find a point $\left(\omega_{0, i}, \omega_{1, j}\right)$ in the cover set such that

$$
\begin{equation*}
\left\|\omega_{0, i}-\omega_{0}\right\| \leq r_{0},\left\|\omega_{1, j}-\omega_{1}\right\| \leq r_{1} \tag{34}
\end{equation*}
$$

and also

$$
\begin{equation*}
\left|\Delta_{\xi}^{(u)}\left(\omega_{0}, \omega_{1}\right)\right| \leq\left|\Delta_{\xi}^{(u)}\left(\omega_{0, i}, \omega_{1, j}\right)\right|+4 \nu L_{k} \cdot r_{0}+4 \nu L_{l} \cdot r_{1} \tag{35}
\end{equation*}
$$

Combining with the result in the first part, we show that with probability at least $1-\delta$,

$$
\begin{align*}
\sup _{\omega_{0}, \omega_{1}}\left|\Delta_{\xi}^{(b)}\left(\omega_{0}, \omega_{1}\right)\right| & \leq \max _{i j}\left|\Delta_{\xi}^{(u)}\left(\omega_{0, i}, \omega_{1, j}\right)\right|+4 \nu L_{k} \cdot r_{0}+4 \nu L_{l} \cdot r_{1} \\
& \leq 6 \nu^{2} \sqrt{\frac{2}{n} \log \frac{2 \mathcal{N}\left(\Omega_{0}, r_{0}\right) \mathcal{N}\left(\Omega_{1}, r_{1}\right)}{\delta}}+4 \nu L_{k} \cdot r_{0}+4 \nu L_{l} \cdot r_{1} \tag{36}
\end{align*}
$$

We finish the proof of this part by combining Eq. (30) and setting the radis $r_{0}=3 R_{\Omega_{0}} / \sqrt{n}$ and $r_{1}=3 R_{\Omega_{1}} / \sqrt{n}$.

The analysis of the case of biased statistics we used in practice is the same as the unbiased case in our analysis. The reason is that they are bounded by a negligible gap against other dominant terms like $\mathcal{O}\left(\frac{1}{\sqrt{n}}\right)$ in asymptotic analysis, which is shown by Lemma 2.
Lemma 2. The bias term between the $U$-statistic estimator $H S I C_{u}(Z)$ and $V$-statistic estimator $H S I C_{b}(Z)$ is asymptotically bounded by $\mathcal{O}\left(n^{-1}\right)$, that is,

$$
\begin{equation*}
\left|H S I C_{b}(Z)-H S I C_{u}(Z)\right| \sim \mathcal{O}\left(n^{-1}\right) \tag{37}
\end{equation*}
$$

Proof. By definition, we have

$$
\begin{align*}
\mid \operatorname{HSIC}_{b}(Z)- & \operatorname{HSIC}_{u}(Z)\left|\leq\left|\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}-\frac{1}{n^{2}} \sum_{i, j} k_{i j} l_{i j}\right|\right. \\
& +\left|\frac{1}{(n)_{4}} \sum_{(i, j, q, r) \in \mathbf{i}_{4}^{n}} k_{i j} l_{q r}-\frac{1}{n^{4}} \sum_{i, j, q, r} k_{i j} l_{q r}\right|+2 \cdot\left|\frac{1}{(n)_{3}} \sum_{(i, j, q) \in \mathbf{i}_{3}^{n}} k_{i j} l_{i q}-\frac{1}{n^{3}} \sum_{i, j, q} k_{i j} l_{i q}\right| . \tag{38}
\end{align*}
$$

Take the first term in Eq. (38) as an example,

$$
\begin{equation*}
\left|\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}-\frac{1}{n^{2}} \sum_{i, j} k_{i j} l_{i j}\right|=\left|\left(\frac{1}{(n)_{2}}-\frac{1}{n^{2}}\right) \sum_{(i, j) \in \mathbf{i}_{2}^{n}} k_{i j} l_{i j}-\frac{1}{n^{2}} \sum_{i} k_{i i} l_{i i}\right| \leq \frac{\nu^{2}}{n} \tag{39}
\end{equation*}
$$

since for all $i, j, k_{i j}, l_{i j}$ are in the range $[0, \nu]$. The same process can be applied to the second and third terms. Therefore, the total difference of $\operatorname{HSIC}_{b}(Z)$ and $\operatorname{HSIC}_{u}(Z)$ is

$$
\begin{equation*}
\left|\operatorname{HSIC}_{b}(Z)-\operatorname{HSIC}_{u}(Z)\right| \leq \frac{\nu^{2}}{n}+\frac{6 \nu^{2}}{n}+2 \cdot \frac{3 \nu^{2}}{n}=\frac{13 \nu^{2}}{n} \tag{40}
\end{equation*}
$$

Thus, the lemma is proved.

## D. 2 Convergence results 2

As a start, we denote the random error

$$
\begin{equation*}
\Delta_{\sigma}^{(b)}\left(\omega_{0}, \omega_{1}\right):=\left|\widehat{\sigma}_{u}^{2}(Z)-\sigma_{u}^{2}\right| \tag{41}
\end{equation*}
$$

where the variance is

$$
\begin{equation*}
\sigma_{u}^{2}=16\left(\mathbf{E}_{i}\left(\mathbf{E}_{j, q, r} h_{i j q r}\right)^{2}-\operatorname{HSIC}(X, Y)^{2}\right) \tag{42}
\end{equation*}
$$

and an estimate without regularization is

$$
\begin{equation*}
\widehat{\sigma}_{u}^{2}(Z)=16 \cdot\left(\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}-\left(\operatorname{HSIC}_{b}(Z)\right)^{2}\right) \tag{43}
\end{equation*}
$$

where the term

$$
\begin{equation*}
h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)} k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v} \tag{44}
\end{equation*}
$$

and the sum represents all ordered quadruples $(t, u, v, w)$ drawn without replacement from $(i, j, q, r)$. Also, the statistic $\operatorname{HSIC}_{b}(Z)$ can be expressed as

$$
\begin{equation*}
\operatorname{HSIC}_{b}(Z)=\frac{1}{n^{4}} \sum_{i, j, q, r}^{n} h_{i j q r} \tag{45}
\end{equation*}
$$

Lemma 3. Under Assumptions (i) to (iii), then we have that with probability at least $1-\delta$,

$$
\begin{equation*}
\sup _{\omega_{0}, \omega_{1}}\left|\Delta_{\sigma}^{(u)}\left(\omega_{0}, \omega_{1}\right)\right| \leq 768 \nu^{4} \sqrt{\frac{2}{n} \log \frac{2}{\delta}+\left(D_{0}+D_{1}\right) \frac{\log n}{n}}+\frac{6272 \nu^{4}}{n}+\frac{1536 \nu^{3}}{\sqrt{n}}\left(L_{k} \cdot R_{\Omega_{0}}+L_{l} \cdot R_{\Omega_{1}}\right) \tag{46}
\end{equation*}
$$

Proof. First, we obtain the bound on $h_{i j q r}$ with fixed $i, j, q, r$.

$$
\begin{equation*}
\left|h_{i j q r}\right| \leq \frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)}\left|k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v}\right| \leq 2 \nu^{2} \tag{47}
\end{equation*}
$$

since for all $i, j, k_{i j}$ and $l_{i j}$ have range in $[0, \nu]$.
Suppose we change $\left(x_{1}, y_{1}\right)$ to $\left(x_{1}^{\prime}, y_{1}^{\prime}\right)$ and keep the remaining samples the same as before. The newly obtained samples are named as $Z^{\prime}$. We denote the counterpart of $h_{i j q r}$ calculated on $Z^{\prime}$ as $h_{i j q r}^{\prime}$. Now we require an upper bound on $\left|\widehat{\sigma}_{u}^{2}(Z)-\widehat{\sigma}_{u}^{2}\left(Z^{\prime}\right)\right|$. For the first term in Eq. (43), we have

$$
\begin{align*}
& \left|\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}-\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}^{\prime}\right)^{2}\right| \\
& \leq \frac{1}{n} \sum_{i}(\underbrace{\frac{1}{n^{3}} \sum_{j, q, r}\left|h_{i j q r}-h_{i j q r}^{\prime}\right|}_{\leq 12 \nu^{2} / n \text { similar as Eq. (28) }}) \cdot \underbrace{\frac{1}{n^{3}} \sum_{j, q, r}\left|h_{i j q r}+h_{i j q r}^{\prime}\right|}_{\leq 4 \nu^{2} \text { since }\left|h_{i j q r}\right| \leq 2}) \leq \frac{48 \nu^{4}}{n} \tag{48}
\end{align*}
$$

For the second term in Eq. (43), denote $\hat{\xi}_{b}=\operatorname{HSIC}_{b}(Z), \hat{\xi}_{b}^{\prime}=\operatorname{HSIC}_{b}\left(Z^{\prime}\right)$ (for this part only), we have

$$
\begin{equation*}
\left|\left(\hat{\xi}_{b}\right)^{2}-\left(\hat{\xi}_{b}^{\prime}\right)^{2}\right|=\left|\hat{\xi}_{b}+\hat{\xi}_{b}^{\prime}\right| \cdot\left|\hat{\xi}_{b}-\hat{\xi}_{b}^{\prime}\right| \leq 4 \nu^{2} \cdot \frac{12 \nu^{2}}{n}=\frac{48 \nu^{4}}{n} \tag{49}
\end{equation*}
$$

since $\hat{\xi}_{b}, \hat{\xi}_{b}^{\prime}$ is bounded in $[0,2 \nu]$ and the bound on difference term can be obtained by a similar analysis in Eq. (28). Therefore,

$$
\begin{equation*}
\left|\widehat{\sigma}_{u}^{2}(Z)-\widehat{\sigma}_{u}^{2}\left(Z^{\prime}\right)\right| \leq \frac{1536 \nu^{4}}{n} \tag{50}
\end{equation*}
$$

Simply applying McDiamid's to $\widehat{\sigma}_{u}^{2}(Z)$, we obtain that with probability at least $1-\delta$,

$$
\begin{equation*}
\left|\widehat{\sigma}_{u}^{2}(Z)-\mathbf{E}\left[\widehat{\sigma}_{u}^{2}(Z)\right]\right| \leq 768 \nu^{4} \sqrt{\frac{2}{n} \log \frac{2}{\delta}} \tag{51}
\end{equation*}
$$

Now we consider the bound of bias term $\left|\mathbf{E}\left[\widehat{\sigma}_{u}^{2}(Z)\right]-\sigma_{u}^{2}\right|$. By definition, We can rewrite the first subterm as

$$
\begin{equation*}
\mathbf{E}\left[\hat{\sigma}_{u}^{2}(Z)\right]=16\left(\frac{1}{n^{7}} \sum_{i j q r j^{\prime} q^{\prime} r^{\prime}} \mathbf{E}\left[h_{i j q r} h_{i j^{\prime} q^{\prime} r^{\prime}}\right]-\frac{1}{n^{8}} \sum_{i j q r i^{\prime} j^{\prime} q^{\prime} r^{\prime}} \mathbf{E}\left[h_{i j q r} h_{i^{\prime} j^{\prime} q^{\prime} r^{\prime}}\right]\right) \tag{52}
\end{equation*}
$$

and rewrite the second subterm with matching as

$$
\begin{equation*}
\sigma_{u}^{2}=16\left(\frac{1}{n^{7}} \sum_{i j q r j^{\prime} q^{\prime} r^{\prime}} \mathbf{E}\left[h_{1234} h_{1678}\right]-\frac{1}{n^{8}} \sum_{i j q r i^{\prime} j^{\prime} q^{\prime} r^{\prime}} \mathbf{E}\left[h_{1234} h_{5678}\right]\right), \tag{53}
\end{equation*}
$$

where the number subscripts represent a specific set of values, then by calculating the number of non-zero terms and combining Eq. (47), we obtain that

$$
\begin{equation*}
\left|\mathbf{E}\left[\hat{\sigma}_{u}^{2}(Z)\right]-\sigma_{u}^{2}\right| \leq 16 \cdot \underbrace{\left(2-\frac{(n)_{7}}{n^{7}}-\frac{(n)_{8}}{n^{8}}\right)} \quad .8 \nu^{4} . \tag{54}
\end{equation*}
$$

by the number of non-zero terms
Also, when $n>8$, it results in

$$
\begin{equation*}
\left|\mathbf{E}\left[\widehat{\sigma}_{u}^{2}(Z)\right]-\sigma_{u}^{2}\right| \leq 16 \cdot \frac{\binom{7}{2}+\binom{8}{2}}{n} \cdot 8 \nu^{4}=\frac{6272 \nu^{4}}{n} \tag{55}
\end{equation*}
$$

Next, we consider the case where $\omega_{0}, \omega_{1}$ changes. To simplify, in this part, we denote $\omega:=\left(\omega_{0}, \omega_{1}\right)$ and $\omega^{\prime}:=\left(\omega_{0}^{\prime}, \omega_{1}^{\prime}\right)$. The superscript indicates the value taken under the corresponding parameter value, as an example, $k_{t u}^{(\omega)}=k_{t u}^{\left(\omega_{0}\right)}$ and $h_{i j q r}^{(\omega)}=h_{i j q r}^{\left(\omega_{0}, \omega_{1}\right)}$. Now we proof the Lipschitz property of $\widehat{\sigma}_{u, \omega}^{2}(Z)$ and $\sigma_{u, \omega}^{2}$. One can check that for fixed $a, b, c, d$,

$$
\begin{equation*}
\left|k_{a b}^{(\omega)} l_{c d}^{(\omega)}-k_{a b}^{\left(\omega^{\prime}\right)} l_{c d}^{\left(\omega^{\prime}\right)}\right| \leq\left|k_{a b}^{(\omega)}\right| \cdot\left|l_{c d}^{(\omega)}-l_{c d}^{\left(\omega^{\prime}\right)}\right|+\left|k_{a b}^{(\omega)}-k_{a b}^{\left(\omega^{\prime}\right)}\right| \cdot\left|l_{c d}^{\left(\omega^{\prime}\right)}\right| \leq \nu\left(L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|+L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\|\right) \tag{56}
\end{equation*}
$$

by assumption (i) and (iii). Then combining with Eq. (44), for each term we can use the results of Eq. (56), then

$$
\begin{equation*}
\left|h_{i j q r}^{(\omega)}-h_{i j q r}^{\left(\omega^{\prime}\right)}\right| \leq 4 \nu\left(L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|+L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\|\right) \tag{57}
\end{equation*}
$$

Also, since $\left|h_{i j q r}\right| \leq 2 \nu$,

$$
\begin{equation*}
\left|h_{i j q r}^{(\omega)} h_{a b c d}^{(\omega)}-h_{i j q r}^{\left(\omega^{\prime}\right)} h_{a b c d}^{\left(\omega^{\prime}\right)}\right| \leq\left|h_{i j q r}^{(\omega)}\right| \cdot\left|h_{a b c d}^{(\omega)}-h_{a b c d}^{\left(\omega^{\prime}\right)}\right|+\left|h_{i j q r}^{(\omega)}-h_{i j q r}^{\left(\omega^{\prime}\right)}\right| \cdot\left|h_{a b c d}^{\left(\omega^{\prime}\right)}\right| \leq 16 \nu^{3}\left(L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|+L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\|\right) \tag{58}
\end{equation*}
$$

As a result,

$$
\begin{align*}
\left|\widehat{\sigma}_{u, \omega}^{2}(Z)-\widehat{\sigma}_{u, \omega^{\prime}}^{2}(Z)\right| & \leq \frac{16}{n^{7}} \sum_{i j q r b c d}\left|h_{i j q r}^{(\omega)} h_{i b c d}^{(\omega)}-h_{i j q r}^{\left(\omega^{\prime}\right)} h_{i b c d}^{\left(\omega^{\prime}\right)}\right|+\frac{16}{n^{8}} \sum_{i j q r a b c d}\left|h_{i j q r}^{(\omega)} h_{a b c d}^{(\omega)}-h_{i j q r}^{\left(\omega^{\prime}\right)} h_{a b c d}^{\left(\omega^{\prime}\right)}\right|  \tag{59}\\
& \leq 512 \nu^{3}\left(L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|+L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\|\right)
\end{align*}
$$

Again using a similar process, we can show that

$$
\begin{equation*}
\left|\sigma_{u, \omega}^{2}-\sigma_{u, \omega^{\prime}}^{2}\right| \leq 512 \nu^{3}\left(L_{k}\left\|\omega_{0}-\omega_{0}^{\prime}\right\|+L_{l}\left\|\omega_{1}-\omega_{1}^{\prime}\right\|\right) \tag{60}
\end{equation*}
$$

Since we focus on the same parameter space as before, we take the same cover set we used in Eq. (30). Then, by combing the results of Eqs. (51), (55), (59) and (60), we have with probability at least $1-\delta$,

$$
\begin{equation*}
\sup _{\omega_{0}, \omega_{1}}\left|\Delta_{\sigma}^{(u)}\left(\omega_{0}, \omega_{1}\right)\right| \leq 768 \nu^{4} \sqrt{\frac{2}{n} \log \frac{2 \mathcal{N}\left(\Omega_{0}, r_{0}\right) \mathcal{N}\left(\Omega_{1}, r_{1}\right)}{\delta}}+\frac{6272 \nu^{4}}{n}+512 \nu^{3}\left(L_{k} \cdot r_{0}+L_{l} \cdot r_{1}\right) \tag{61}
\end{equation*}
$$

We finish the proof of this part by combining Eq. (30) and setting the radis $r_{0}=3 R_{\Omega_{0}} / \sqrt{n}$ and $r_{1}=3 R_{\Omega_{1}} / \sqrt{n}$.

## D. 3 Convergence results 3

Recall that $c$ is a small constant, we can set it to less than 1 for analysis. Since $\sigma_{u} \geq c$ on $\bar{\Omega}_{c}:=\bar{\Omega}_{0} \times \bar{\Omega}_{1}$, according to the Eq. (61), when

$$
\begin{equation*}
n \geq N_{0}=\left(\frac{2}{c}\right)^{3} \cdot\left[768 \nu^{4}\left(\sqrt{2 \log \frac{4}{\delta}}+\sqrt{D_{0}+D_{1}}\right)+1536 \nu^{3}\left(L_{k} R_{\Omega_{0}}+L_{l} R_{\Omega_{1}}\right)+6272 \nu^{4}\right]^{3} \tag{62}
\end{equation*}
$$

we have $\widehat{\sigma}_{u}(Z) \geq c / 2$ with at least probability $1-\delta / 2$. And for simplicity, we denote $\widehat{\sigma}_{u}$ as $\sigma, \widehat{\sigma}_{u}(Z)$ as $\widehat{\sigma}$, $\operatorname{HSIC}_{b}(Z)$ as $\hat{\xi}$ and $\operatorname{HSIC}(X, Y)$ as $\xi$, then

$$
\begin{align*}
\sup _{\omega_{0}, \omega_{1}}\left|\frac{\hat{\xi}-r^{(n)} / n}{\widehat{\sigma}}-\frac{\xi-r / n}{\sigma}\right| & \leq \sup _{\omega_{0}, \omega_{1}}\left(\left|\frac{\hat{\xi}-\xi}{\widehat{\sigma}}\right|+\left|\frac{r^{(n)}-r}{n \widehat{\sigma}}\right|+\left|\frac{\xi+r / n}{\sigma}\right| \cdot\left|\frac{\widehat{\sigma}-\sigma}{\widehat{\sigma}}\right|\right)  \tag{63}\\
& \leq \sup _{\omega_{0}, \omega_{1}}\left(\frac{2}{c} \cdot|\hat{\xi}-\xi|+\frac{2}{c n} \cdot\left|r^{(n)}-r\right|+\frac{8(\nu+r / n)}{3 c^{3}} \cdot\left|\widehat{\sigma}^{2}-\sigma^{2}\right|\right)
\end{align*}
$$

Combining the results Eqs. (36) and (61), also according to the results (Korolyuk and Borovskich, 2013, Theorem 13) that shown that $\left|r^{n}-r\right| \sim o\left(n^{-1 / 2}\right)$ and $\sup _{\omega_{0}, \omega_{1}} r<\infty$, thus we have

$$
\begin{equation*}
\sup _{\omega_{0}, \omega_{1}}\left|\frac{\hat{\xi}-r^{(n)} / n}{\widehat{\sigma}}-\frac{\xi-r / n}{\sigma}\right|=\mathcal{O}\left(\frac{1}{c^{3}}\left[\sqrt{\frac{2}{n} \log \frac{4}{\delta}+\left(D_{0}+D_{1}\right) \frac{\log n}{n}}+\frac{L_{k} R_{\Omega_{0}}+L_{l} R_{\Omega_{1}}}{\sqrt{n}}\right]\right)=\mathcal{O}\left(\sqrt{\frac{\log n}{n}}\right) \tag{64}
\end{equation*}
$$

with probability at least $1-\delta$.

## E Proof of Proposition 3.

Proposition 3. (Consistency) Let $\omega_{0}^{*}, \omega_{1}^{*}$ be the kernel parameters after learning, $Z^{t e}$ be the testing samples of size $m$, then the probability of Type II error

$$
\begin{equation*}
\mathbb{P}_{\mathcal{H}_{1}}\left(m H S I C_{b}\left(Z^{t e}\right) \leq r^{(m)} \mid \omega_{0}^{*}, \omega_{1}^{*}\right) \sim \mathcal{O}\left(m^{-1 / 2}\right) \tag{65}
\end{equation*}
$$

Proof. For simplify, we denote $\hat{\xi}_{b}$ as the biased estimator of $\operatorname{HSIC}_{b}\left(Z^{t e}\right)$ and $\hat{\xi}_{u}$ as the corresponding unbiased estimate. We first show a uniform bound of the threshold and then give the upper bound of the probability of Type II error.

Bound on the threshold. After the training process, let the fixed kernel bandwidths we find as $\omega_{0}^{*}, \omega_{1}^{*}$. For these fixed kernel bandwidths, according to the process in Eq. (29), we can have a uniform bound for $r^{(m)}$ for $m \hat{\xi}_{b}$ that

$$
\begin{equation*}
r^{(m)} \leq 6 \nu^{2} \sqrt{2 \log \frac{2}{1-\alpha}} \sqrt{m}+13 \nu^{2} \sim \mathcal{O}\left(m^{1 / 2}\right) \tag{66}
\end{equation*}
$$

Decrease rate of Type II error. By definition, the probability of the Type II error is given by

$$
\begin{align*}
& \mathbb{P}(\text { Type II error })=\mathbb{P}_{\mathcal{H}_{1}}\left(m \hat{\xi}_{b} \leq r^{(m)} \mid \omega_{0}^{*}, \omega_{1}^{*}\right) \leq \mathbb{P}_{\mathcal{H}_{1}}\left(m \hat{\xi}_{u} \leq r^{(m)}+13 \nu^{2} \mid \omega_{0}^{*}, \omega_{1}^{*}\right) \\
& \quad=\mathbb{P}_{\mathcal{H}_{1}}\left(\left.\frac{\sqrt{m}\left(\hat{\xi}_{u}-\mathbf{E} \hat{\xi}_{u}\right)}{4 \sigma^{1 / 2}} \leq \frac{r^{(m)} / \sqrt{m}-\sqrt{m} \mathbf{E} \hat{\xi}_{u}+13 \nu^{2} / \sqrt{m}}{4 \sigma^{1 / 2}} \right\rvert\, \omega_{0}^{*}, \omega_{1}^{*}\right) \tag{67}
\end{align*}
$$

According to the results shown in (Serfling, 2009, Section 5.5.1 Theorem B), and also $\sigma>0$ under $\mathcal{H}_{1}$, we have

$$
\begin{align*}
\mathbb{P}(\text { Type II error }) \leq \Phi & \left(\frac{r^{(m)} / \sqrt{m}-\sqrt{m} \mathbf{E} \hat{\xi}_{u}+13 \nu^{2} / \sqrt{m}}{4 \sigma^{1 / 2}}\right)+\frac{C_{1} \nu_{h}}{\sigma^{3 / 2}} \frac{1}{\sqrt{m}}  \tag{68}\\
& \leq \Phi\left(C_{2}-C_{3} \sqrt{m} \mathbf{E} \hat{\xi}_{u}+C_{4} / \sqrt{m}\right)+C_{5} \frac{1}{\sqrt{m}}
\end{align*}
$$

where $\nu_{h}:=\mathbf{E}\left|h_{1234}\right|^{3}<\infty$ and using $r^{(m)} \sim \mathcal{O}\left(m^{1 / 2}\right)$ we prove before. Since under $\mathcal{H}_{1}, \xi>0$, hence $\mathbf{E} \hat{\xi}_{u}=\xi>0$. For the function $\Phi(x)$, we consider the asymptotic expansion when $x$ is close to negative infinity, that is

$$
\begin{equation*}
\Phi(x)=-\frac{e^{-x^{2}}}{2 x \sqrt{\pi}}\left(1+\sum_{n=1}^{\infty}(-1)^{n} \frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{\left(2 x^{2}\right)^{n}}\right) \tag{69}
\end{equation*}
$$

then $\Phi\left(C_{2}-C_{3} \sqrt{m} \mathbf{E} \hat{\xi}_{u}+C_{4} / \sqrt{m}\right) \sim \mathcal{O}\left(m^{-1 / 2}\right)$. As a result, the decreasing rate is at least $\mathcal{O}\left(m^{-1 / 2}\right)$.

## F Gamma Approximation of Threshold

We first restate the definition of $\widehat{c_{\alpha}}$. Under $\mathcal{H}_{0}$, we approximate the cumulative distribution function with the two-parameter gamma distribution

$$
\begin{equation*}
n \operatorname{HSIC}_{b}(Z) \sim \frac{x^{\gamma-1} e^{-x / \beta}}{\beta^{\gamma} \Gamma(\gamma)} \tag{70}
\end{equation*}
$$

where the two parameters are

$$
\begin{equation*}
\gamma=\frac{\left(\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]\right)^{2}}{\operatorname{Var}\left[\operatorname{HSIC}_{b}(Z)\right]}, \beta=\frac{n \mathbf{V a r}\left[\operatorname{HSIC}_{b}(Z)\right]}{\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]} \tag{71}
\end{equation*}
$$

Assume that $k_{i i}=l_{i i}=1$ (the Gaussian kernels satisfy this condition), then the mean of the statistic, denoted $\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]$, is obtained as follows,

$$
\begin{equation*}
\frac{1}{n} \operatorname{Tr} C_{x x} \operatorname{Tr} C_{y y}=\frac{1}{n}\left(1+\left\|\mu_{x}\right\|^{2}\left\|\mu_{y}\right\|^{2}-\left\|\mu_{x}\right\|^{2}-\left\|\mu_{y}\right\|^{2}\right) . \tag{72}
\end{equation*}
$$

An empirical estimate can be obtained by replacing the term above with

$$
\begin{equation*}
\widehat{\left\|\mu_{x}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in i_{2}^{n}} k_{i j}, \widehat{\left\|\mu_{y}\right\|^{2}}=\frac{1}{(n)_{2}} \sum_{(i, j) \in \mathbf{i}_{2}^{n}} l_{i j} \tag{73}
\end{equation*}
$$

Alternatively, a matrix expression

$$
\begin{equation*}
\mathbf{E}\left[\operatorname{HSIC}_{b}(Z)\right]=\frac{1}{n}\left(\frac{1}{n-1} \operatorname{Tr}(\mathbf{H K H})\right)\left(\frac{1}{n-1} \operatorname{Tr}(\mathbf{H L H})\right) \tag{74}
\end{equation*}
$$

where $\mathbf{H}=\mathbf{I}-\frac{1}{n} \mathbf{1 1}^{T}$ is the centering matrix. Also, the variance of the statistic is obtained by

$$
\begin{equation*}
\operatorname{Var}\left[\operatorname{HSIC}_{b}(Z)\right]=\frac{2(n-4)(n-5)}{(n)_{4}}\left\|C_{x x}\right\|_{\mathrm{HS}}^{2}\left\|C_{y y}\right\|_{\mathrm{HS}}^{2} \tag{75}
\end{equation*}
$$

where $\|\cdot\|_{\text {HS }}^{2}$ is the Hilbert-Schmidt norm. The empirical estimate of the product of HS norms $\left\|C_{x x}\right\|_{\text {HS }}^{2}\left\|C_{y y}\right\|_{\text {HS }}^{2}$ is

$$
\begin{equation*}
\frac{\mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1}}{n(n-1)}, \text { with } \mathbf{B}=((\mathbf{H K H}) \odot(\mathbf{H L H}))^{\cdot 2} \tag{76}
\end{equation*}
$$

where $\odot$ is the entrywise matrix product and ()$^{-2}$ is the entrywise matrix power.
Next, we begin to discuss the properties of functions. For simplify, we denote $\mathbf{K}_{\mathbf{c}}=\mathbf{H K H}$ and $\mathbf{L}_{\mathbf{c}}=\mathbf{H L H}$. Also, we construct the following function to be analyzed

$$
\begin{equation*}
\mathcal{E}_{0}=\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{K}_{\mathbf{c}}\right)\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right), \mathcal{V}_{0}=\frac{2(n-4)(n-5)}{(n-1)^{2}(n-2)(n-3)} \mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1} \tag{77}
\end{equation*}
$$

where $\mathbf{B}=\left(\mathbf{K}_{\mathbf{c}} \odot \mathbf{L}_{\mathbf{c}}\right)^{\cdot 2}$, and one can check that

$$
\begin{equation*}
\mathcal{E}_{0}=\mathbf{E}\left[n \operatorname{HSIC}_{b}(Z)\right], \mathcal{V}_{0}=\operatorname{Var}\left[n \operatorname{HSIC}_{b}(Z)\right] \tag{78}
\end{equation*}
$$

The estimate of threshold $\hat{c_{\alpha}}$ with a confidence level of $1-\alpha$ is the solution of the following equation

$$
\begin{equation*}
\int_{0}^{\widehat{c_{\alpha}}} \frac{x^{\gamma-1} e^{-x / \beta}}{\beta^{\gamma} \Gamma(\gamma)} d x=\int_{0}^{\frac{\widehat{c_{\alpha}}}{\beta}} \frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)} d x=1-\alpha \tag{79}
\end{equation*}
$$

where $\Gamma$ is the gamma function.

## G Limit Behavior with Gaussian Kernels

In this section, we study the limiting behavior (with respect to the bandwidth) of the statistics when the kernel function is taken to be a Gaussian function, in order to show the detailed calculations in the examples given in the main paper and to motivate Theorem 2. For analysis, we consider the Gaussian kernel with the form

$$
\begin{equation*}
k\left(x, x^{\prime}\right)=\exp \left(-\eta \cdot\left\|x-x^{\prime}\right\|^{2}\right), \tag{80}
\end{equation*}
$$

where the parameter $\eta=1 / 2 \omega_{x}^{2}$. We also consider the case with fixed samples $Z$ of sample size $n$ and fixed width $\omega_{y}>0$, then explore the behavior of the statistics of null and alternative distribution. In addition to the results at $\omega_{x}=0$ (i.e., $\eta=+\infty$ ) shown in the main paper, we also show the results at $\eta=0^{+}$. As a start, we begin by stating the following assumptions.

1. The domain $\mathcal{X}$ is Euclidean and bounded, $\mathcal{X} \subseteq\left\{x \in \mathbb{R}^{d}:\|x\| \leq R_{\mathcal{X}} / 2\right\}$ for some constant $R_{\mathcal{X}}<\infty$.
2. The non-diagonal elements of center matrices $\mathbf{K}_{c}, \mathbf{L}_{c}$ are not zero, i.e. $\left(\mathbf{K}_{c}\right)_{i j}^{2}>0,\left(\mathbf{L}_{c}\right)_{i j}^{2}>0$ for all $i \neq j$ when the kernel widths $\left(\omega_{x}, \omega_{y}\right) \in\left[\omega_{x l}, \omega_{x u}\right] \times\left[\omega_{y l}, \omega_{y u}\right]$ with given positive constants $\omega_{x l}, \omega_{x u}, \omega_{y l}, \omega_{y u}$.
3. The distributions of data are continuous. Hence $\left\|x_{i}-x_{j}\right\| \neq 0,\left\|y_{i}-y_{j}\right\| \neq 0$ for all $i \neq j$ almost surely.

Compared to assumption 3, which requires the data to have a continuous distribution, assumptions 1 and 2 are weaker, and we focus on analyzing assumption 2 due to it relates to both samples and bandwidth. Since by the definition $\mathbf{K}_{c}=\mathbf{H K H}$, hence

$$
\begin{equation*}
\left(\mathbf{K}_{c}\right)_{i j}=k_{i j}-\frac{1}{n} \sum_{i} k_{i j}-\frac{1}{n} \sum_{j} k_{i j}+\frac{1}{n^{2}} \sum_{i j} k_{i j} . \tag{81}
\end{equation*}
$$

Intuitively, the value of $\left(\mathbf{K}_{c}\right)_{i j}$ is equal to itself minus the average of the row and column it is in and plus the average of all the elements. As a result, in practice, we hardly ever face a situation where it is strictly equal to 0 when the bandwidth is a positive constant. Under these assumptions, we now show the limit behavior.
We first get the limit of the kernel matrix

$$
\begin{equation*}
\mathbf{K}\left(\eta=0^{+}\right)=\mathbf{1 1}^{T}, \mathbf{K}(\eta=+\infty)=\mathbf{I} \tag{82}
\end{equation*}
$$

and the limit of centering kernel matrix

$$
\begin{equation*}
\mathbf{K}_{c}\left(\eta=0^{+}\right)=\mathbf{O}, \mathbf{K}_{c}(\eta=+\infty)=\mathbf{H} \tag{83}
\end{equation*}
$$

Then by substituting the results of Eqs. (82) and (83) gives the limit of two moments of null distribution

$$
\begin{align*}
& \mathcal{E}_{0}\left(\eta=0^{+}\right)=0, \mathcal{E}_{0}(\eta=+\infty)=\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right) \\
& \mathcal{V}_{0}\left(\eta=0^{+}\right)=0, \quad \mathcal{V}_{0}(\eta=+\infty)=\frac{2(n-4)(n-5)}{n^{2}(n-1)^{2}(n-2)(n-3)} \sum_{i \neq j}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{2} \tag{84}
\end{align*}
$$

Now we consider the limit behavior of the moments of alternative distribution. Recall the definitions, the mean of the distribution under $\mathcal{H}_{1}$ is given by

$$
\begin{equation*}
\mathcal{E}_{1}:=n \operatorname{HSIC}_{b}(Z)=\frac{1}{n} \operatorname{Tr}(\mathbf{H K H L}) \tag{85}
\end{equation*}
$$

The limit is

$$
\begin{equation*}
\mathcal{E}_{1}\left(\eta=0^{+}\right)=0, \mathcal{E}_{1}(\eta=+\infty)=\frac{1}{n} \operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right) \tag{86}
\end{equation*}
$$

And the variance is

$$
\begin{equation*}
\mathcal{V}_{1}:=\widehat{\sigma}_{u}^{2}(Z)=16 \cdot\left(\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}-\left(\operatorname{HSIC}_{b}(Z)\right)^{2}\right) \tag{87}
\end{equation*}
$$

where the term

$$
\begin{equation*}
h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)} k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v} \tag{88}
\end{equation*}
$$

and the sum represents all ordered quadruples $(t, u, v, w)$ drawn without replacement from $(i, j, q, r)$. Also, we can show that the statistic $\mathrm{HSIC}_{b}(Z)$ can be expressed as

$$
\begin{equation*}
\operatorname{HSIC}_{b}(Z)=\frac{1}{n^{4}} \sum_{i, j, q, r}^{n} h_{i j q r} \tag{89}
\end{equation*}
$$

To compute the limit easily, we can also make use of its matrix expression of the term given in Eq. (19). Then

$$
\begin{equation*}
\left.\left[\sum_{j, q, r} h_{i j q r}\right]\right|_{\eta=0^{+}}=0,\left.\left[\sum_{j, q, r} h_{i j q r}\right]\right|_{\eta=+\infty}=\frac{n^{2}\left(\mathbf{L}_{c}\right)_{i i}+n \operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right)}{2} \tag{90}
\end{equation*}
$$

After that, the limit of Eq. (87) can be calculated that

$$
\begin{equation*}
\left.\mathcal{V}_{1}\right|_{\eta=0^{+}}=0,\left.\mathcal{V}_{1}\right|_{\eta=+\infty}=\frac{4}{n^{2}}\left[\frac{\operatorname{Tr}\left[\left(\mathbf{L}_{\mathbf{c}}\right)^{-2}\right]}{n}-\left(\frac{\operatorname{Tr}\left(\mathbf{L}_{\mathbf{c}}\right)}{n}\right)^{2}\right] \tag{91}
\end{equation*}
$$

In summary, the variance $\mathcal{V}_{0}, \mathcal{V}_{1}$ are very small when $\eta$ is taken to both 0 and $+\infty$ (when $n$ is large), but the mean $\mathcal{E}_{0}, \mathcal{E}_{1}$ get constant value when $\eta=+\infty$. This further explains the overfitting problem in the main paper, i.e., disregarding the threshold at $\omega_{x}=0^{+}$will result in very large values. In addition, the behavior of the variance in the limit encourages us to add a small regular constant to the denominator of the objective function to prevent numerical errors in practice. We will employ this in the next section and further show the result of the smoothness of the objective function.

## H Proof of Theorem 2

In this section, we give the proof of Theorem 2. In the beginning, we restate the Theorem 2 below. Our proof is based on assumptions 1 and 2, which as explained in the previous section almost hold in practice. For simplicity, we set $R_{\mathcal{X}}=1$ which can be achieved by normalization. In addition, we assume for $x_{i}$ there exists $i \neq j,\left\|x_{i}-x_{j}\right\|>0$, i.e. all points $x_{i}$ are prevented from taking the same value, and so are $y_{i}$. Note that this assumption is used to simplify the analysis but is not necessary due to the fact that if $x_{i}=x_{j}$ for all $i \neq j$, then $\mathbf{K} \equiv \mathbf{1 1}^{T}$ for all positive bandwidth thus $J_{\lambda}(Z) \equiv 0$ for all positive bandwidth which indicates the smoothness.
Theorem 2. (Smoothness of Objective Function) Let $k_{\omega_{x}}, l_{\omega_{y}}$ be Gaussian kernels with bandwidth parameter $\omega_{x}, \omega_{y}$, for fixed samples $Z$ of size $n$, the objective function we used in practice

$$
J_{\lambda}(Z):=\frac{n H S I C_{b}(Z)-\widehat{c_{\alpha}}}{\sqrt{\widehat{\sigma}_{u}^{2}(Z)+\lambda}}, \lambda>0
$$

satisfies the L-smoothing condition, i.e., its gradients of $\omega_{x}, \omega_{y}$ are Lipschitz continuous on the compact domain $\left(\omega_{x}, \omega_{y}\right) \in\left[\omega_{x l}, \omega_{x u}\right] \times\left[\omega_{y l}, \omega_{y u}\right]$, for all positive constants $\omega_{x l}, \omega_{x u}, \omega_{y l}, \omega_{y u}$.

Proof. We consider the Gaussian kernel with the form (the conclusion remain the same as the form with $\omega_{x}$ )

$$
\begin{equation*}
k\left(x, x^{\prime}\right)=\exp \left(-\eta \cdot\left\|x-x^{\prime}\right\|^{2}\right) \tag{92}
\end{equation*}
$$

with parameter $\eta$ for analysis and only show the results of smoothness on the bandwidth of $x$ since the conclusions also hold for $y$ due to symmetry. One can easily check the following

$$
\begin{equation*}
\frac{\partial k\left(x, x^{\prime}\right)}{\partial \eta}=-\left\|x-x^{\prime}\right\|^{2} \exp \left(-\eta \cdot\left\|x-x^{\prime}\right\|^{2}\right) \leq 0, \frac{\partial^{2} k\left(x, x^{\prime}\right)}{\partial^{2} \eta}=\left\|x-x^{\prime}\right\|^{4} \exp \left(-\eta \cdot\left\|x-x^{\prime}\right\|^{2}\right) \geq 0 \tag{93}
\end{equation*}
$$

Hence for the case where the variable x has upper bounded norm $R_{\mathcal{X}} / 2$ s.t. $\|x\| \leq R_{\mathcal{X}} / 2$ for all $x \in \mathcal{X}$, then

$$
\begin{equation*}
0 \leq-\nabla_{\eta} k \leq R_{\mathcal{X}}^{2}, 0 \leq \nabla_{\eta}^{2} k \leq R_{\mathcal{X}}^{4} \tag{94}
\end{equation*}
$$

Combining with the assumption 1 and $R_{\mathcal{X}}=1$, we have

$$
\begin{equation*}
0 \leq \nabla_{\eta}^{2} k \leq-\nabla_{\eta} k \leq k \leq 1 \tag{95}
\end{equation*}
$$

This directly indicates that both kernel $k$ and its derivative function are 1-Lipschitz continuous functions.
Smoothness of the threshold under $\mathcal{H}_{0}$. We now prove the smoothness of the threshold $\widehat{c_{\alpha}}$. Since $\widehat{c_{\alpha}}$ is defined as in Eq. (79), and it involves two variables $\beta, \gamma$, which are calculated by the first two moments of the null distribution, so we first prove the smoothness of these two moments. For analysis, we define

$$
\begin{equation*}
\mathcal{E}:=\mathcal{E}_{0}=\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{K}_{\mathbf{c}}\right)\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right), \mathcal{V}:=\frac{\mathbf{1}^{T}(\mathbf{B}-\operatorname{diag}(\mathbf{B})) \mathbf{1}}{n(n-1)}=\frac{(n-1)(n-2)(n-3)}{2 n(n-4)(n-5)} \mathcal{V}_{0}=C_{0} \mathcal{V}_{0} \tag{96}
\end{equation*}
$$

where $\mathcal{E}_{0}, \mathcal{V}_{0}$ are the two moments of null distribution defined in Eq. (84). Note that for fixed $n, \mathcal{E}, \mathcal{V}$ have the same smoothness property with $\mathcal{E}_{0}, \mathcal{V}_{0}$.

We show the smoothness of $\mathcal{E}$ by considering the higher-order gradients

$$
\begin{align*}
\nabla_{\eta} \mathcal{E} & =\left(\frac{1}{n-1} \operatorname{Tr} \nabla_{\eta} \mathbf{K}_{\mathbf{c}}\right)\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right)=\left(\frac{1}{n(n-1)} \mathbf{1}^{T}\left[-\nabla_{\eta} \mathbf{K}\right] \mathbf{1}\right)\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right) \geq 0  \tag{97}\\
\nabla_{\eta}^{2} \mathcal{E} & =\left(\frac{1}{n(n-1)} \mathbf{1}^{T}\left[-\nabla_{\eta}^{2} \mathbf{K}\right] \mathbf{1}\right)\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right) \leq 0
\end{align*}
$$

Hence $\mathcal{E}$ is a monotonic non-decreasing function with $\eta$ and

$$
\begin{equation*}
\left|\nabla_{\eta} \mathcal{E}\right| \leq 1, \quad\left|\nabla_{\eta}^{2} \mathcal{E}\right| \leq 1 \tag{98}
\end{equation*}
$$

which indicates that both $\mathcal{E}$ and $\nabla_{\eta} \mathcal{E}$ are Lipschitz continuous functions.
And then we show the smoothness of $\mathcal{V}$. The higher-order gradients of $\mathbf{B}$ can be given by

$$
\begin{equation*}
\nabla_{\eta} \mathbf{B}=2 \cdot \nabla_{\eta} \mathbf{K}_{\mathbf{c}} \odot \mathbf{K}_{\mathbf{c}} \odot\left(\mathbf{L}_{\mathbf{c}}\right)^{\cdot 2}, \nabla_{\eta}^{2} \mathbf{B}=2 \cdot\left(\nabla_{\eta}^{2} \mathbf{K}_{\mathbf{c}} \odot \mathbf{K}_{\mathbf{c}}+\left(\nabla_{\eta} \mathbf{K}_{\mathbf{c}}\right)^{\cdot 2}\right) \odot\left(\mathbf{L}_{\mathbf{c}}\right)^{\cdot 2} \tag{99}
\end{equation*}
$$

Also, the following results can be given

$$
\begin{align*}
& 0 \leq \mathcal{V} \leq \frac{1}{n(n-1)} \sum_{i \neq j} \mathbf{B}_{i j} \leq \frac{4}{n(n-1)} \sum_{i \neq j}\left|\mathbf{L}_{c}\right|_{i j}^{2} \leq 16 \\
& \left|\nabla_{\eta} \mathcal{V}\right| \leq \frac{1}{n(n-1)} \sum_{i \neq j}\left|\nabla_{\eta} \mathbf{B}\right|_{i j} \leq \frac{8}{n(n-1)} \sum_{i \neq j}\left|\mathbf{L}_{c}\right|_{i j}^{2} \leq 32  \tag{100}\\
& \left|\nabla_{\eta}^{2} \mathcal{V}\right| \leq \frac{1}{n(n-1)} \sum_{i \neq j}\left|\nabla_{\eta}^{2} \mathbf{B}\right|_{i j} \leq \frac{16}{n(n-1)} \sum_{i \neq j}\left|\mathbf{L}_{c}\right|_{i j}^{2} \leq 64
\end{align*}
$$

since the non-diagonal elements in $\mathbf{K}_{\mathbf{c}}, \nabla_{\eta} \mathbf{K}_{\mathbf{c}}, \nabla_{\eta}^{2} \mathbf{K}_{\mathbf{c}}$ all fall in the range $[-2,2]$, and for $\mathbf{L}_{\mathbf{c}}$ as well. Hence both $\mathcal{V}$ and $\nabla_{\eta} \mathcal{V}$ are Lipschitz continuous functions.
Under assumption 2, the following lower bound can be obtained by using Sedrakyan's inequality

$$
\begin{equation*}
\mathcal{V}=\frac{1}{n(n-1)} \sum_{i \neq j}\left(\mathbf{K}_{\mathbf{c}}\right)_{i j}^{2}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{2} \geq \frac{1}{n(n-1)} \frac{\left(\sum_{i \neq j}\left(\mathbf{K}_{\mathbf{c}}\right)_{i j}\right)^{2}}{\sum_{i \neq j}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{-2}} \tag{101}
\end{equation*}
$$

Since the sum of the elements of the matrix $\mathbf{K}_{\mathbf{c}}=\mathbf{H K H}$ is 0, we further have

$$
\begin{equation*}
\mathcal{V} \geq \frac{1}{n(n-1)} \frac{\left(-\operatorname{Tr} \mathbf{K}_{\mathbf{c}}\right)^{2}}{\sum_{i \neq j}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{-2}}=\frac{n-1}{n} \frac{\mathcal{E}^{2}}{\left(\frac{1}{n-1} \operatorname{Tr} \mathbf{L}_{\mathbf{c}}\right)^{2}} \frac{1}{\sum_{i \neq j}\left(\mathbf{L}_{\mathbf{c}}\right)_{i j}^{-2}} \tag{102}
\end{equation*}
$$

Since $n$ and $\mathbf{L}_{\mathbf{c}}$ is all fixed, we set the const in Eq. (102) as $C_{1}$, then we have the bound between $\mathcal{V}$ and $\mathcal{E}$ as $\mathcal{V} \geq C_{1} \mathcal{E}^{2}$. If we restrict the minimum value of width to $\eta_{\text {min }}$, then according to the results that $\mathcal{E}$ is a monotonically increasing function and combining the assumption that we prevent all points of $x_{i}$ from taking
the same value and so as $y_{i}$, hence we have $0<C\left(\eta_{\text {min }}\right) \leq \mathcal{E}$, where the const $C\left(\eta_{\text {min }}\right):=\mathcal{E}\left(\eta=\eta_{\text {min }}\right)$. As a result, the variance has a bound $C_{1}\left(C\left(\eta_{\text {min }}\right)\right)^{2} \leq \mathcal{V} \leq 16$.
Since $\mathcal{E}, \mathcal{V}$ are all bounded in the convex set $\left[\eta_{\text {min }}, \eta_{\max }\right]$ of the width, we can show that $\gamma, \beta$ are have strictly positive (larger than a positive const) lower and upper bounds since $\gamma=\frac{\mathcal{E}_{0}^{2}}{\mathcal{V}_{0}}, \beta=\frac{n \mathcal{V}_{0}}{\mathcal{E}_{0}}$ defined in Eq. (71) and Eq. (96). Hence $\gamma, \beta, \gamma^{-1}, \beta^{-1}$ are all Lipschitz continuous functions in the domain [ $\eta_{\min }, \eta_{\max }$ ]. In addition, we can further show that the gradients of $\gamma, \beta, \gamma^{-1}, \beta^{-1}$ are also Lipschitz continuous functions by proving that the second order derivative of them are all bounded.

Next, we show that $\widehat{c_{\alpha}}$ is smoothness. We restate the definition of $\widehat{c_{\alpha}}$ here. According to Eq. (79), the threshold $\widehat{c_{\alpha}}$ is the solution of the following equation

$$
\begin{equation*}
\int_{0}^{\widehat{c_{\alpha}}} \frac{x^{\gamma-1} e^{-x / \beta}}{\beta^{\gamma} \Gamma(\gamma)} d x=\int_{0}^{\frac{\widehat{c_{\alpha}}}{\beta}} \frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)} d x=1-\alpha \tag{103}
\end{equation*}
$$

where $\Gamma$ is the gamma function. We now obtain the range of the threshold $\widehat{c_{\alpha}}$.
For the upper bound, we use the concentration inequation to bound the probability of the gamma distribution tail. Let $T$ be the random variable with $\operatorname{Gamma}(\gamma, 1 / \beta)$ distribution, then for all $\lambda<\frac{1}{\beta}$, we have

$$
\begin{equation*}
\alpha=\mathbb{P}\left(T \geq \widehat{c_{\alpha}}\right) \leq \frac{\mathbf{E} e^{\lambda T}}{e^{\lambda \widehat{c_{\alpha}}}}=(1-\beta \lambda)^{-\gamma} e^{-\lambda \widehat{c_{\alpha}}} \tag{104}
\end{equation*}
$$

which indicates that

$$
\begin{equation*}
\widehat{c_{\alpha}} \leq \min _{\lambda \in\left[0, \beta^{-1}\right]} \frac{-\log (\alpha)-\gamma \log (1-\beta \lambda)}{\lambda} \tag{105}
\end{equation*}
$$

By heuristically setting $\lambda=\frac{1}{2 \beta}$, we then obtain a upper bound

$$
\begin{equation*}
\widehat{c_{\alpha}} \leq 2 \cdot\left(\frac{1}{\gamma} \log \left(\frac{1}{\alpha}\right)+\log 2\right) \cdot \mathcal{E} \tag{106}
\end{equation*}
$$

And for the lower bound, we have

$$
\begin{equation*}
1-\alpha=\int_{0}^{\frac{\widehat{\tau_{\alpha}}}{\beta}} \frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)} d x<\int_{0}^{\frac{\widehat{\tau_{\alpha}}}{\beta}} \frac{x^{\gamma-1}}{\Gamma(\gamma)} d x=\frac{{\widehat{c_{\alpha}}}^{\gamma}}{\beta^{\gamma} \Gamma(\gamma+1)} \tag{107}
\end{equation*}
$$

which indicate that $\widehat{c_{\alpha}}>(1-\alpha)^{1 / \gamma} \Gamma(\gamma+1)^{1 / \gamma} \beta$. As a result, combining with $\gamma \geq \frac{C_{0}}{C_{1}}:=C_{2}$ then

$$
\begin{equation*}
\widehat{c_{\alpha}} \geq \min _{\gamma \geq C_{2}}(1-\alpha)^{1 / \gamma} \Gamma(\gamma+1)^{1 / \gamma} \beta=(1-\alpha)^{1 / C_{2}} \Gamma\left(C_{2}+1\right)^{1 / C_{2}} \beta \tag{108}
\end{equation*}
$$

where the last equation uses the monotonically increasing properties of the function.
In summary, we show that the threshold is constrained by positive lower and upper bounds. Next, we further prove that the threshold satisfies the Lipschitz continuous condition. Here we start our study with $\widehat{\frac{c_{\alpha}}{\beta}}$ as the object in order to facilitate the calculation of the gradient since

$$
\begin{equation*}
\int_{0}^{\frac{\widehat{\tau_{\alpha}}}{\beta}} \frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)} d x=1-\alpha \tag{109}
\end{equation*}
$$

We denote the function $\frac{x^{\gamma-1} e^{-x}}{\Gamma(\gamma)}$ as $g_{\gamma}(x)$ and take the derivative on both sides. As a result,

$$
\begin{equation*}
\underbrace{g_{\gamma}\left(\frac{c_{\alpha}}{\beta}\right)}_{\star} \cdot \nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)+\underbrace{\int_{0}^{\frac{\widehat{c_{\alpha}}}{\beta}}\left[\nabla_{\eta} g_{\gamma}\right](x) d x}_{■}=0 \tag{110}
\end{equation*}
$$

For the first term in Eq. (110)

$$
\begin{equation*}
\star=g_{\gamma}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)=\frac{{\widehat{c_{\alpha}}}^{\gamma-1} e^{-\widehat{c_{\alpha}} / \beta}}{\beta^{\gamma-1} \Gamma(\gamma)}, \tag{111}
\end{equation*}
$$

according to the fact that both upper and lower bounds of $\beta, \gamma, \widehat{c_{\alpha}},[1 / \Gamma](\gamma)$ exist and the lower bound is greater than a positive constant, it is clear that the first term inherits the property. For the second term in Eq. (110)

$$
\begin{equation*}
\boldsymbol{\square}=\left(\nabla_{\eta} \gamma\right) \cdot\{\underbrace{\left\{\int_{0}^{\frac{\widehat{\alpha}}{\beta}} x^{\gamma-1} e^{-x}\left(\frac{\ln (x)}{\Gamma(\gamma)}+\nabla_{\gamma}\left(\frac{1}{\Gamma(\gamma)}\right)\right) d x\right\}}_{\boldsymbol{\alpha}} \tag{112}
\end{equation*}
$$

it can be checked that the integral term is convergent because the integral is convergent at zero $(x=0)$ since $\gamma>0$, and the upper limit of the integral is bounded. $\nabla_{\gamma}\left(\frac{1}{\Gamma(\gamma)}\right)$ is also bounded due to it being continuous on a closed interval of $\gamma$. And since we have proven that $\gamma$ is a Lipschitz continuous function, $\nabla_{\eta} \gamma$ is also bounded. The above analysis of the two terms directly show that there is an upper bound $C_{3}$ of $\left|\nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)\right|$, this futher shows that $\frac{\widehat{c_{\alpha}}}{\beta}$ is a Lipschitz continuous function.
We further consider the range of second-order derivatives of $\frac{\widehat{c_{\alpha}}}{\beta}$. We continue to derive both sides of Eq. (110),

$$
\begin{equation*}
\left(\nabla_{\eta} \star\right) \cdot \nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)+\star \cdot \nabla_{\eta}^{2}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)+\left(\nabla_{\eta} \boldsymbol{\varpi}\right)=0 \tag{113}
\end{equation*}
$$

As before, we show that the term $\nabla_{\eta} \star, \nabla_{\eta} \varpi$ are bounded.

$$
\begin{align*}
& \nabla_{\eta} \boldsymbol{\star}=\nabla_{\eta}\left(\frac{\exp \left\{(\gamma-1) \log \left(\frac{\widehat{c_{\alpha}}}{\beta}\right)-\widehat{\widehat{c_{\alpha}}} \beta\right.}{\beta}\right\}  \tag{114}\\
& \Gamma(\gamma)=\exp \left\{(\gamma-1) \log \left(\frac{\widehat{c_{\alpha}}}{\beta}\right)-\frac{\widehat{c_{\alpha}}}{\beta}\right\} \cdot\left\{\nabla_{\eta}\left(\frac{1}{\Gamma(\gamma)}\right)+\frac{1}{\Gamma(\gamma)}\right. \\
& {\left.\left[\left(\nabla_{\eta} \gamma\right) \log \left(\frac{\widehat{c_{\alpha}}}{\beta}\right)+(\gamma-1)\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)^{-1} \cdot \nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)-\nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)\right]\right\} }
\end{align*}
$$

By using a similar analysis, it is easy to verify that $\nabla_{\eta} \star$ is bounded. And for the term $\nabla_{\eta} \llbracket$, first we have

$$
\begin{equation*}
\nabla_{\eta} \boldsymbol{\square}=\left(\nabla_{\eta}^{2} \gamma\right) \cdot \boldsymbol{\oplus}+\left(\nabla_{\eta} \gamma\right) \cdot \nabla_{\eta} \boldsymbol{\varphi} \tag{115}
\end{equation*}
$$

and by the previous analysis $\nabla_{\eta}^{2} \gamma, \boldsymbol{\oplus}, \nabla_{\eta} \gamma$ are bounded, thus we only need to analyze $\nabla_{\eta} \boldsymbol{\oplus}$.

$$
\begin{align*}
\nabla_{\eta}= & \nabla_{\eta}\left\{\int_{0}^{\frac{\widehat{c_{\alpha}}}{\beta}} x^{\gamma-1} e^{-x}\left(\frac{\ln (x)}{\Gamma(\gamma)}+\nabla_{\gamma}\left(\frac{1}{\Gamma(\gamma)}\right)\right) d x\right\} \\
= & \left(\frac{\widehat{c_{\alpha}}}{\beta}\right)^{\gamma-1} e^{-\frac{\widehat{c_{\alpha}}}{\beta}}\left(\frac{\ln \left(\frac{\widehat{c_{\alpha}}}{\beta}\right)}{\Gamma(\gamma)}+\nabla_{\gamma}\left(\frac{1}{\Gamma(\gamma)}\right)\right) \cdot \nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)+  \tag{116}\\
& \left\{\int_{0}^{\frac{c_{\alpha}}{\beta}} \frac{x^{\gamma-1}}{e^{x}}\left[\frac{\ln ^{2}(x)}{\Gamma(\gamma)}+\nabla_{\gamma}\left(\frac{2 \ln (x)}{\Gamma(\gamma)}\right)+\nabla_{\gamma}^{2}\left(\frac{1}{\Gamma(\gamma)}\right)\right] d x\right\} \cdot \nabla_{\eta}(\gamma)
\end{align*}
$$

The terms in Eq. (116) all satisfy the bounded condition. As a result, we have proved that $\nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)$ is a Lipschitz continuous function. According to

$$
\begin{equation*}
\nabla_{\eta} \widehat{c_{\alpha}}=\beta \cdot\left(\nabla_{\eta}\left(\frac{\widehat{c_{\alpha}}}{\beta}\right)-\widehat{c_{\alpha}} \cdot \nabla_{\eta}\left(\frac{1}{\beta}\right)\right) \tag{117}
\end{equation*}
$$

We can obtain the final conclusion that both $\widehat{c_{\alpha}}, \nabla_{\eta} \widehat{c_{\alpha}}$ satisfy the Lipschitz continuous condition.
Smoothness of the mean and variance under $\mathcal{H}_{1}$. Next we prove the smoothness of $n \mathrm{HSIC}_{b}(Z)$ and $\widehat{\sigma}_{u}^{2}(Z)+\lambda$. We define

$$
\begin{equation*}
\mathcal{E}_{1}:=n \operatorname{HSIC}_{b}(Z), \mathcal{V}_{1, \lambda}:=\widehat{\sigma}_{u}^{2}(Z)+\lambda=\mathcal{V}_{1}+\lambda \tag{118}
\end{equation*}
$$

where $\mathcal{V}_{1}$ is defined in Eq. (87). We first obtain the bound of $\mathcal{E}_{1}, \mathcal{V}_{1}$.

For fixed $i, j, q, r$, we can obtain the bound on $h_{i j q r}$.

$$
\begin{equation*}
\left|h_{i j q r}\right| \leq \frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)}\left|k_{t u} l_{t u}+k_{t u} l_{v w}-2 k_{u v} l_{t v}\right| \leq 2 \tag{119}
\end{equation*}
$$

since for all $i, j, k_{i j}$ and $l_{i j}$ both take the value in $[0,1]$. Combining with Eq. (89), we can quickly conclude that

$$
\begin{equation*}
0 \leq \mathcal{E}_{1} \leq \frac{1}{n^{3}} \sum_{i, j, q, r}^{n}\left|h_{i j q r}\right| \leq 2 n \tag{120}
\end{equation*}
$$

and the variance

$$
\begin{equation*}
0<\lambda \leq \mathcal{V}_{1, \lambda} \leq 16 \cdot\left(\frac{1}{n} \sum_{i}\left(\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right)^{2}\right)+\lambda \leq 64+\lambda \tag{121}
\end{equation*}
$$

In addition, the range of the higher-order derivatives can be given by

$$
\begin{align*}
& \nabla_{\eta} h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)} \nabla_{\eta} k_{t u} l_{t u}+\nabla_{\eta} k_{t u} l_{v w}-2 \nabla_{\eta} k_{u v} l_{t v} \\
& \nabla_{\eta}^{2} h_{i j q r}=\frac{1}{4!} \sum_{(t, u, v, w)}^{(i, j, q, r)} \nabla_{\eta}^{2} k_{t u} l_{t u}+\nabla_{\eta}^{2} k_{t u} l_{v w}-2 \nabla_{\eta}^{2} k_{u v} l_{t v} \tag{122}
\end{align*}
$$

Hence the bounds can be obtained in a similar way,

$$
\begin{equation*}
\left|\nabla_{\eta} h_{i j q r}\right| \leq 2,\left|\nabla_{\eta}^{2} h_{i j q r}\right| \leq 2 \tag{123}
\end{equation*}
$$

since for all $i, j,\left[-\nabla_{\eta} k_{i j}\right]$ and $\nabla_{\eta}^{2} k_{i j}$ are all bounded in $[0,1]$.
As a result, we have

$$
\begin{align*}
&\left|\nabla_{\eta} \mathcal{V}_{1, \lambda}\right| \leq 32\left(\frac{1}{n} \sum_{i}\left|\frac{1}{n^{3}} \sum_{j, q, r} h_{i j q r}\right| \cdot\left|\frac{1}{n^{3}} \sum_{j, q, r} \nabla_{\eta} h_{i j q r}\right|+\left|\frac{1}{n^{4}} \sum_{i, j, q, r}^{n} \nabla_{\eta} h_{i j q r}\right| \cdot\left|\frac{1}{n^{4}} \sum_{i, j, q, r}^{n} \nabla_{\eta} h_{i j q r}\right|\right) \leq 256  \tag{124}\\
&\left|\nabla_{\eta}^{2} \mathcal{V}_{1, \lambda}\right| \leq 512
\end{align*}
$$

Therefore, we can conclude that both $\mathcal{E}_{1}, \mathcal{V}_{1, \lambda}$ satisfy the smoothness condition.
Smoothness of the optimization objective Finally we prove the smoothness of the objective function. According to the properties of the composite function, we can further prove that our optimization object

$$
\begin{equation*}
J_{\lambda}(Z)=\frac{n \operatorname{HSIC}_{b}(Z)-\widehat{c_{\alpha}}}{\widehat{\sigma}_{u, \lambda}(Z)}=\frac{\mathcal{E}_{1}-\widehat{c_{\alpha}}}{\sqrt{\mathcal{V}_{1, \lambda}}} \tag{125}
\end{equation*}
$$

satisfies the Lipschitz smoothness condition with $\eta$ when the width $\eta \in\left[\eta_{\min }, \eta_{\max }\right]$.

## I Time Complexity

Let the sample size be $n$, the dimensions of $X, Y$ be $d_{x}, d_{y}$, and then the time complexity is derived from the following steps. For each iteration of the train, Computing the kernel matrix costs $\mathcal{O}\left(n^{2}\left(d_{x}+d_{y}\right)\right)$ and computing the terms $\operatorname{HSIC}_{b}(Z), \widehat{\sigma}_{u}^{2}(Z)$ and $\widehat{c_{\alpha}}$ costs $\mathcal{O}\left(n^{2}\right)$ as shown in Sec. B and by the definition of $\widehat{c_{\alpha}}$ given in Sec. F. Hence the total time complexity is $\mathcal{O}\left(T n^{2}\left(d_{x}+d_{y}\right)\right)$, where $T$ is the total number of iterations.

Remark. For the data with a large number of samples, we can train in a small batch way to reduce computational complexity. This paper uses full batch training since a small sample size is sufficient for good results.

## J Additional Experiment Results

## J. 1 More Examples for the Pitfull with the Signal-to-Noise Ratio Criterion

In this section, we present more experimental results as well as analysis under additional settings for the pitfall of existing methods (Sec. 3 in the main paper). We first show the results of the experiments under more settings in Fig. 1. From the above row, we can see that the overall difference between modeling thresholds or not diminish as the sample size increases (gradually closing over a wider range of kernel width). The next row has a simpler setup therefore the difference between the two is smaller. This corresponds to the theoretical explanation that as the sample size increases, the impact from the threshold gradually decreases compared to the signal-to-noise criterion. Formally, under the alternative hypothesis, the term $\frac{n \operatorname{HSIC}(X, Y)}{\sqrt{n} \sigma_{u}} \sim \mathcal{O}(\sqrt{n})$ while $\frac{r}{\sqrt{n} \sigma_{u}} \sim \mathcal{O}\left(\frac{1}{\sqrt{n}}\right)$. We further give visualization results for more details of the optimization process. The results of our method (after modeling threshold) are given in Fig. 2. For different kernel and dimension settings, our method achieves a reliable optimization. This is also supported by our theoretical smoothness guarantee. For the case in which no threshold is applied, the results are presented in Fig. 3. It can be seen that even for the simpler case of $d=2$, the optimization leads to the wrong solution (the solution with zero bandwidths), and the phenomenon has not been resolved until the sample size reaches 1024 that a converging solution is obtained for the first time. Overall, our method addresses the pitfalls of the original criterion, thus enabling it to deal with more challenging scenarios and greatly improving the stability of the optimization.


Figure 1: The values of optimization objective for different $\omega_{x}$ on the ISA dataset under more settings.


Figure 2: The visualization results of gradient descent process for HSIC-O on the ISA dataset. From left to right: 1) Gaussian kernel with learnable width. $n=128, \theta=\pi / 10, d=2$. 2) Laplace kernel with learnable width. $n=128, \theta=\pi / 10, d=2$. 3) Gaussian kernel with learnable width. $n=256, \theta=\pi / 10, d=4$.


Figure 3: The visualization results of the kernel bandwidth optimization process when using the criterion (w.o. threshold). The number of iterations is sufficient to ensure convergence. Setup: The ISA dataset is used, $d$ is fixed to 2 and $\theta=\pi / 10$. The sample size $n$ is changed from 128 to 2048.

## J. 2 Experiment Results with More Settings and More Compared Methods

In this section, we provide the experimental results under more settings in Fig. 4.
More kernels. The results for more kernel settings are shown on the left. Among them, HSIC-MG, HSIC-ML, HSIC-OG, HSIC-OL, and HSIC-WG correspond to the results for the Gaussian kernel with median bandwidth, the Laplace kernel with median bandwidth, the Gaussian kernel with optimized bandwidth, the Laplace kernel with optimized bandwidth, and the importance-weighted kernel, respectively. In addition, similar to the Gaussian version of the importance-weighted kernel, we also provide the kernel design for the Laplace case. Specifically, HSIC-WL corresponds to the result with the kernel $k\left(x, x^{\prime}\right):=\prod_{i=1}^{d_{x}} \exp \left(-\frac{w_{i}\left|x_{i}-x_{i}^{\prime}\right|}{\omega_{x}}\right), w_{i} \in(0,1)$. For the combined kernel, an example (HSIC-OGL) is also given. Formally, the kernel has the following form $k=$ $\pi_{1} k_{O G}+\pi_{2} k_{O L}$, where $\pi_{1}, \pi_{2}$ are the learnable combination coefficient and $k_{O G}, k_{O L}$ are the Gaussian/Laplace kernels with learnable bandwidth parameters. From the results, we can see that the Gaussian kernel is better in general compared to Laplace in this setting of the ISA dataset. For example, HSIC-OG is better than HSICOL and HSIC-WG is better than HSIC-WL. But notice that HSIC-ML is superior to HSIC-MG due to better bandwidth initialization. Also note that optimized results are not always better than unoptimized (HSIC-ML is better than HSIC-OL), since only half of the sample is used for testing. Also, it is noted that the results of HSIC-OGL are similar to those of HSIC-OG since HSIC-OG achieves better results compared to HSIC-OL therefore the combined results tend to be closer to HSIC-OG. This also illustrates that our method can be applied to the scenario that learning the combination of kernels.


Figure 4: Results of experiments under the ISA dataset with more settings.

More compared methods. On the right, we compare with more methods. We consider the distance-based methods (Székely and Rizzo, 2013) called distance covariance (dcor) as well as the aggregated kernels tests (Schrab et al., 2022). To implement the aggregated kernels tests, we consider the kernel selection setting. Specifically, we first define the set of kernels, which contains a fixed form of kernels with different bandwidths. Here, we initialize the bandwidth as $\left\{2^{i} \omega_{m i d}, i \in\{-5,-4, \ldots, 4,5\}\right\}$ for both kernels of $X$ and $Y$. Correspondingly, we provide the results of our method under the kernel selection scenario as a comparison. We formulate the kernel with the form $k=\sum_{i=1}^{l} \pi_{i} k_{i}$, where $\left\{k_{i}, i=1,2, \ldots, l\right\}$ are the kernel defined as above and $\left\{\pi_{i}, i=1,2, \ldots, l\right\}$ are the learnable combination coefficients. For the method under the kernel selection setting with a sample size of 128, we show the results (Agg-128 and KS-128) in the right of Fig. 4. In this setup, Agg-128 performs better
compared to KS-128, benefiting from its more adequate utilization of the sample size. As a comparison, we also provide the results of the aggregated kernels tests with a sample size of 64 (Agg-64). In this case the test sample size is the same and our method gives comparable results. In conclusion, even though our method can be applied to the kernel selection scenario, compared to the aggregation test, our scheme loses power due to the reduction of the sample size resulting from learning the kernel. This suggests that our method needs to compensate for the loss of sample size due to data splitting. Since this is beyond the scope of our paper, we treat it as an important direction for future work. For dcor, the test loses power due to its predefined distance function and therefore cannot handle this challenging setting flexibly.

## J. 3 Running Time.

The running time of each method is given in Fig. 5. The running time is consistent with our theoretical complexity, i.e., linear with dimension and proportional to the square of the samples. It also depends largely on the squared complexity of HSIC on which we are based. For high-dimensional settings, our method is competitive (for the case where $n$ is relatively small and $d$ is relatively large) and one test can be completed in a few seconds.


Figure 5: The practical running time of each method. Left: fix $n=128$. Right: fix $d=4$.

## Potential future research directions.

Here, we discuss potential directions for future work.

- Learning kernels without data splitting. To the best of our knowledge, not only our schemes but also current existing methods that continuously learn the kernel rely on data splitting tend to hurt power performance. In the line of kernel selection implementation, some works such as (Schrab et al., 2022) have been proposed to mitigate this problem. How to extend their methods to the scenario that continuous learning of kernel bandwidth parameters is an interesting direction.
- Reducing computational costs. As our method is based on the quadratic-time HSIC, it inherits the squared complexity concerning the sample size. To learn kernels in the case of large-scale kernel machines, kernel approximation methods such as random Fourier features as well as kernel thinning methods can be combined. We will further explore it in upcoming works.
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