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Abstract

From the social sciences to machine learning, it is well documented that metrics do not always align with social welfare. In healthcare, Dranove et al. (2003) showed that publishing surgery mortality metrics actually harmed sicker patients by increasing provider selection behavior. Using a principal-agent model, we analyze the incentive misalignments that arise from such average treated outcome metrics, and show that the incentives driving treatment decisions would align with maximizing total patient welfare if the metrics (i) accounted for counterfactual untreated outcomes and (ii) considered total welfare instead of averaging over treated patients. Operationalizing this, we show how counterfactual metrics can be modified to behave reasonably in patient-facing ranking systems. Extending to realistic settings when providers observe more about patients than the regulatory agencies do, we bound the decay in performance by the degree of information asymmetry between principal and agent. In doing so, our model connects principal-agent information asymmetry with unobserved heterogeneity in causal inference.

1 INTRODUCTION

As machine learning (ML) is increasingly deployed in dynamic social systems with asymmetries in power and information between stakeholders, a core challenge is that the metrics that are optimized do not always align with social welfare. From education to healthcare to recommender systems, it has been repeatedly shown that the impact of the ability of modern ML to optimize arbitrarily complex objectives is often limited by the difficulty in choosing what to optimize (Liu et al., 2023; McNee et al., 2006; Obermeyer et al., 2019).

One particularly consequential example of this gap is the incentive misalignment that occurs when average treated outcome measures are used as accountability and ranking metrics. This has led to measurable societal harm when those being ranked may selectively choose whom to treat. As an illustrative example, Dranove et al. (2003) showed that the publication of hospital mortality rate metrics by the New York Health Department led to dramatically worse outcomes for severely ill patients. Specifically, hospitals had an incentive to selectively treat the healthiest patients, rather than those who would benefit most from treatment. Today, the Centers for Medicare and Medicaid Services (CMS) continues to invest billions of dollars in the development of quality metrics (Wadhera et al., 2020; Casalino et al., 2016). In addition to determining direct provider compensation (Institute, 2022), these metrics also feed into large scale ranking systems such as the US News and World Report and the LeapFrog Hospital Safety Score (Rosenberg, 2013; Health and Agency, 2022). At the same time, studies have continued to question the relationship between these metrics and patient outcomes (see, e.g., Glance et al., 2021; Gonzalez and Ghaferi, 2014; Ryan et al., 2009; Hwang et al., 2014; Jha et al., 2008; Smith et al., 2017).

In this work, we directly study the incentive misalignment when average treated outcomes are used as quality metrics. To mitigate this misalignment, we propose alternative metrics that have a foundation in causal inference. Specifically, given counterfactual estimates of patient outcomes, we outline effective usage of these estimates and discuss prevailing limitations when providers may engage in strategic behavior.

More generally, our analysis applies to any environment where metrics are learned from data over which an agent controls treatment selection. We refer to healthcare as a running example where these effects are well documented. However, other domains subject
to this phenomenon include education, where student outcome metrics affect school rankings, funding, and accreditation (Koretz, 2017); and online ranking platforms for commercial businesses like restaurants that may exercise some screening over their customers.

To study the welfare effects that arise from this dynamic interaction between quality metrics and hospitals, we employ a principal-agent model where the principal chooses a quality metric as a reward function, and the agent responds by optimizing this reward function to the best of their private abilities and information. To analyze the welfare effects of metric choices, we apply a causal framework similar to that of policy learning, where the goal is to allocate treatments that maximize the total positive effects over a population relative to treating no one (Manski, 2008). Our key ingredient is that the principal only has indirect control of the implemented policy—they may design a metric that shapes an agent’s reward and hence behavior but cannot directly choose an agent’s policy.

Contributions. We show that average treated outcome metrics incur unbounded regret by this definition of welfare, and show that regret can be reduced by (i) accounting for counterfactual untreated outcomes and (ii) considering total welfare instead of average welfare among treated patients. Applying these two simple insights yields an optimal functional form for a quality measure that achieves zero regret as long as the principal can learn the mean conditional untreated potential outcomes. We refer to this as rewarding the total treatment effect. Connecting the proposed counterfactual metric to practice, we discuss two issues that arise when operationalizing the metric in real applications. First, we study the complications that arise when the total treatment effect is used to rank different agents that might serve different treatment populations. Second, we consider practical issues of information asymmetry, where the agent might observe more features about each patient than the principal. Even an unbiased estimate of the counterfactual untreated outcome is not sufficient to maximize patient welfare when information asymmetries remain. In addition to giving theoretical regret bounds, we also empirically show that it is not always better for a principal to condition on all known features, as this can amplify regret. Our model yields new connections between information asymmetry in the principal-agent model and unobserved heterogeneity in causal inference.

1.1 Related work

Our work combines technical structure from policy learning and contract theory to analyze misalignments in accountability metrics, which have long been critiqued in the social sciences.

Policy learning. The evaluation of treatment policies by their causal effects is well established in policy evaluation and policy learning (Manski, 2008; Hirano and Porter, 2009; Stoye, 2009; Athey and Wager, 2021). We directly apply the same measures of utility and regret in this work. Building on these measures, we consider a setting where a principal (regulatory agency) can only indirectly affect the policy through measuring an agent (hospital). We also note that our formulation is not the only way in which strategic behavior may arise. For example, Sahoo and Wager (2022) model patients’ strategic responses when the hospital learns a policy with limited treatment capacity. Combining this model with ours would produce an interesting pipeline analysis.

Contract theory. The principal-agent model is well established in economics as a way to model incentives and equilibrium dynamics when a principal sets a contract with rewards as a function of actions, and an agent decides which action to take based on private information and costs (Laffont and Martimort, 2009; Gibbons et al., 2013; Milgrom and Roberts, 1992). Contract theory provides a structure to analyze moral hazard, where the structure of the contract and information asymmetry may lead to misalignment between the principal and agents’ incentives (Arrow, 1963; Holmstrom and Milgrom, 1991). More recently, there is a growing recognition of the importance of the algorithmic and statistical aspects of contract theory (e.g., Carroll, 2015; Tetenov, 2016; Spiess, 2018; Dütting et al., 2019; Dütting et al., 2020; Bates et al., 2022; Alon et al., 2022). Our work contributes to this line of thought, linking moral hazard from contract theory with causal inference, and showing how incentive and statistical considerations jointly guide the choice of accountability metrics.

Specifically, we use this framework to analyze misalignments under a particular form of action and information asymmetry where the agent controls treatment selection, and might know more about each treatment unit than the principal. Lazzarini et al. (2022) applied contract theory to analyze why regulatory agencies might lean towards outcome-based contracts (such as the average treated outcome) rather than counterfactual assessment. Our model differs in both goal and setup: while they model the agent’s effort levels, our model considers welfare effects when the agent has general control over all treatment assignments.

Strategic classification. The framework of performative prediction describes the distribution shifts and distortion in validity that result from agent strategy in response to ML-driven decision making (Perdomo et al., 2020; Hardt et al., 2016). Related lines of work in strategic classification have considered whether clas-
sifiers incentivize agent improvement (Ahmadi et al., 2022; Kleinerd and RagHAVAN, 2020; Behavod et al., 2020; Haghtalab et al., 2020), drawing connections to causality (Miller et al., 2020; Shavit et al., 2020). We consider a specific strategic structure to improve metrics when agents manipulate treatment policies.

Accountability, auditing, and measurement. Historically, the mismatch between accountability metrics and welfare has been well documented across domains, from monetary policy to education (Goodhart, 1984; Campbell, 1979; Muller, 2019; Koretz, 2017; Mau, 2019). Extensive work in the social sciences has critically examined accountability and auditing practices (Power, 1994; Strathern, 1997; Hoskin, 1996; Rothstein, 2008). Our work builds on these qualitative insights by modeling a particular misalignment that occurs when the measured party has selection power over treatment allocations, also known as “creaming” (Lacireno-Paquet et al., 2002). Measurement theory has also given both qualitative and statistical tools for understanding the validity of measurements (Bandalos, 2018), with recent extensions to fair ML (Jacobs and Wallach, 2021). Guerdan et al. (2023) apply counterfactual modeling to estimate the measurement error when proxy outcomes are used to guide treatment decisions. Complementing this focus on measurement validity, we model the treatment incentives induced when measurements are used to re-weight agents, and study the resulting welfare effects.

2 PRINCIPAL-AGENT MODEL

To analyze the incentives and welfare effects that arise from quality metrics, we define a principal-agent model where we will refer to the organization that collects the metrics and pays or ranks the providers as the principal, and the healthcare providers as agents. First, the principal specifies a function for rewarding the agents based on their actions and the observed outcomes. In response, the agent allocates treatment decisions with knowledge of this reward function. Our focus is on designing reward functions with high utility for the principal, which corresponds to social welfare.

Formal model. We suppose that a single agent has access to independently and identically distributed samples of characteristics \(X_i \in \mathcal{X}\) for \(i \in \{1, \ldots, n\}\) treatment units (referred to generally as the treatment population). The agent assigns a binary treatment according to treatment rule \(\pi : \mathcal{X} \rightarrow \{0, 1\}\), and we use \(T_i^{\pi} \in \{0, 1\}\) to denote a Bernoulli random variable indicating the realizations of the treatment rule: \(\pi(X_i) = P(T_i^{\pi} = 1|X_i)\). This framework allows for \(T^{\pi}\) to be either stochastic or deterministic.

To model patient outcomes from treatment, we apply the potential outcomes framework (Neyman, 1923; Rubin, 1974). Let \(Y_i(t)\) be the potential outcome if the patient had received treatment \(t \in \{0, 1\}\). Let \(Y_i \in \mathbb{R}\) denote the observed outcome under treatment assignments \(Y_i = Y_i(T_i^{\pi})\) under the Stable Unit Treatment Value Assumption (SUTVA) (Rubin, 1980), which implies the consistency and non-interference assumptions. Let \(\tau(X) = E[Y_i(1) - Y_i(0)|X]\) denote the conditional average treatment effect given covariates \(X\), and let \(\mu_t(X) = E[Y_i(t)|X]\) denote the conditional mean of the potential outcome under treatment \(t\).

We suppose that the principal observes \(\{X_i, T_i^{\pi}\}_{i=1}^n\) (also denoted \(\mathbf{X}, \mathbf{T}^{\pi}\)) for all units, and \(Y_i\) for all units for which \(T_i^{\pi} = 1\) (denoted \(\mathbf{Y}\)). The principal must then choose a reward function \(w : \mathcal{X}^n \times \{0, 1\}^n \times \mathbb{R}^n \rightarrow \mathbb{R}\) with which to reward the agent.

Turning to our behavioral assumption, we consider an agent that is risk neutral and maximizes their expected reward. That is, the agent chooses the treatment rule \(\pi\) from their set of possible treatment rules \(\Pi\) that maximizes \(E[w(\mathbf{X}, \mathbf{T}^{\pi}, \mathbf{Y})]\). Let \(\pi^w \in \arg \max_{\pi \in \Pi} E[w(\mathbf{X}, \mathbf{T}^{\pi}, \mathbf{Y})]\) denote this best response. In maximizing this expected reward, we assume that the agent knows \(\mu_t(x)\) for all \(x \in \mathcal{X}\) and \(t \in \{0, 1\}\). Note that there is no explicit model of the agent’s cost here to keep the focus on incentives induced by accountability metrics alone, and all budget constraints are contained in the agent’s feasible set of treatment rules \(\Pi\). We further discuss these assumptions and possible extensions in the Appendix.

Total welfare and regret. Following existing work in policy evaluation (Manski, 2008), for a given treatment rule \(\pi\), we define the total effect of treatment \(V(\pi) = E[Y_i(T_i^{\pi}) - Y_i(0)]\). \(V(\pi)\) is the utility of treatment rule \(\pi\) relative to the alternative outcomes under no treatment (Manski, 2008; Athey and Wager, 2021). Thus, maximizing \(V(\pi)\) also maximizes total welfare \(E[\mathbf{Y}]\) compared to treating no one. As also done in policy learning (Athey and Wager, 2021), to evaluate different quality measures chosen by the principal, we define the regret for a given policy \(\pi\) compared to the best feasible policy in \(\Pi\) to be \(R(\pi) = \max_{\pi \in \Pi} V(\hat{\pi}) - V(\pi)\). We compare different choices of quality measures \(w\) by analyzing the effect on total welfare for the induced treatment rule \(\pi\). In other words, the principal’s goal is to choose a reward function \(w\) that leads the agent to best respond with a treatment rule with minimal regret, \(R(\pi^w)\).
3 COMPARISONS OF QUALITY METRICS

Using a principal-agent model, we formally compare different choices of quality metrics \( w \) by analyzing the regret for the induced treatment rule \( \pi \) given by the agent’s best response. Starting with the status quo of rewarding the average treated outcome, we show that this incurs unbounded regret. We reduce this to two main problems with the metric: (i) lack of accounting for untreated outcomes, and (ii) rewarding an average effect instead of a total effect. Addressing each of these in turn, we show that the regret for rewarding the average treatment effect on the treated (ATT) is bounded but can still be high, and that rewarding the total treatment effect finally achieves zero regret.

Status quo: average treated outcome. We begin by analyzing regret under the current common quality measure that rewards the average treated outcome, as done by the mortality measures in the New York and Philadelphia health departments in the 1990s analyzed by (Dranove et al., 2003), and in many CMS quality measures (Institute, 2022). Lazazzari et al. (2022) also refers to these as “outcome contracts.” The reward function for the average treated outcome (ATO) takes the following form:

**Reward Function 1 (ATO):**

\[
 w_{\text{ATO}}(X, T^*, Y) = \begin{cases} \sum_{i=1}^{n} Y_i T_i^* & \sum_{i=1}^{n} T_i^* > 0, \\ 0 & \text{otherwise}. \end{cases}
\]

The agent’s unconstrained best response is \( \pi^{w_{\text{ATO}}}(x) = 1(x \in \arg \max_x \mu_1(x) \text{ and } \mu_1(x) > 0) \).

**Proposition 1** (ATO Regret). If the conditional mean untreated potential outcomes \( \mu_0(x) \) are unbounded, then the regret for the reward function \( w_{\text{ATO}} \) may be arbitrarily large.

Intuitively, there are at least two failure modes that can lead to this unbounded regret. First, this reward leads the agent to ignore higher treatment effects of the patients with a lower treated outcome, such as sicker patients with higher mortality probability but more benefit from surgery. This matches the findings from Dranove et al. (2003). Second, \( w_{\text{ATO}} \) rewards agents that treat the patients with a higher treated outcome, even though treatment actually harms those patients, such as healthier patients who might incur more risks or side effects from treatment.

More broadly, there are two main problems with the construction of the ATO metric that lead to this unbounded regret. First, the lack of accounting for counterfactual outcomes leads to the two failure modes above. Second, the measure of an average outcome instead of a total outcome means that the agent will only treat the single patient with the covariate value \( x \) that maximizes \( \mu_1 \). We next analyze several reasonable modifications to reward functions that address each of these problems.

Accounting for counterfactuals. When the principal operates with full information of the agent’s selection covariates \( X_i \), then regret can be reduced if they also have access to an unbiased estimator of the mean conditional untreated potential outcome.

**Assumption 1.** The principal accesses an estimator \( \tilde{\mu}_0(x) \) which is unbiased: \( E[\tilde{\mu}_0(x)] = \mu_0(x) \forall x \in X \).

In general, obtaining an unbiased estimator \( \tilde{\mu}_0(x) \) can be difficult, but circumstances under which causal inference can be reliably conducted are well understood (Hernan and Robins, 2020). As a concrete example, suppose the principal has access to an auxiliary data source \( \{X_j, T_j, Y_j\}_{j=1}^{m} \) with outcomes for untreated patients with \( T_j = 0 \), collected from clinical trials or observational data. In addition to standard assumptions for identification of \( \mu_0(x) = E[Y_j(0)|X_j = x] \), the principal may use this data if the distribution of the conditional untreated potential outcome is also the same, \( \mu_0(x) = \mu_0(x) \), and the support of \( X_j \) covers the support of \( X_i \). The difficulty of obtaining such a dataset is lessened by the fact that the principal does not require identification of the treated potential outcome \( \mu_1(x) \) or the conditional average treatment effect \( \tau'(x) \), so the treatment need not be the same. Access to additional scientific knowledge (in the form of, e.g., a more intricate structural model or functional form assumptions) can also aid in the estimation of \( \mu_0(x) \). Medical research continues to develop patient risk scores using combinations of such methods (Sullivan et al., 2004; Jones and Cossart, 1999) and evaluate their validity (Kaafarani et al., 2011; Janssens, 2019).

Under the perhaps optimistic assumption of access to an unbiased estimator \( \tilde{\mu}_0(x) \), this work focuses on effective ways for the principal to apply this estimator. It turns out that even given this unbiased estimate, principal-agent incentive misalignment can still occur, and there are still pitfalls with its downstream usage. We begin by showing how to effectively incorporate this estimator into the reward function. In later sections, we discuss effective usage in a ranking context and regret bounds under information asymmetry.

Given \( \tilde{\mu}_0(x) \), the principal can modify \( w_{\text{ATO}} \) by directly subtracting an estimate of the untreated potential outcomes, and thus reward the average treatment effect on the treated (ATT):

**Reward Function 2 (ATT):**

\[
 w_{\text{ATT}}(X, T^*, Y) = \begin{cases} \sum_{i=1}^{n} (Y_i - \tilde{\mu}_0(X_i)) T_i^* & \sum_{i=1}^{n} T_i^* > 0, \\ 0 & \text{otherwise}. \end{cases}
\]
The agent’s unconstrained best response is 
\[
\pi^{w_{\text{ATT}}}(x) = 1(x \in \arg \max_x \tau(x) \text{ and } \tau(x) > 0).
\]
The resulting regret is bounded, but still not zero.

**Proposition 2** (ATT Regret). If \( \hat{\mu}_0(x) \) is unbiased and \( \pi \) is unconstrained, then the regret for the reward function \( w_{\text{ATT}} \) is upper bounded as 
\[
R(\pi^{w_{\text{ATT}}}) \leq \max_{x \in \Pi} V(\pi).
\]

Now that the reward function accounts for the counterfactual untreated outcome, Proposition 2 shows that the regret cannot exceed the maximum utility. This is notably not true of the \( w_{\text{ATO}} \), where the regret can be arbitrarily high due to the agent sometimes treating those with a negative treatment effect. Still, while accounting for untreated potential outcomes avoids treating those with a negative treatment effect, the ATT as a reward function still suffers from misalignment with total welfare due to the fact that it rewards the *average* effect rather than the *total* effect. This means that in the best response, the agent only treats patients with the single value \( x \) with maximum treatment effect \( \tau(x) \).

**Rewarding total effects.** To expand the agent’s treatments to cover all individuals who would benefit, we modify the above reward function by simply removing the denominator, thus rewarding a *total* effect instead of an *average* effect. This yields a reward function for the *total treatment effect* (TT).

**Reward Function 3 (TT):**
\[
w_{\text{TT}}(X, T^x, Y) = \sum_{i=1}^{n_i}(Y_i - \hat{\mu}_0(X_i))T_i^x.
\]

The agent’s unconstrained best response is 
\[
\pi^{w_{\text{TT}}}(x) = \mathbb{1}(\tau(x) > 0),
\]
which yields zero regret.

**Proposition 3** (TT Regret). If \( \hat{\mu}_0(x) \) is unbiased, then the regret is 
\[
R(\pi^{w_{\text{TT}}}) = 0.
\]

The regret is zero regardless of the feasible set \( \Pi \). Thus, with two modifications to the status quo \( w_{\text{ATO}} \), a quality measure \( w_{\text{TT}} \) can be constructed that is aligned with total welfare, as long as the principal has access to an unbiased estimator \( \hat{\mu}_0(x) \).

## 4 RANKING WITH MULTIPLE AGENTS

In Section 3 we’ve shown that rewarding the total treatment effect leads the agent to maximize total welfare. While this theory applies cleanly in isolation, in real systems, quality measures are often further employed to rank hospitals (Rosenberg, 2013; Health and Agency, 2022; Smith et al., 2017). It turns out that even \( w_{\text{TT}} \) can exhibit problems as a ranking measure when different hospitals have different treatment population sizes and distributions. To apply reward functions as ranking measures, we show that the total treatment effect can be modified to a more general form that allows for reweighting by covariates \( X \) while still preserving incentive alignment. By reweighting the reward function relative to a reference covariate distribution, we show that the resulting quality measure leads to better hospitals receiving better rankings.

Notationally, discussion of ranking requires extending our setting to account for multiple agents. Suppose each agent \( k \in \{1, \ldots, K\} \) observes its own sample of \( n_k \) patients with covariates drawn i.i.d. from distribution \( P_{X_k} \) with the same support \( \mathcal{X} \). Each agent has different treatment effects, denoted by \( \mu^k_0(x) \) and \( \tau^k(x) \). For rankings to be meaningful, we assume that the untreated potential outcome is the same for all \( k: \mu^k_0(x) = \mu_0(x) \) for all \( k \). In short, one provider not treating a patient is equivalent to another provider not treating the same patient. Extending the principal’s action space to the multi-agent ranking setting, the principal publishes score functions \( \{w_k\}_{k=1} \), and each agent \( k \) best responds individually with their own treatment policy \( \pi^k \). The agents are then ranked from highest to lowest score function values. We expand this notation in the Appendix.

**Defining desirable ranking properties.** For any regulatory agency or potential patient that would utilize these rankings, a clear desirable property would be that *better hospitals should be ranked higher*. From the agents’ perspectives, this property may also make the scores feel more “fair.” We formally define this property with two different degrees of strictness for the meaning of “better.”

First, we define “better” as an agent having *uniformly* higher treatment effects for all possible covariate values \( x \), such that any patient would be better off being treated by this agent.

**Definition 1** (Uniform Rank Preservation). A set of score functions \( \{w_k\}_{k=1}^K \) preserves treatment effect ordering uniformly over \( \mathcal{X} \) if for all \( j, k \in \{1, \ldots, K\} \),
\[
\tau^j(x) \geq \tau^k(x) \forall x \in \mathcal{X} \implies \max_{\pi_k \in \Pi_k} E[w_j(X^k, T^{\pi_k}, Y^k)] \geq \max_{\pi_k \in \Pi_k} E[w_k(X^k, T^{\pi_k}, Y^k)]
\]

A more relaxed version of the uniform rank preservation requirement is one where an agent is “better” if it has higher treatment effects on average over a reference covariate population \( P_{X_0} \).

**Definition 2** (Relative Rank Preservation). A set of score functions \( \{w_k\}_{k=1}^K \) preserves treatment effect ordering relative to a reference population \( P_{X_0} \) with support \( \mathcal{X} \) if for all \( j, k \in \{1, \ldots, K\} \),
\[
E[\tau^j(X_0)] \geq E[\tau^k(X_0)] \implies \max_{\pi_k \in \Pi_k} E[w_j(X^k, T^{\pi_k}, Y^k)] \geq \max_{\pi_k \in \Pi_k} E[w_k(X^k, T^{\pi_k}, Y^k)]
\]
This relative definition requires explicitly defining a reference population, which calls for careful consideration of policy goals and societal needs. Any set of scores will implicitly prioritize some populations, and calling attention to this as an explicit part of the ranking properties induced by quality measures can help policymakers more intentionally align their choices with policy goals.

Satisfying desirable ranking properties. We now formally show that $w_{TT}$ as written does not directly satisfy these ranking properties.

**Proposition 4.** If $w_k$ is directly given by $w_{TT}$ for each agent $k$, then both ranking properties in Definitions 1 and 2 will be violated.

Intuitively, this breaks down because $w_{TT}$ is subject to two auxiliary effects on top of the treatment effects. First, agents with a larger treatment population $n_k$ (e.g., larger hospitals) will have higher rankings even with the same conditional average treatment effects. Second, agents with different distributions of covariates $P_{X_k}$ but the same conditional average treatment effects will also end up with different rankings if some covariate values are “easier” to treat than others.

To mitigate these auxiliary effects, we show that there exists a general modular form of $w_k$ that preserves the zero regret property for individual agent best responses. This general form can then be tailored to satisfy desirable ranking properties. In particular, consider the following weighted total treatment effect reward function:

**Reward Function 4 (Weighted TT):**

$$w^0_{TT}(X, T^*, Y) = \sum_{i=1}^n (Y_i - \hat{\mu}_0(X_i)) T_i^* g(X_i).$$

Any reward function in this family induces the desired agent best response.

**Theorem 1 (Incentive Alignment).** Suppose $\hat{\mu}_0(x)$ is unbiased, and $\pi$ is unconstrained. For any function $g : \mathcal{X} \to \mathbb{R}^+$, $w^0_{TT}$ yields an agent best response with regret $R(\pi w^0_{TT}) = 0$.

Theorem 1 shows that reweighting the reward function by any function of the covariates $X$ does not hurt incentive alignment. Thus, the principal may choose functions $g_k$ for each agent to achieve desirable ranking properties. Specifically, setting $g_k$ to reweight each agent’s covariate distribution to the reference distribution $P_{X_k}$ satisfies both ranking properties in Definitions 1 and 2.

**Theorem 2 (Ranking Desiderata Satisfied).** Let $P_{X_k}$ be absolutely continuous with respect to $P_{X_0}$, and let $g_k = \frac{dP_{X_k}}{dP_{X_0}}$ be the normalized Radon–Nikodym derivative of the reference distribution $P_{X_0}$ with respect to agent $k$’s covariate distribution $P_{X_k}$. Then setting $w_k$ to be $w^0_{TT}$ for agent $k$’s treatment population satisfies both ranking properties in Definitions 1 and 2 as long as $\Pi_k$ is unconstrained and treatment effects are nonnegative, $\tau^k(x) \geq 0$, for all $k \in \{1,...,K\}$.

Theorem 2 shows that a simple distributional reweighting can achieve the desirable ranking properties that preserve treatment effect ordering both uniformly over all $\mathcal{X}$ and relatively to some reference population $P_{X_0}$. In practice, if the exact Radon–Nikodym derivatives are not known, the importance sampling literature contains many techniques for estimating expectations with distributional reweighting (Owen, 2013). Overall, this simple reweighting modification of the total treatment effect score function addresses important policy considerations when quality measures are used for ranking.

### 5 INFORMATION ASYMMETRY

So far, the incentive alignment and ranking properties have relied on the assumption that both principal and agent operate with the same covariate information $X$. In practice, Dranove et al. (2003) remark that “providers may be able to improve their ranking by selecting patients on the basis of characteristics that are unobservable to the analysts but predictive of good outcomes.” Under such information asymmetry, we show that even the optimistic assumption of an unbiased estimator $\hat{\mu}_0(x)$ is not enough to guarantee zero regret. We both upper and lower bound regret in terms of the additional heterogeneity observed by the agent.

Suppose the agent observes additional covariates $U_i \in \mathcal{U}$, and selects a treatment rule $\pi : \mathcal{X}, \mathcal{U} \to [0, 1]$. Suppose the principal still observes only $\{X_i, T^*_i, Y_i\}_{i=1}^n$, and chooses a reward function $w(X, T^*, Y)$ that does not depend on $U_i$. Let $\mu_0(X, U) = E[Y_i(t)|X, U]$ and $\tau(X, U) = E[Y_i(1) - Y_i(0)|X, U]$. The utility and regret are still defined as in Section 2.

Applying the optimal reward function from the full information setting in Section 3, suppose the principal rewards the agent with the total treatment effect $w_{TT}$. As in Section 3, suppose the principal applies an unbiased estimator $\hat{\mu}_0(X)$ of the untreated potential outcome conditional on $X$, with $E[\hat{\mu}_0(x)] = \mu_0(x)$ $\forall x \in \mathcal{X}$. Note that the principal identifies $\mu_0(X)$, but not $\hat{\mu}_0(X, U)$. We show that the regret is bounded if the effect of the agent’s private information $U_i$ on the untreated potential outcomes is bounded.

**Assumption 2 (Bounded Heterogeneity).** The effect of $U_i$ on the conditional untreated potential outcome is bounded as $E[|\mu_0(X_i) - \hat{\mu}_0(X_i, U_i)|] \leq \gamma_{marg}$.

Note that $\mu_0(X_i) = E[\mu_0(X_i, U_i)|X_i]$. Thus, the het-
ergeninity bound is akin to bounding a statistical error between the conditional untreated potential outcome $\mu_0(X_i, U_i)$ known to the agent, and “marginal” $\mu_0(X_i)$ estimated by the principal. We can both upper and lower bound the regret in terms of this error:

**Theorem 3** (Regret With Information Asymmetry). Suppose $\mu_0(x)$ is unbiased. Under Assumption 2, the regret is upper bounded as $R(\pi^{w_{TT}}) \leq 2\gamma_{marg}$.

This upper bound is tight up to a linear constant.

**Proposition 5.** $\forall \epsilon > 0$, there exist distributions of $X_i, U_i, Y_i(0), Y_i(1)$ wherein $R(\pi^{w_{TT}}) \geq \gamma_{marg} - \epsilon$.

Thus, this notion of *heterogeneity* is key to determining regret under information asymmetry. As a realistic example of cases when Assumption 2 might be satisfied, studies of cardiovascular disease risk have shown that “the magnitude of risk related to smoking is far larger than any ostensible benefit related to moderate drinking” (Mukamal, 2006). Thus, if $U$ were some attribute for which the relative effect on top of $X$ was small, then $\gamma_{marg}$ would be small. On the other hand, Rodgers et al. (2019) report that sex hormones and diabetes have confounding effects on cardiovascular disease risk. If $X$ and $U$ have strong confounding effects on $Y(0)$, then $\gamma_{marg}$ could be large.

**Information asymmetry and confounding.** Information asymmetry relates closely to the possibility of confounding bias in the estimator $\hat{\mu}_0(x)$. First, the agent’s knowledge of $U$ could mean that the data source from which the principal estimated $\mu_0(x)$ was also confounded by $U$. In this case, the literature on sensitivity analysis and policy learning with unsupervised confounding proposes a range of robust estimates for $\mu_0(x)$ (see, e.g., Yadlowsky et al., 2022; Kallus and Zhou, 2018). In our setting, robust estimation of $\mu_0(x)$ is not enough, since the agent’s treatment rule can depend on $U$. Still, the minimax techniques from these works may be a useful avenue for designing future robust reward functions $w$. Second, information asymmetry can exacerbate confounding if the agent were able to directly affect the principal’s estimator $\hat{\mu}_0(x)$, which may happen if, e.g., the principal were to estimate $\hat{\mu}_0(x)$ from the agent’s untreated units with $T^+_x = 0$. We discuss this case in detail in the Appendix, and show that a stronger assumption yields a similar bound to Theorem 5. Most importantly, our key result is that even without confounding, information asymmetry still causes problems via the agent’s ability to discriminate on $U$.

6 EXPERIMENTS

We turn to several clinical datasets to evaluate the welfare impacts of different quality metrics under different conditions of information asymmetry. We show empirically that the regret incurred by $w_{ATO}$ can be high. We also show that under information asymmetry, regret can be amplified if the principal estimates $\mu_0(x)$ conditioned on some subsets of features. With careful feature selection for $x$, regret may be reduced.

**Horse Colic dataset.** The Horse Colic dataset from the UCI repository (Dua and Graff, 2017) contains $n = 300$ horse colic cases. Horses were either treated with surgery ($T = 1$) or not ($T = 0$), with a treatment rate of 0.6. The 20 covariates include each horse’s age and presenting symptoms such as abdominal distension, pulse, blood test results, etc. (see Appendix for a full list). Our outcome of interest $Y$ is whether the horse lived ($Y = 1$) or died ($Y = -1$). To approximate the mean conditional potential outcomes, we apply a logistic model with interaction terms between the treatment and covariates: $P(Y(t) = 1|X = x) = \sigma(\beta_0 + \beta_1 x + \beta_2 t + \beta_3 x t)$. We estimate the parameters $\beta$ on the dataset using logistic regression, and take these as given to produce $\mu_0(x)$ and $\mu_1(x)$. The fitted $\mu_0(x)$ and $\mu_1(x)$ show 62 horses benefiting from surgery and 146 being better off without surgery. On the horses that would benefit, the average benefit was 0.147, which is fairly significant. The clinical validity of these estimated potential outcomes cannot be verified from this data alone, and we instead take these estimates as synthetic potential outcomes.

**International Stroke Trial dataset.** We also consider data from the International Stroke Collaborative Group (1997), which was a randomized trial studying the effects of drug treatments in acute stroke. Kallus and Zhou (2018) studied this dataset in a different policy learning setting, and we apply a similar setup by comparing treating with high doses of heparin and aspirin ($T = 1$) with aspirin alone ($T = 0$). This leaves $n = 7264$ patients and a treatment rate of 0.33. The 20 covariates include each patient’s age, sex, and clinical symptoms such as prior stroke types and complications. Like Kallus and Zhou (2018), we consider a scalarized outcome score $Y \in [-4, 3]$ that accounts for patient outcomes including death, recovery, and side effects at 14 days and 6 months after treatment (details in the Appendix). We approximate the mean conditional potential outcomes using a linear model with interaction terms between treatment and covariates: $E[Y(t)|X = x] = \beta_0 + \beta_1 x + \beta_2 t + \beta_3 x t$. We fit an OLS estimate of $\beta$, and use the resulting $\mu_0(x)$ and $\mu_1(x)$ functions as synthetic mean conditional potential outcomes. The fitted $\mu_0(x)$ and $\mu_1(x)$ showed...
1360 patients benefiting from heparin and 5904 being better off without heparin. On the patients that would benefit, the average benefit of treatment was 0.025. This tracks with the study’s findings that the benefit of heparin was non-significant and inconclusive.

**Results and discussion.** We first compare the reward functions from Section 3 by calculating the utility and regret empirically over the dataset using the synthetic potential outcomes. Table 1 shows that for both datasets, the utility for $w_{TT}$ is positive and higher for the Horse Colic dataset than for the Stroke Trial dataset, which tracks with the clinical finding that the heparin treatment did not have significant effect. The utility for $w_{ATO}$ is close to zero for both datasets.

Next, we consider the effect of information asymmetry on regret. The last two rows of Table 1 show the regret when the principal applies $w_{TT}$, but either observes no covariates (“no info”) and identifies $E[Y(0)]$, or only observes age and/or sex (“demographic info”) and identifies $E[Y(0)|$demographics]. While conditioning on age has no effect on the Horse Colic dataset, on the Stroke Trial dataset, conditioning on demographics actually *hurts* utility compared to using “no info.” This suggests that it is not always better for the principal to condition on all known information, and thus policymakers should exercise caution in designing stratified quality metrics. For example, CMS currently measures age-specific kidney transplant rates for organ procurement organizations (OPOs) (QCOR, 2023), and our findings question the value of such incomplete stratification under OPO treatment selection. Theoretically, this finding structurally mirrors the phenomenon of *bias amplification* when estimating causal effects with unobserved confounding, where conditioning on more observed features can actually increase bias (Pearl, 2012). Here we observe *regret amplification*, and we encourage replication of similar analyses by regulatory agencies with internal data sources.

We also study a more continuous spectrum of information asymmetry by showing regret as the principal accumulates increasingly large subsets of the available features. Relating this to Section 5, we first sort the features in ascending order of feature importance, as measured by estimating $\gamma_{marg}$ when the principal knows only the individual feature. Then, Figure 1 shows regret when the principal knows increasingly large feature subsets, building up starting from the most “important” feature. Regret is reduced significantly after accounting for less than half of the features. In practice, the principal would not know true values of $\gamma_{marg}$. However, approximations of $\gamma_{marg}$ may serve as a reasonable heuristic for feature selection when a regulator has a large set of known covariates, but needs to prune them for interpretability or cost.

![Figure 1: Regret under fine-grained information asymmetry on the Stroke Trial dataset (Horse Colic in the Appendix). The top plot shows $\gamma_{marg}$ values if the principal only knows each individual feature. The bottom plot shows regret as the principal accumulates features from the left (most important).](image)

**7 CONCLUSIONS**

We have studied the harm to social welfare that occurs when accountability metrics are not aligned with social utility. Even under optimistic assumptions about the availability of an unbiased counterfactual estimate, the potential for regret still exists under information asymmetry with treatment effect heterogeneity. Given the compounded difficulty of estimating causal effects on top of our consideration of treatment incentives and ranking, we recommend that designers exercise caution, humility, and vigilance in their construction of metrics. The task is difficult, but we have established the contours of one potentially fruitful approach.

**7.1 Future work**

There are many important avenues of future work extending from our framework. Information asymmetry presents a prevailing challenge in which we provided bounds on regret, and further analysis on how to improve these regret bounds using ideas from contract design or robust policy learning would be promising and impactful. There is also significant room for modeling
Table 1: Utility and regret comparisons for different reward functions. For each reward function \( w \), we report utility \( V(\pi^w) \), regret \( R(\pi^w) \), and the realized treatment rate \( P(T^w = 1) \).

<table>
<thead>
<tr>
<th>Reward function</th>
<th>Horse Colic dataset</th>
<th>Stroke Trial dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Utility</td>
<td>Regret</td>
</tr>
<tr>
<td>( w_{ATO} )</td>
<td>0.000000</td>
<td>0.1470</td>
</tr>
<tr>
<td>( w_{ATT} )</td>
<td>0.00784</td>
<td>0.1391</td>
</tr>
<tr>
<td>( w_{TT} )</td>
<td>0.14695</td>
<td>0.000</td>
</tr>
<tr>
<td>( w_{TT} ) (no info)</td>
<td>0.09761</td>
<td>0.0493</td>
</tr>
<tr>
<td>( w_{TT} ) (demographic info)</td>
<td>0.09761</td>
<td>0.0493</td>
</tr>
</tbody>
</table>

extensions. While we considered the simplest modeling framework that could capture the incentive effects of quality measures on treatment selection, there are many other significant factors to consider in practice, including uncertainty and variation in treatment costs, competition between agents, and the ability of treatment units (e.g., patients) to decide where to seek treatment. Analyzing end-to-end regret with these additional factors would be valuable future work.
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A ESTIMATING THE UNTREATED POTENTIAL OUTCOME

Our main paper considers incentive problems under the assumption that the principal has access to measures of patient risk through an unbiased estimator of the untreated potential outcome, \( \hat{\mu}_0(x) \) with \( E[\hat{\mu}_0(x)] = \mu_0(x) \).

Obtaining such an unbiased estimator can be difficult. Still, the conditions under which causal estimation can be done are well understood. In this section, we give some examples of sufficient conditions for identification of \( \mu_0(x) \). This is not an exhaustive list, but rather a starting point for analysis of existing data sources.

A.1 Examples of Data Sources

We list two examples of data sources that may contribute to building the estimator \( \hat{\mu}_0 \), along with sufficient conditions for identification.

1. **Auxiliary untreated data.** Suppose the principal has access to an auxiliary dataset \( \{X_j', T_j', Y_j'(0), Y_j'(1)\}_{j=1}^m \). Then the principal may produce an unbiased estimator \( \hat{\mu}_0(x) \) for \( \mu_0(x) \) from this auxiliary dataset if:

   (a) \( \mu'_0(x) = E[Y_j'(0)|X_j'] \) is identifiable from this dataset. A set of sufficient conditions for this would be if ignorability was satisfied, \( \{Y_j'(0), Y_j'(1)\} \perp T_j'|X_j' \), and \( P(T_j' = 0|X_j') > 0 \forall x \in X \), and SUTVA was satisfied, \( Y_j' = Y_j'(T_j') \) (encompassing both consistency and non-interference).

   (b) The relationship between the untreated potential outcome \( Y_j'(0) \) and the covariates \( X_j' \) is the same as in the treatment population between \( Y_i(0) \) and \( X_i \). That is, \( E[Y_j'(0)|X_j'] = E[Y_i(0)|X_i = x] \).

   (c) The support of \( X_j' \) covers the support of \( X_i \). Formally, the distribution of \( X_i \) is absolutely continuous with respect to the distribution of \( X_j' \).

2. **Untreated patients in the treatment population.** In the main paper, we have assumed that the principal only observed outcomes \( Y_i \) for treated units with \( T_i = 1 \). If the principal also observed a fraction of outcomes for untreated units, with \( T_i = 0 \), then these may also be incorporated into the estimate for \( \hat{\mu}_0(x) \). Sufficient conditions for identifying \( \hat{\mu}_0(x) \) from a dataset of the agent’s untreated units are:

   (a) No information asymmetry: the agent’s treatment policy \( \pi \) only depends on \( X_i \). Under this assumption, we have no confounding: \( \{Y_i(0), Y_i(1)\} \perp T_i|X_i \).

   (b) Positivity: \( P(T_i = 0|X_i = x) > 0 \) for all \( x \in X \), and \( Y_i \) is observed for a nonzero proportion of untreated units for all \( x \).

The positivity assumption is particularly tricky. In the principal-agent game, there is no guarantee that the agent’s best response policy \( \pi \) would satisfy positivity. Positivity may be enforced by restricting the treatment rule class \( \Pi \) to only include treatment rules where \( \pi(x) < 1 \), but this may not always be possible or ethical from a policy standpoint. In practice, it may be possible to create a composite dataset that combines data from both sources. That way, data from untreated patients in the treatment population could supplement auxiliary untreated data to produce a better estimator \( \hat{\mu}_0(x) \) than using auxiliary untreated data alone.
A.2 Necessity of Estimating the Untreated Potential Outcome

Here we address the necessity of including an estimate of the untreated potential outcome in the reward function $w$. We show that if $w$ is completely unable to differentiate between different distributions over the untreated potential outcome, perhaps through incorporating some estimate of some function of $Y_i(0)$ or through other constraints (e.g. co-monotonicity of $\mu_1(x)$ and $\mu_0(x)$), then regret is necessarily unbounded.

Formally, let $\mathcal{D}$ denote a distribution over $X_i, Y_i(1), Y_i(0)$. Let $\mathcal{D}'$ denote an alternate distribution such that $E_{\mathcal{D}'}[Y_i(0)|X_i=x] = \mu'_0(x)$, and the joint distribution $X_i, Y_i(1)$ under $\mathcal{D}'$ remains unchanged. Let $Y_i$ continue to denote the observed outcome under treatment assignments $Y_i = Y_i(T^*_i)$, and note that the distribution of $Y_i$ changes under $\mathcal{D}'$ as well. We show that if the reward function $w$ cannot differentiate between worlds $\mathcal{D}$ and $\mathcal{D}'$, then regret will necessarily be unbounded.

**Assumption 3** (Non-degenerate $w$). Assume that $w$ does not always induce a degenerate best response: that is, there exists a distribution $\mathcal{D}$ such that $\arg\max_{\pi \in \Pi} E_\mathcal{D}[w(X, T^*, Y)]$ contains $\pi^w$ with $E_\mathcal{D}[\pi^w(X_i)] > 0$ (in other words, there exists a non-measure-zero set $\tilde{X}$ with $\pi^w(\tilde{x}) > 0 \forall \tilde{x} \in \tilde{X}$).

**Theorem 4.** Suppose $w$ satisfies Assumption 3. Let $\mathcal{S}$ be the set of all pairs of distributions $\mathcal{D}, \mathcal{D}'$ such that the distributions of $X_i, Y_i(1)$ remain unchanged between $\mathcal{D}$ and $\mathcal{D}'$. If for all pairs of distributions $\mathcal{D}, \mathcal{D}' \in \mathcal{S}$, $E_\mathcal{D}[w(X, T^*, Y)] = E_{\mathcal{D}'}[w(X, T^*, Y)]$ for all $\pi$, then regret is unbounded.

**Proof.** Let $\pi' \in \arg\max_{\pi \in \Pi} E_{\mathcal{D}'}[w(X, T^*, Y)]$, with $\pi'(\tilde{x}) = \delta > 0$ for all $\tilde{x} \in \tilde{X}$, with $\tilde{X}$ being a set of measure $\rho > 0$ (which exists by Assumption 3). Let $\mu_1(\tilde{x}) = E[Y_i(1)|X = \tilde{x}] = \alpha$ for all $\tilde{x} \in \tilde{X}$. Let $\mathcal{D}$ be distribution such that $\mu_0(\tilde{x}) = E_{\mathcal{D}}[Y_i(0)|X = \tilde{x}] = \beta$ for all $\tilde{x} \in \tilde{X}$. Since $E_{\mathcal{D}}[w(X, T^*, Y)] = E_{\mathcal{D}'}[w(X, T^*, Y)]$ for all $\pi$, we have $\pi' \in \arg\max_{\pi \in \Pi} E_{\mathcal{D}}[w(X, T^*, Y)]$ as a candidate best response to $w$ under distribution $\mathcal{D}$.

Denote the welfare maximizing policy for distribution $\mathcal{D}$ as

$$\pi^* \in \arg\max_{\pi \in \Pi} E_\mathcal{D}[\pi(X_i)](\mu_1(X_i) - \mu_0(X_i))].$$

Choose $\beta > \alpha$. Then the set of welfare maximizing policies contains a $\pi^*$ with $\pi^*(\tilde{x}) = 0$ for all $\tilde{x} \in \tilde{X}$.

The regret is then

$$R(\pi') = E_\mathcal{D}[(\pi^*(X_i) - \pi'(X_i)](\mu_1(X_i) - \mu_0(X_i))] \geq -\delta (\alpha - \beta) \rho.$$

Fixing $\delta > 0, \rho > 0, \alpha < \infty$ and choosing $\beta$ to be arbitrarily high results in arbitrarily high regret. 

\[ \square \]

B PROOFS FROM SECTION 3 ON REWARD FUNCTION COMPARISONS

This section provides proofs and formal statements for the best responses and regrets corresponding to each reward function in Section 3.

B.1 Notation

Let $\int f(Z) dP_Z$ denote integration of the function $f(Z)$ with respect to the probability measure for the random variable $Z$. Let the bold variable $Z$ denote the vector of i.i.d. random variables $\{Z_i\}_{i=1}^n$. Let $1(\cdot)$ denote an indicator function with

$$1(x \in S) = \begin{cases} 1 & \text{if } x \in S \\ 0 & \text{otherwise.} \end{cases}$$

Let $\pi^w$ denote the agent’s best response for the reward function $w$:

$$\pi^w = \arg\max_{\pi \in \Pi} E[w(X, T^*, Y)].$$

B.2 Additional Reward Function

A simple extension from $w_{ATO}$ would be to measure the total treated outcome (TO):
Reward Function 5 (TO):

\[ w_{TO}(X, T^\pi, Y) = \sum_{i=1}^{n} Y_i T_i^\pi. \quad (1) \]

The unconstrained best response is \( \pi^{w_{TO}}(x) = 1(\mu_1(x) > 0) \). Like \( w_{ATO} \), this incurs unbounded regret; however, this rule treats more people due to treating all individuals for whom the treated outcome is positive. Thus, there is no longer the “creaming” Muller (2019) issue of maximizing the average effect at the expense of the total effect.

**B.3 Formal Statements and Proofs for Agent Best Responses**

We give formal statements and proofs for the agent best responses to the different reward functions stated in Section 3.

**Proposition 6 (ATO Best Response).** Suppose \( \Pi \) is the set of all functions \( \pi : \mathcal{X} \to [0, 1] \), and suppose \( X \) is a discrete random variable supported on \( \mathcal{X} \). Then the agent’s best response to \( w_{ATO} \) is:

\[ \pi^{w_{ATO}}(x) = \begin{cases} 1 & \text{if } x \in \arg\max_x \mu_1(x) \text{ and } \mu_1(x) > 0 \\ 0 & \text{otherwise.} \end{cases} \]

**Proof.** By the tower property,

\[ E[w_{ATO}(X, T^\pi, Y)] = E[E[Y_i|T_i^\pi = 1, X_i]|T_i^\pi = 1] = \int E[Y_i|T_i^\pi = 1, X_i]dP_{X_i|T_i^\pi=1}. \]

Since \( T_i^\pi \) only depends on \( X_i \) by construction, we have the strong ignorability property that \( \{Y_i(0), Y_i(1)\} \perp T_i^\pi | X_i \).

Therefore,

\[ \int E[Y_i|T_i^\pi = 1, X_i]dP_{X_i|T_i^\pi=1} = \mu_1(X_i)dP_{X_i|T_i^\pi=1}. \]

For discrete \( X_i \), this is equal to

\[ \sum_{x \in \mathcal{X}} \mu_1(x)P(X_i = x|T_i^\pi = 1) = \sum_{x \in \mathcal{X}} \mu_1(x) \frac{\pi(x)P(X_i = x)}{\sum_{z \in \mathcal{X}} \pi(z)P(X_i = z)}. \]

The \( \pi \) function that maximizes this is exactly that given in Proposition 6. \( \square \)

As a tool to prove further results, we give the following lemma for the optimal treatment rule.

**Lemma 1 (Optimal Treatment Rule).** If the agent’s treatment rule \( \pi \) depends only on \( X_i \), then the treatment rule \( \pi^* \) that maximizes \( V(\pi) \) is

\[ \pi^*(x) = \begin{cases} 1 & \text{if } \tau(x) > 0 \\ 0 & \text{otherwise.} \end{cases} \]

**Proof.**

\[ V(\pi) = E[Y_i(T_i^\pi) - Y_i(0)] \]
\[ = E[Y_i(T_i^\pi) - Y_i(0)|T_i^\pi = 1]P(T_i^\pi = 1) + E[Y_i(T_i^\pi) - Y_i(0)|T_i^\pi = 0]P(T_i^\pi = 0) \]
\[ = E[Y_i(1) - Y_i(0)|T_i^\pi = 1]P(T_i^\pi = 1). \]

By the tower property,
\[ E[Y_i(1) - Y_i(0)|T_i^\pi = 1] = E[E[Y_i(1) - Y_i(0)|T_i^\pi = 1, X_i]|T_i^\pi = 1]. \]

Since we have ignorability in \( X_i \),
\[ E[Y_i(1) - Y_i(0)|T_i^\pi = 1, X_i] = E[Y_i(1) - Y_i(0)|X_i] = \tau(X_i). \]
Thus,
\[ V(\pi) = E[\tau(X_i)|T_i^\pi = 1]P(T_i^\pi = 1) = \int \tau(X_i)P(T_i^\pi = 1)dP_{X_i|T_i^\pi=1}. \]
By Bayes’ theorem,
\[ \int \tau(X_i)P(T_i^\pi = 1)dP_{X_i|T_i^\pi=1} = \int \tau(X_i)P(T_i^\pi = 1|X_i)dP_{X_i} = \int \tau(X_i)\pi(X_i)dP_{X_i}. \]
The \( \pi \) function that maximizes this is exactly as given in Lemma 1.

**Proposition 7** (ATT Best Response). Suppose \( \Pi \) is the set of all functions \( \pi : X \to [0,1] \), and suppose \( X \) is a discrete random variable supported on \( X \). Then the agent’s best response to \( w_{\text{ATT}} \) is:

\[ \pi_{\text{\WATT}}(x) = \begin{cases} 1 & \text{if } x \in \arg \max_x \tau(x) \text{ and } \tau(x) > 0 \\ 0 & \text{otherwise.} \end{cases} \]

**Proof.**

\[ E[w_{\text{ATT}}(X, T^\pi, Y)] = E[Y_i - \hat{\mu}_0(X_i)|T_i^\pi = 1] \]
\[ = E[Y_i|T_i^\pi = 1] - E[E[\hat{\mu}_0(X_i)|T_i^\pi = 1, X_i]|T_i^\pi = 1]. \]
Since \( E[\hat{\mu}_0(x)] = \mu_0(x) \) for all \( x \in X \), we have \( E[\hat{\mu}_0(X_i)|T_i^\pi = 1, X_i] = \mu_0(X_i) \). Thus,
\[ E[w_{\text{ATT}}(X, T^\pi, Y)] = E[Y_i|T_i^\pi = 1] - E[\mu_0(X_i)|T_i^\pi = 1]. \]
Since we have ignorability in \( X_i \),
\[ E[Y_i|T_i^\pi = 1] = E[E[Y_i|T_i^\pi = 1, X_i]|T_i^\pi = 1] = E[E[Y_i(1)|X_i]|T_i^\pi = 1] = E[\mu_1(X_i)|T_i^\pi = 1]. \]
Combining these,
\[ E[w_{\text{ATT}}(X, T^\pi, Y)] = E[\mu_1(X_i) - \mu_0(X_i)|T_i^\pi = 1] = E[\tau(X_i)|T_i^\pi = 1]. \]
For discrete \( X_i \), this is equal to
\[ \sum_{x \in X} \tau(x)P(X_i = x|T_i^\pi = 1) = \sum_{x \in X} \tau(x) \frac{\pi(x)P(X_i = x)}{\sum_{z \in X} \pi(z)P(X_i = z)}. \]
The \( \pi \) function that maximizes this is exactly that given in Proposition 7.

**Proposition 8** (TO Best Response). Suppose \( \Pi \) is the set of all functions \( \pi : X \to [0,1] \). Then the agent’s best response to \( w_{\text{TO}} \) is:

\[ \pi_{\text{\WTO}}(x) = \begin{cases} 1 & \text{if } \mu_1(x) > 0 \\ 0 & \text{otherwise.} \end{cases} \]

**Proof.**

\[ E[w_{\text{TO}}(X, T^\pi, Y)] = nE[Y_i|T_i^\pi = 1]P(T_i^\pi = 1). \]
Since we have ignorability in \( X_i \), we have \( E[Y_i|T_i^\pi = 1] = E[\mu_1(X_i)|T_i^\pi = 1] \) (shown in more detail in the above proofs). Thus,
\[ E[w_{\text{TO}}(X, T^\pi, Y)] = nE[\mu_1(X_i)|T_i^\pi = 1]P(T_i^\pi = 1) = n \int \mu_1(X_i)P(T_i^\pi = 1)dP_{X_i|T_i^\pi=1}. \]
By Bayes’ theorem,
\[ n \int \mu_1(X_i)P(T_i^\pi = 1)dP_{X_i|T_i^\pi=1} = n \int \mu_1(X_i)P(T_i^\pi = 1|X_i)dP_{X_i} = n \int \mu_1(X_i)\pi(X_i)dP_{X_i}. \]
The \( \pi \) function that maximizes this is exactly that given in Proposition 8.
Proposition 9 (TT Best Response). Suppose $\Pi$ is the set of all functions $\pi : \mathcal{X} \rightarrow [0, 1]$. Then the agent’s best response to $w_{TT}$ is:

$$\pi_{TT}(x) = \begin{cases} 1 & \text{if } \tau(x) > 0 \\ 0 & \text{otherwise.} \end{cases}$$

Proof. 

$$E[w_{TT}(X, T, Y)] = nE[Y_i - \mu_0(X_i)|T_i^\pi = 1]P(T_i^\pi = 1).$$

Since we have ignorability in $X_i$, we have $E[Y_i|T_i^\pi = 1] = E[\mu_1(X_i)|T_i^\pi = 1]$, (shown in more detail in the above proofs). Since $E[\mu_0(x)] = \mu_0(x)$ for all $x \in \mathcal{X}$, we have $E[\mu_0(X_i)|T_i^\pi = 1] = E[\mu_0(X_i)|T_i^\pi = 1]$. Thus,

$$E[w_{TT}(X, T, Y)] = nE[\tau(X_i)|T_i^\pi = 1]P(T_i^\pi = 1) = nV(\pi).$$

Applying Lemma 1, the $\pi$ function that maximizes this is exactly that given in Proposition 9.

\hfill $\square$

B.4 Regret proofs

We give proofs for the regret bounds stated for each reward function in Section 3.

Proposition 1 (ATO Regret). If the conditional mean untreated potential outcomes $\mu_0(x)$ are unbounded, then the regret for the reward function $w_{ATO}$ may be arbitrarily large.

Proof. We construct an family of distributions for which the regret is unbounded. Let

$$\pi_1 = \begin{cases} 1 & \text{if } \tau(x) > 0 \\ 0 & \text{otherwise.} \end{cases}$$

By Proposition 9, the agent’s best response is $\pi_{ATO}(0) = 0$ and $\pi_{ATO}(1) = 1$.

We illustrate two failure modes for the reward function $w_{ATO}$. First, suppose $\alpha < 0$, and $\beta = 0$. Then the regret is given by

$$R(\pi^w) = \max_{\pi \in \Pi} V(\pi) - V(\pi^w) = -\alpha(1-p) + p - p = -\alpha(1-p).$$

This is unbounded for unbounded $\alpha$. Intuitively, this illustrates an example where the agent ignores the higher treatment effect of the patients with a lower treated outcome, such as sicker patients with higher mortality probability but more benefit from surgery. Since the agent’s best response does not account for the patient’s untreated potential outcome, the agent thus ignores the fact that sicker patients would otherwise have very poor outcomes without treatment. This matches the findings from Dranove et al. (2003).

A second failure mode would be if $\alpha = -1$, and $\beta > 0$. Then the regret is given by

$$R(\pi^w) = (1-p) - p(\beta - 1) = 1 - p\beta.$$

This is also unbounded for unbounded $\beta$. This illustrates an example where the agent treats the patients with a higher treated outcome, even though treatment actually harms those patients, such as healthier patients who might incur more risks or side effects from treatment.

\hfill $\square$

Proposition 2 (ATT Regret). Suppose $\Pi$ is the set of all functions $\pi : \mathcal{X} \rightarrow [0, 1]$. Then the regret for the reward function $w_{ATT}$ is upper bounded by

$$R(\pi^{w_{ATT}}) \leq \max_{\pi \in \Pi} V(\pi).$$

Proof. Let $\pi^* = \arg \max_{\pi \in \Pi} V(\pi)$. Then

$$\pi^*(x) = \begin{cases} 1 & \text{if } \tau(x) > 0 \\ 0 & \text{otherwise.} \end{cases}$$
For rankings to be meaningful, we assume that if the same patient with covariate value

Proposition 3 (TT Regret). If \( E[\mu_0(X)] = \mu_0(X) \), then the regret from applying the reward function \( w_{TT} \) is \( R(\pi^{w_{TT}}) = 0 \).

Proof. As shown in Proposition 9,

\[
E[w_{TT}(X, T, Y)] = nE[\tau(X)]T = 1P(T = 1) = nV(\pi).
\]

Therefore, the agent’s best response \( \pi^{w_{TT}} \) also maximizes \( V(\pi) \) over the same feasible set, II.

C PROOFS FROM SECTION 4 ON RANKING

We give expanded notation and proofs for the results in Section 4 on modifications of \( w_{TT} \) to satisfy ranking desiderata.

C.1 Detailed notation for ranking with multiple agents

We expand the notation for ranking with multiple agents, as applied in Section 4. Suppose there are \( K \) agents, where each agent \( k \) observes its own sample of \( n_k \) patients with covariates \( X^{(k)} = \{X_i^{(k)}\}_{i=1}^{n_k} \) drawn i.i.d. from distribution \( P_{X^{(k)}} \) with support \( \mathcal{X} \). Let \( Y_i^{(k)}(t) \) denote the potential outcomes when agent \( k \) treats the patient with treatment \( t \). Let \( \mu_i^{(k)}(x) = E[Y_i^{(k)}(t)|X_i^{(k)} = x] \), and \( \tau_i^{(k)}(x) = E[Y_i^{(k)}(1) - Y_i^{(k)}(0)|X_i^{(k)} = x] \).

For rankings to be meaningful, we assume that if the same patient with covariate value \( x \) were to be treated by either agent \( j \) or agent \( k \), their potential outcomes would follow each agent’s respective conditional potential outcome distributions for covariate value \( x \). Furthermore, the conditional potential untreated outcome has the same distribution for all \( k \): for each \( x \) \( \in \mathcal{X} \), the distributions \( P_{Y_i^{(k)}(0)|X_i^{(k)} = x} \) are identical for all \( k \in \{1, \ldots, K\} \).

Let \( \mu_0(x) \) denote the shared mean conditional untreated potential outcome, with \( \mu_0^{(k)}(x) = \mu_0(x) \) for all \( k \). In short, one provider not treating a patient is equivalent to another provider not treating the same patient.

Suppose agent \( k \) chooses treatment policy \( \pi_k \), thus producing realized treatments denoted \( T^{\pi_k} = \{T_i^{\pi_k}\}_{i=1}^{n_k} \) and outcomes \( Y_i^{(k)} = Y_i^{(k)}(T_i^{\pi_k}), Y^{(k)} = \{Y_i^{(k)}\}_{i=1}^{n_k} \).

Suppose the reward function \( w \) is used to rank these \( K \) agents in the following way: the principal publishes score functions \( w_k : \mathcal{X}^{n_k} \times \{0,1\}^{n_k} \times \mathbb{R}^{n_k} \rightarrow \mathbb{R} \), and each agent \( k \) gets score \( w_k(X^{(k)}, T^{\pi_k}, Y^{(k)}) \) after choosing their treatment policy \( \pi_k \). The agents are then ranked from highest to lowest score function values.

We assume that each agent seeks to maximize their individual ranking, and make the simplifying assumption that the agents act independently: that is, each agent does not consider the potential actions of other agents when choosing their actions. This may be realistic in a setting with a large number of hospitals serving more-or-less independent populations, though more complex competitive multi-agent models may make for interesting future extensions.

C.2 Proofs

We give proofs for the proposition and theorems from Section 4.

Proposition 4. If

\[
w_k(X^{(k)}, T^{\pi_k}, Y^{(k)}) = \sum_{i=1}^{n_k} (Y_i^{(k)} - \hat{\mu}_0(X_i^{(k)}))T_i^{\pi_k},
\]

then both ranking properties in Definitions 1 and 2 will be violated.
Proof. Suppose for agents $j$ and $k$, $\Pi_j$ and $\Pi_k$ are both unconstrained. For $w_k$ as defined above,

\[
\max_{\pi_j \in \Pi_j} E[w_j(X^{(j)}, T^{\pi_j}, Y^{(k)})] = n_j E[\tau^{(j)}(X^{(j)}) \mathbb{1}(\tau^{(j)}(X^{(j)}) > 0)],
\]

\[
\max_{\pi_k \in \Pi_k} E[w_k(X^{(k)}, T^{\pi_k}, Y^{(k)})] = n_k E[\tau^{(k)}(X^{(k)}) \mathbb{1}(\tau^{(k)}(X^{(k)}) > 0)].
\]

For Definition 1, suppose $\tau^{(j)}(x) \geq \tau^{(k)}(x)$ for all $x \in \mathcal{X}$, and $X^{(j)}$ and $X^{(k)}$ are identically distributed. Then,

\[
E[\tau^{(j)}(X^{(j)}) \mathbb{1}(\tau^{(j)}(X^{(j)}) > 0)] \geq E[\tau^{(k)}(X^{(k)}) \mathbb{1}(\tau^{(k)}(X^{(k)}) > 0)].
\]

Let $n_j, n_k$ be a pair such that

\[
n_j < n_k E[\tau^{(k)}(X^{(k)}) \mathbb{1}(\tau^{(k)}(X^{(k)}) > 0)] E[\tau^{(j)}(X^{(j)}) \mathbb{1}(\tau^{(j)}(X^{(j)}) > 0)].
\]

This immediately results in Definition 1 being violated.

Definition 2 is also violated, since $\tau^{(j)}(x) \geq \tau^{(k)}(x)$ for all $x \in \mathcal{X}$ implies that $E[\tau^{(j)}(X_0)] \geq E[\tau^{(k)}(X_0)]$ for any reference population $P_{X_0}$. However, for the above $n_j, n_k$, we’ve shown that

\[
\max_{\pi_j \in \Pi_j} E[w_j(X^{(j)}, T^{\pi_j}, Y^{(k)})] < \max_{\pi_k \in \Pi_k} E[w_k(X^{(k)}, T^{\pi_k}, Y^{(k)})].
\]

\[\square\]

**Theorem 1** (Incentive Alignment). Suppose $E[\bar{\mu}_0(x)] = \mu_0(x)$, and suppose $\Pi$ is the set of all functions $\pi: \mathcal{X} \rightarrow [0,1]$. For any function $g: \mathcal{X} \rightarrow \mathbb{R}^+$, $w_T^g$ yields an agent best response with zero regret.

Proof. By the tower property,

\[
E[w_T^g(Y, T^\pi, X)] = nP(T^\pi = 1)E[E[(Y_i - \bar{\mu}_0(X_i))g(X_i)|T_i^\pi = 1, X_i]|T_i^\pi = 1]
\]

\[
= nP(T_i^\pi = 1)E[g(X_i)E[Y_i - \bar{\mu}_0(X_i)|T_i^\pi = 1, X_i]|T_i^\pi = 1].
\]

Since $E[\bar{\mu}_0(x)] = \mu_0(x)$ and we have ignorability in $X_i$,

\[
E[Y_i - \bar{\mu}_0(X_i)|T_i^\pi = 1, X_i] = \tau(X_i).
\]

This is shown in more detail in the proof for Proposition 9.

Combining this with the above, we have

\[
E[w_T^g(Y, T^\pi, X)] = nP(T_i^\pi = 1)E[g(X_i)\tau(X_i)|T_i^\pi = 1].
\]

Applying Bayes’ theorem as in Lemma 1,

\[
P(T_i^\pi = 1)E[g(X_i)\tau(X_i)|T_i^\pi = 1] = \int g(X_i)\tau(X_i)P(T_i^\pi = 1)dP_{X_i|T_i^\pi = 1}
\]

\[
= \int g(X_i)\tau(X_i)P(T_i^\pi = 1|X_i)dP_{X_i}
\]

\[
= \int g(X_i)\tau(X_i)p(X_i)dP_{X_i}.
\]

Therefore,

\[
E[w_T^g(Y, T^\pi, X)] = nE[g(X_i)\tau(X_i)p(X_i)].
\]

Since $g(X_i) > 0$, the treatment rule $\pi$ that maximizes this is the same as $\pi^*$ from Lemma 1. Therefore, the regret is zero. \[\square\]
The regret is also still defined as in Section 2.

\[ \text{(Ranking Desiderata Satisfied)} \]

Theorem 2 (Ranking Desiderata Satisfied). Let \( P_{X(k)} \) be absolutely continuous with respect to \( P_{X_0} \), and let \( g_k = \frac{1}{n_k} \frac{dP_{X_0}}{dT_{X(k)}} \) be the normalized Radon–Nikodym derivative of the reference distribution \( P_{X_0} \) with respect to agent \( k \)'s covariate distribution \( P_{X(k)} \). Then

\[ w_k(X^{(k)}, T^{x_k}, Y^{(k)}) = \sum_{i=1}^{n_k} (Y_i^{(k)} - \hat{\mu}_0(X_i^{(k)})) T_i^{x_k} g_k(X^{(k)}) \]

(2)

satisfies both ranking properties in Definitions 1 and 2 as long as \( \Pi_k \) is unconstrained and treatment effects are nonnegative, \( \tau^{(k)}(x) \geq 0 \), for all \( k \in \{1, ..., K\} \).

Proof. As shown in the proof of Theorem 1,

\[ E[w_k(X^{(k)}, T^{x_k}, Y^{(k)})] = n_k E[\tau^{(k)}(X_i^{(k)}) \pi_k(X_i^{(k)}) g_k(X_i^{(k))}]. \]

With \( g_k = \frac{1}{n_k} \frac{dP_{X_0}}{dT_{X(k)}} \), we have

\[ n_k E[\tau^{(k)}(X_i^{(k)}) \pi_k(X_i^{(k)}) g_k(X_i^{(k))}]) = E[\tau^{(k)}(X_0)] \pi_k(X_0)]. \]

Let \( \Pi_j, \Pi_k \) both be unconstrained. Then

\[ \max_{\pi_j \in \Pi_j} E[w_j(X^{(j)}, T^{x_j}, Y^{(k)})] = E[\tau^{(j)}(X_0)] \mathbb{1}(\tau^{(j)}(X_0) > 0)], \]

\[ \max_{\pi_k \in \Pi_k} E[w_k(X^{(k)}, T^{x_k}, Y^{(k)})] = E[\tau^{(k)}(X_0)] \mathbb{1}(\tau^{(k)}(X_0) > 0)]. \]

Definition 1 is immediately satisfied, since \( \tau^{(j)}(x) \geq \tau^{(k)}(x) \) for all \( x \in X \) implies \( E[\tau^{(k)}(X_0)] \mathbb{1}(\tau^{(k)}(X_0) > 0)] \geq E[\tau^{(k)}(X_0)] \mathbb{1}(\tau^{(k)}(X_0) > 0)]. \)

If \( \tau^{(k)}(x) \geq 0 \) for all \( x \in X \) and all \( k \in \{1, ..., K\} \), then Definition 2 is satisfied, since

\[ E[\tau^{(j)}(X_0)] \geq E[\tau^{(k)}(X_0)] \implies E[\tau^{(j)}(X_0)] \mathbb{1}(\tau^{(j)}(X_0) > 0)] \geq E[\tau^{(k)}(X_0)] \mathbb{1}(\tau^{(k)}(X_0) > 0)]. \]

\[ \square \]

D PROOFS AND ADDITIONAL RESULTS FOR SECTION 5 ON INFORMATION ASYMMETRY

In this section, we give proofs and additional regret bound results for Section 5 on information asymmetry. First, we prove the regret bounds in Section 5 when \( \hat{\mu}_0(x) \) is estimated from auxiliary data where the mean untreated potential outcome conditioned on \( X, \mu_0(x) \), is identifiable.

Second, we prove similar results when \( \hat{\mu}_0(x) \) is estimated from the untreated units in the treatment population, where \( T^\pi = 0 \). Under information asymmetry, the mean untreated potential outcome conditioned on \( X, \mu_0(X) \), is no longer identifiable. Therefore, \( \hat{\mu}_0(x) \) will be subject to confounding bias. Still, if we apply a similar but stronger assumption than Assumption 2, we can get similar regret bounds to Theorem 3.

D.1 Detailed notation for information asymmetry

We model information asymmetry in our principal agent game as follows: suppose the agent observes additional covariates per patient \( U_i \in U \), and selects a treatment rule \( \pi : X, U \rightarrow [0, 1] \) from a feasible set of treatment rules \( \Pi \), with \( \pi(X, U) = P(T_i^\pi = 1|X, U) \). Suppose the principal still observes only \( \{X_i, T_i^\pi, Y_i\}_{i=1}^n \), and chooses a reward function \( w : X^n \times \{0, 1\}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) with which to reward the agent. Notably, the principal’s reward function \( w \) cannot depend on \( U \). Let \( \rho_i(X, U) = E[Y_i(t)|X, U] \) and \( \tau(X, U) = E[Y_i(1) - Y_i(0)|X, U] \).

The utility is still defined as in Section 2, and with the additional \( U \) variable can be rewritten as

\[ V(\pi) = E[\pi(X_i, U_i)]\tau(X_i, U_i)]. \]

The regret is also still defined as in Section 2.
D.2 Proofs for regret bounds with unbiased counterfactual estimate

Suppose the principal estimates the mean conditional untreated potential outcome from auxiliary data \(\{X_j', T_j, Y_j'\}_{j=1}^m\) drawn i.i.d. from auxiliary dataset \(Q\), denoted \(\hat{\mu}_Q^0(x)\). Suppose we have a “best case scenario” where the relationship between \(X_j'\) and \(Y_j'(0)\) is the same in the auxiliary data as the relationship between \(X_i\) and \(Y_i(0)\) in the treatment population, and the mean untreated potential outcome conditional on \(X_j'\) is identifiable from \(Q\), such that

\[
E[\hat{\mu}_Q^0(x)] = E[Y_j'(0)|X_j' = x] = E[Y_i(0)|X_i = x].
\]

Outside of this ideal setting, any distribution shift or problems with identifiability in the \(Q\) dataset would increase the regret. Proposition 10 below is an intermediate result that does not actually rely on identifiability of \(\mu_0(x)\), and may provide a good starting point for future analyses of distribution shift or non-identifiability. To simplify the proofs below, we first give Lemma 2.

**Lemma 2.** Under information asymmetry,

\[
E[w_{TT}(X, T^*, Y)] = n(E[\pi(X_i, U_i)\mu_1(X_i, U_i)] - E[\pi(X_i, U_i)\hat{\mu}_0(X_i)]).
\]

**Proof.** We have previously shown that

\[
E[w_{TT}(X, T^*, Y)] = nP(T_i^* = 1)E[Y_i - \hat{\mu}_0(X_i)|T_i^* = 1]
\]

\[
= n(P(T_i^* = 1)E[Y_i|T_i^* = 1] - P(T_i^* = 1)E[\hat{\mu}_0(X_i)|T_i^* = 1]).
\]

Considering the first term, since we have ignorability in \(X_i\) and \(U_i\),

\[
P(T_i^* = 1)E[Y_i|T_i^* = 1] = P(T_i^* = 1)E[E[Y_i|X_i, U_i, T_i^* = 1]|T_i^* = 1]
\]

\[
= P(T_i^* = 1)E[\mu_1(X_i, U_i)|T_i^* = 1]
\]

\[
= P(T_i^* = 1)\int \mu_1(X_i, U_i) dP_{X_i, U_i|T_i^* = 1}
\]

\[
= \int \mu_1(X_i, U_i)P(T_i^* = 1|X_i, U_i) dP_{X_i, U_i}
\]

\[
= E[\pi(X_i, U_i)\mu_1(X_i, U_i)].
\]

For the second term, we again apply Bayes’ theorem:

\[
P(T_i^* = 1)E[\hat{\mu}_0(X_i)|T_i^* = 1] = P(T_i^* = 1)\int \hat{\mu}_0(X_i) dP_{X_i, U_i|T_i^* = 1}
\]

\[
= \int \hat{\mu}_0(X_i)P(T_i^* = 1|X_i, U_i) dP_{X_i, U_i}
\]

\[
= E[\pi(X_i, U_i)\hat{\mu}_0(X_i)].
\]

\[\square\]

**Proposition 10.** Suppose the principal applies the reward function \(w_{TT}\) with an estimate \(\hat{\mu}_Q^0(X)\). Then the regret is bounded by the average bias in the conditional untreated potential outcome estimate.

\[
R(\pi^w) \leq 2E[|\hat{\mu}_Q^0(X_i) - \mu_0(X_i, U_i)|].
\]

**Proof.** Let \(\hat{V}(\pi) = \frac{1}{n}E[w_{TT}(X, T^*, Y)]\). Then \(\pi_{w_{TT}}\) maximizes \(\hat{V}(\pi)\) as well.

\[
V(\pi^*) - V(\pi_{w_{TT}}) \leq V(\pi^*) - V(\pi_{w_{TT}}) + \hat{V}(\pi_{w_{TT}}) - \hat{V}(\pi^*)
\]

\[
\leq |V(\pi^*) - \hat{V}(\pi^*)| + |\hat{V}(\pi_{w_{TT}}) - V(\pi_{w_{TT}})|
\]

\[
\leq 2\max_{\pi \in \Pi} |\hat{V}(\pi) - V(\pi)|
\]

\[
= 2\max_{\pi \in \Pi} |E[\pi(X_i, U_i)(\hat{\mu}_Q^0(X_i) - \mu_0(X_i, U_i))]|.
\]
where the last line follows from Lemma 2. By Jensen’s inequality,
\[
\max_{\pi \in \Pi} |E[\pi(X, U) (\hat{\mu}_0(X_i) - \mu_0(X_i, U_i))]| \leq \max_{\pi \in \Pi} E[|\pi(X, U_i) - \mu_0(X_i, U_i)|]
\leq E[|\hat{\mu}_0(X_i) - \mu_0(X_i, U_i)|].
\]

\[\square\]

**Theorem 3** (Regret With Information Asymmetry). If the principal applies the reward function from \(w_{TT}\) with an unbiased estimate \(\hat{\mu}_0(X)\) where \(E[\hat{\mu}_0(x)] = \mu_0(x)\), then under Assumption 2, the regret is upper bounded as
\[
R(\pi^{w_{TT}}) \leq 2\gamma_{\text{marg}}.
\]

**Proof.** This follows similarly to the proof of Proposition 10:
\[
V(\pi^*) - V(\pi^{w_{TT}}) \leq V(\pi^*) - V(\pi^{w_{TT}}) + \hat{V}(\pi^{w_{TT}}) - \hat{V}(\pi^*)
\leq |V(\pi^*) - V(\pi^{w_{TT}})| + |V(\pi^{w_{TT}}) - V(\pi^{w_{TT}})|
\leq 2\max_{\pi \in \Pi} |V(\pi) - V(\pi)|
= 2\max_{\pi \in \Pi} |E[\pi(X, U_i) (\hat{\mu}_0(X_i) - \mu_0(X_i, U_i))]|.
\]

By the tower property,
\[
E[\pi(X, U) \hat{\mu}_0(X)] = E[E[\hat{\mu}_0(X_i) \pi(X_i, U_i)|X_i, U_i]]
= E[\pi(X_i, U_i) E[\hat{\mu}_0(X_i)|X_i, U_i]]
= E[\pi(X_i, U_i) \mu_0(X_i)].
\]

Therefore,
\[
E[\pi(X_i, U_i) (\hat{\mu}_0(X_i) - \mu_0(X_i, U_i))] = E[\pi(X_i, U_i) (\mu_0(X_i) - \mu_0(X_i, U_i))].
\]

By Jensen’s inequality,
\[
\max_{\pi \in \Pi} |E[\pi(X_i, U_i) (\mu_0(X_i) - \mu_0(X_i, U_i))]| \leq \max_{\pi \in \Pi} E[|\pi(X_i, U_i) (\mu_0(X_i) - \mu_0(X_i, U_i))|]
\leq E[|\mu_0(X_i) - \mu_0(X_i, U_i)|].
\]

The regret bound then follows directly from Assumption 2 which says that
\[
E[|\mu_0(X_i) - \mu_0(X_i, U_i)|] \leq \gamma_{\text{marg}}.
\]

\[\square\]

**Proposition 5.** For all \(\epsilon > 0\), there exists a distribution of \(X_i, U_i, Y_i(0), Y_i(1)\) wherein \(R(\pi^{w_{TT}}) \geq \gamma_{\text{marg}} - \epsilon\).

**Proof.** We construct a family of distributions of \(X_i, U_i, Y_i(0), Y_i(1)\) that achieves this regret bound. Let \(U \in \{0, 1\}\), with \(P(U = 1) = 1/2\). Suppose \(X\) is entirely uncorrelated with \(Y_i(0), Y_i(1)\), such that \(E[Y(t)|X] = E[Y(t)] = \mu_t\). For \(\alpha > 0, \beta > 0\), let
\[
\mu_1(x, u) = \begin{cases} 0 & \text{if } u = 1 \\ \beta & \text{if } u = 0 \end{cases}, \quad \mu_0(x, u) = \begin{cases} -\alpha & \text{if } u = 1 \\ \alpha & \text{if } u = 0 \end{cases}
\]

which also means that \(\mu_0(x) = \mu_0 = 0\) for all \(x\). Suppose \(\Pi\) includes all functions \(\pi : \mathcal{X}, \mathcal{U} \to [0, 1]\). Then by Lemma 2, and assuming \(\mu_0(x)\) is unbiased, we have
\[
E[w_{TT}(X, T^t, Y)] = n(E[\pi(X_i, U_i)(\mu_1(X_i, U_i) - \mu_0(X_i))].
\]

The resulting policy \(\pi^{w_{TT}}\) that maximizes this is
\[
\pi^{w_{TT}}(x, u) = \begin{cases} 0 & \text{if } u = 1 \\ 1 & \text{if } u = 0 \end{cases}.
\]
Suppose $\beta < \alpha$. Then the optimal policy is

$$
\pi^*(x, u) = \begin{cases} 
1 & \text{if } u = 1 \\
0 & \text{if } u = 0 
\end{cases}.
$$

with utility $V(\pi^*) = \frac{\alpha}{2}$. The regret $R(\pi^w_{TT})$ is then

$$
R(\pi^w_{TT}) = \frac{\alpha}{2} - \frac{\beta - \alpha}{2} = \alpha - \frac{\beta}{2}.
$$

Note that $\gamma_{\text{marg}} = \alpha$. For any $\epsilon$, choosing $\beta = \epsilon$ gets $R(\pi^w_{TT}) = \gamma_{\text{marg}} - \frac{\epsilon}{2}$, satisfying the bound in Proposition 5.

### D.3 Additional regret bounds when estimating the counterfactual using agent data

Suppose the principal estimates $\hat{\mu}_0(x)$ from the untreated data from the agent’s treatment population, i.e. those individuals for whom $T_{pi} = 0$. As discussed in Sections 5 and A, under full information symmetry, the mean conditional untreated potential outcome is identifiable as long as the agent’s treatment rule class $\Pi$ maintains positivity, $\pi(x) > 0$ for all $x \in X$. Under information asymmetry, positivity is no longer sufficient for identifiability, as the agent’s additional information makes $T_{pi}$ depend on $U_i$, and thus ignorability in $X_i$ is no longer satisfied.

Still, we can analyze what happens when the principal constructs a counterfactual estimator from the agent’s untreated outcomes. This estimator depends on the agent’s treatment rule $\pi$, and unlike in Section A, information asymmetry means that the agent’s treatment rule $\pi$ affects this estimator as well. Let $\hat{\mu}_0(X) = E[Y_i | T^\pi = 0, X]$ denote the principal’s estimate of the mean untreated potential outcome from the agent’s data.

As with the auxiliary data, if we assume a bound on how much $U_i$ affects the untreated potential outcome given $X_i$, we can still bound the regret if the principal were to apply the reward function $w_{TT}$ using $\hat{\mu}_0(X)$. However, the required assumption is a bit stronger.

**Assumption 4.** The maximum effect of the unobserved attributes $U$ on the conditional untreated potential outcome is bounded on average. Define the maximum difference in the untreated potential outcome for a given $x, u$ to be

$$
\Delta(x, u) = \max_{\tilde{u} \in \mathcal{U}} |\mu_0(x, u) - \mu_0(x, \tilde{u})|.
$$

The average difference is bounded as:

$$
E[\Delta(X, U)] \leq \gamma_{\text{max}}.
$$

Assumption 4 is stronger than Assumption 2 in the sense that Assumption 2 is not sufficient to bound the regret when the principal estimates the mean conditional untreated potential outcome from the agent’s data using $\hat{\mu}_0(X)$. Furthermore, the bound in Assumption 4 implies that Assumption 2 is satisfied with $\gamma_{\text{marg}} \leq \gamma_{\text{max}}$. Intuitively, Assumption 4 is not sufficient to bound the regret when the principal uses $\hat{\mu}_0(X)$ because the agent can choose $\pi$ to allocate treatment to single values of $\tilde{u} \in \mathcal{U}$, such that $\hat{\mu}_0(x)$ ends up matching a single value $\mu_0(x, \tilde{u})$.

More generally, Assumption 4 is closer to bounds from sensitivity analysis on expected outcome functions under unobserved confounding Kennedy (2022). While many existing sensitivity analyses bound the effect of unobserved confounding on treatment in prior data Yadlowsky et al. (2022), in this case the agent’s simultaneous treatment selection with data collection makes it less reasonable to bound the dependence of the treatment on $U$.

**Theorem 5.** Suppose for all $\pi \in \Pi$, $\pi(x, u) > 0$ for all $x \in X$, $u \in \mathcal{U}$. If the principal applies the reward function $w_{TT}$ using an estimate $\hat{\mu}_0^\pi(x)$, then under Assumption 4, the regret is upper bounded as

$$
R(\pi^w) \leq 2\gamma_{\text{max}}.
$$
Proof. This also follows similarly to the proof of Proposition 10:
\[
V(\pi^*) - V(\pi^{w_{TT}}) \leq V(\pi^*) - V(\pi^{w_{TT}}) + \hat{V}(\pi^{w_{TT}}) - \hat{V}(\pi^*) \\
\leq |V(\pi^*) - \hat{V}(\pi^*)| + |\hat{V}(\pi^{w_{TT}}) - V(\pi^{w_{TT}})| \\
\leq 2 \max_{\pi \in \Pi} |V(\pi) - V(\pi^*)| \\
= 2 \max_{\pi \in \Pi} |E[\pi(X_i, U_i)(\hat{\mu}_0^\pi(X_i) - \mu_0(X_i, U_i))]|.
\]

By Jensen’s inequality,
\[
\max_{\pi \in \Pi} |E[\pi(X, U)(\hat{\mu}_0^\pi(X) - \mu_0(X, U))]| \leq \max_{\pi \in \Pi} E[\pi(X, U)|\hat{\mu}_0^\pi(X) - \mu_0(X, U)|] \\
\leq \max_{\pi \in \Pi} E[|\hat{\mu}_0^\pi(X) - \mu_0(X, U)|]
\]

Define
\[
\Delta^\Pi(x, u) = \max_{\pi \in \Pi} |\hat{\mu}_0^\pi(x) - \mu_0(x, u)|.
\]

Since for all \( \pi \in \Pi, \pi(x, u) > 0 \) for all \( x \in \mathcal{X}, u \in \mathcal{U} \), we can apply Lemma 3 below, which says that \( \hat{\mu}_0^\pi(x) \in [\min_u \mu_0(x, u), \max_u \mu_0(x, u)] \). Therefore, for all \( x, u \),
\[
\Delta^\Pi(x, u) \leq \Delta(x, u).
\]

Putting this together,
\[
\max_{\pi \in \Pi} E[|\hat{\mu}_0^\pi(X) - \mu_0(X, U)|] \leq E[\max_{\pi \in \Pi} |\hat{\mu}_0^\pi(X) - \mu_0(X, U)|] \leq E[\Delta^\Pi(X, U)] \leq E[\Delta(X, U)].
\]

Therefore, under assumption 4, \( R(\pi^w) \leq 2\gamma_{\text{max}} \).

Lemma 3. Suppose that for all \( \pi \in \Pi, P_{U|X=x, T^*=0} \) is a well defined probability distribution. Let \( \hat{\mu}_0^\pi(x) = E[Y|X = x, T^* = 0] \). Then for all \( \pi, \hat{\mu}_0^\pi(x) \in [\min_u \mu_0(x, u), \max_u \mu_0(x, u)] \).

Proof. We decompose \( \hat{\mu}_0^\pi(x) \) as
\[
\hat{\mu}_0^\pi(x) = E[Y|X = x, T^* = 0] = \int \mu_0(x, u) dP_{U|X=x, T^*=0}
\]

For any \( \pi, \int \mu_0(x, u) dP_{U|X=x, T^*=0} = \int \mu_0(x, u) dW(u) \) for some distribution \( W \); therefore,
\[
\left\{ \int \mu_0(x, u) dP_{U|X=x, T^*=0} : \pi \in \Pi \right\} \subseteq \left\{ \int \mu_0(x, u) dW(u) : W \text{ is a distribution over } U, \int dW(u) = 1 \right\}.
\]

Both the maximizer and the minimizer of the smaller set are contained in the larger set. Specifically,
\[
\max_{\pi} \hat{\mu}_0^\pi(x) = \max_{\pi} \int \mu_0(x, u) dP_{U|X=x, T^*=0} \leq \max_{W: \int dW(u) = 1} \int \mu_0(x, u) dW(u) \leq \max_u \mu_0(x, u)
\]
\[
\min_{\pi} \hat{\mu}_0^\pi(x) = \min_{\pi} \int \mu_0(x, u) dP_{U|X=x, T^*=0} \geq \min_{W: \int dW(u) = 1} \int \mu_0(x, u) dW(u) \geq \min_u \mu_0(x, u)
\]

Therefore, for all \( \pi, \hat{\mu}_0^\pi(x) \in [\min_u \mu_0(x, u), \max_u \mu_0(x, u)] \).

Overall, we have discussed two plausible data collection settings for the principal to estimate \( \mu_0(x) \) to implement the reward function \( w_{TT} \). In the first setting using auxiliary data where \( \mu_0(x) \) is identifiable, the regret is bounded by the gap between the conditional effects of \( U \) on \( Y_i(0) \) and the marginal effect of only \( X \) on \( Y_i(0) \). In the second setting using untreated units from the agent’s treatment population, \( \mu_0(x) \) is not identifiable, and the regret can be bounded under a stronger assumption on the sensitivity of \( \mu_0(X, U) \) to the agent’s private information \( U_i \).
E ADDED EXPERIMENT DETAILS AND RESULTS

We give additional experiment details and results here.

E.1 Implementation

All experiment code is available at https://github.com/serenalwang/counterfactual_metrics. All models were trained using the linear regression and logistic regression packages from scikit-learn (Pedregosa et al., 2011). All categorical features were one-hot encoded.

E.2 Additional dataset details

We provide additional setup and training details for each dataset.

E.2.1 Horse Colic dataset

For the Horse Colic dataset from UCI Dua and Graff (2017), we let \( X \) consist of all features observed prior to surgery, which includes 13 categorical features and 7 numerical features. All features used are listed in Figure 3. We removed all examples in which the horse was euthanized, and used the remaining “outcome” variable as \( Y \), which includes all clinical data prior to treatment, which includes all “Randomisation data” except for dates and times. This dataset, and did not use the “test” dataset included in the UCI directory.

To simulate \( \mu_t(x) \), we assume that the outcome distribution takes the parametric form,

\[
P(Y(t) = 1|X = x) = \sigma(\beta_0 + \beta_1^T x + \beta_2 t + \beta_3^T xt)
\]

where \( \sigma(x) = \frac{1}{1+e^{-x}} \) is the standard logistic function.

We trained a logistic regression model of \( Y \) on \( X, T \), and the interaction term \( XT \) to estimate parameters \( \hat{\beta} \), and used the resulting estimate to compute \( \mu_t(x) = \sigma(\hat{\beta}_0 + \hat{\beta}_1^T x + \hat{\beta}_2 t + \hat{\beta}_3^T xt) \). For the fitted model, the AUC was 0.9924, and the accuracy was 0.6824. When computing agent best responses and regret, we take this function \( \mu_t(x) \) to be given as synthetic mean conditional potential outcomes. Note that the clinical validity of \( \mu_t(x) \) as actual potential outcomes cannot be verified from the dataset alone. There may be error in both our unconfoundedness assumption with respect to \( X \), and in the logistic parametric specification of the outcome model.

In Table 1, the “demographic information” for the Horse Colic dataset consists of only the age feature.

E.2.2 International Stroke Trial dataset

For the International Stroke Trial dataset International Stroke Trial Collaborative Group (1997), we let \( X \) include all clinical data prior to treatment, which includes all “Randomisation data” except for dates and times. This includes 17 categorical features and 3 numerical features. All features used are listed in Figure 1. For the outcome variable \( Y \), we apply the negative of the scalarized composite outcome score from Kallus and Zhou (2018). Specifically,

\[
Y = -2 \mathbb{I}(\text{death}) - \mathbb{I}(\text{recurrent stroke}) - 0.5 \mathbb{I}(\text{pulmonary embolism or intracranial bleeding}) - 0.5 \mathbb{I}(\text{other side effects}) + 2 \mathbb{I}(\text{full recovery at 6 months}) + \mathbb{I}(\text{discharge within 14 days}).
\]

This results in \( Y \in [-4, 3] \).

To simulate \( \mu_t(x) \), we assume the conditional mean of the potential outcome distribution has the linear parametric form,

\[
E[Y(t)|X = x] = \beta_0 + \beta_1^T x + \beta_2 t + \beta_3^T xt.
\]

We trained a linear regression model of \( Y \) on \( X, T \), and the interaction term \( XT \) to estimate parameters \( \hat{\beta} \), and used the resulting estimate to compute \( \mu_t(x) = \hat{\beta}_0 + \hat{\beta}_1^T x + \hat{\beta}_2 t + \hat{\beta}_3^T xt \). The fitted RMSE was 1.34 and the \( R^2 \) was 0.26. As with the Horse Colic dataset, when computing agent best responses and regret, we take this function \( \mu_t(x) \) to be given as synthetic mean conditional potential outcomes. In this dataset the unconfoundedness
assumption should hold as this data came from a randomized control trial. However, there may still be error in
the linear parametric specification of the outcome model.

In Table 1, the “demographic information” for the Stroke Trial dataset consists of both the age feature and the sex feature.

**E.3 Effect of better estimates of \( \mu_t(x) \)**

Better estimates of \( \mu_t(x) \) may come from doubly robust estimators. However, the contribution of this work is not to improve estimation methods for \( \mu_t(x) \), nor do the proposed reward policies rely on the quality or variance of \( \mu_t(x) \) estimators. The quality of \( \mu_t(x) \) only affects the how well the regrets reported in experiments might approximate real regrets. This is because in experiments, we estimate \( \mu_t(x) \) to simulate potential outcomes for two purposes: (i) simulating the agent’s perception of potential outcomes and thus yielding the agent’s best responses; and (ii) calculating an approximate regret. Better estimates of \( \mu_t(x) \) would improve the alignment with both of these simulations with reality.

Our theory only assumes that the principal has an estimator \( \hat{\mu}_0(x) \) which is unbiased with respect to the agent’s perceived \( \mu_0(x) \) function which the agent uses to calculate their best response. For the experiments, this unbiasedness assumption is true, as we assume both principal and agent have access to the same synthetic \( \mu_t(x) \) values. We do not directly simulate the principal’s calculation of \( \hat{\mu}_0(x) \) from a subset of the data, since this would not affect the actions of the expectation maximizing agent.

The main limitation of our experiments is that in the absence of true counterfactual outcomes, they rely on parametric estimates of \( \mu_t(x) \) which we can’t guarantee are well specified. An ideal dataset for evaluating true welfare impacts would have a structure that identifies \( P_X \) and \( \mu_t(x) \), where \( \mu_t(x) \) ideally matches the agent’s perceived mean conditional potential outcomes. While we can’t guarantee that our estimated imputed values for \( \mu_t(x) \) match real providers, our experiments provide a structure by which such experiments could be run in the future if regulatory agencies have internal access to more ideal data, perhaps even through surveying providers themselves.

**E.4 Calculating \( \gamma_{\text{marg}} \)**

When simulating information asymmetry, we compute empirical estimates of \( \gamma_{\text{marg}} \) over the data. For each individual feature in Figures 1 and 3, let \( X \) represent the individual feature, and let \( U \) represent the set of all other features. We use the full regression result as \( \mu_0(x, u) \). To calculate \( \mu_0(x) \) where \( x \) represents the individual feature, we take the empirical conditional mean over the dataset:

\[
\mu_0(x) = \frac{\sum_{i=1}^{n} \mu_0(X_i, U_i) \mathbb{1}(X_i = x)}{\mathbb{1}(X_i = x)}.
\]

Then, \( \gamma_{\text{marg}} \) is calculated empirically over the dataset as

\[
\gamma_{\text{marg}} = \frac{1}{n} \sum_{i=1}^{n} |\mu_0(X_i) - \mu_0(X_i, U_i)|.
\]

We take these empirical estimates as given in the absence of a closed form for the joint distribution of all features. More sophisticated Bayesian distribution estimation or smoothing may produce different \( \gamma_{\text{marg}} \) estimates.

**E.5 Additional results**

Table 2 shows the utility and regret comparisons for different reward functions, including an additional comparison to Reward Function 5 in the Appendix, \( w_{TO} \).

Figure 2 shows the regrets when the principal knows only each individual feature. Interestingly, use of several of these individual features leads to worse regret than if the principal knew no features and just estimated the marginal expected untreated potential outcome \( E[Y(0)] \). This confirms that the regret amplification effect can occur for features other than the demographic information in Table 1.
We do not explicitly model the agent’s costs, and all budget constraints are contained in the agent’s feasible set of treatment rules II. This may be viewed as considering the agent’s incentives when there is no cost to treatment, thus decoupling our analysis of the agent’s incentives to do well on healthcare report cards from the broader treatment pricing market. In practice, the compensation hospitals and doctors receive for treatment could yield a positive adjustment or sometimes a negative adjustment to their utility per treated unit. Analysis of how other external incentives pair with the quality measure incentives would be interesting future work, but for now we focus on the incentives induced solely by the accountability metrics.

Whether the information asymmetry modeled here is common or severe in the medical space has been debated...
and may change over time. Dranove et al. (2003) remark that “providers may be able to improve their ranking by selecting patients on the basis of characteristics that are unobservable to the analysts but predictive of good outcomes.” However, medical treatment protocols are also generally heavily codified, with online clinical decision support tools becoming increasingly widely used (2022). Still, if the regulatory agency does not have full access to patents’ medical records, then information asymmetry will arise.

Figure 3: Regret under fine-grained information asymmetry on the Horse Colic dataset. The left plot shows $\gamma_{marg}$ values if the principal only knows each individual feature. The right plot shows regret as the principal accumulates features from the left (most important).