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Abstract

Estimating the parameters of ordinary differential equations (ODEs) is of fundamental importance in many scientific applications. While ODEs are typically approximated with deterministic algorithms, new research on probabilistic solvers indicates that they produce more reliable parameter estimates by better accounting for numerical errors. However, many ODE systems are highly sensitive to their parameter values. This produces deep local maxima in the likelihood function – a problem which existing probabilistic solvers have yet to resolve. Here we present a novel probabilistic ODE likelihood approximation, DALTON, which can dramatically reduce parameter sensitivity by learning from noisy ODE measurements in a data-adaptive manner. Our approximation scales linearly in both ODE variables and time discretization points, and is applicable to ODEs with both partially-unobserved components and non-Gaussian measurement models. Several examples demonstrate that DALTON produces more accurate parameter estimates via numerical optimization than existing probabilistic ODE solvers, and even in some cases than the exact ODE likelihood itself.

1 INTRODUCTION

Parameter estimation for ordinary differential equations (ODEs) is an important statistical and machine learning problem in the natural sciences and engineering. Typically this is accomplished via parameter searching algorithms which repeatedly solve the ODE at successive evaluations of the likelihood function. However, many ODE systems are hypersensitive to their input parameters, resulting in sharp local maxima in the likelihood function from which parameter search algorithms may fail to escape (Kohberger et al., 1978; Cao et al., 2011; Dass et al., 2017; Ma et al., 2021; Weber et al., 2018).

Since most ODEs do not have-closed form solutions, they must be approximated by numerical methods. While traditionally this has been done with deterministic algorithms (e.g., Butcher 2008, Griffiths and Higham 2010, Atkinson et al., 2009), a growing body of work in probabilistic numerics (Diaconis 1988, Skilling 1992, Hennig et al., 2015) indicates that probabilistic ODE solvers, which directly account for uncertainty in the numerical approximation, provide more reliable parameter estimates in ODE learning problems (Chkrebtii et al., 2016; Conrad et al., 2017). In particular, probabilistic solvers have the ability to condition on the observed data to guide the ODE solution, which can decrease sensitivity to model parameters (Chkrebtii et al., 2016; Yang et al., 2021; Schmidt et al., 2021; Tronarp et al., 2022). However, due to the increased complexity relative to deterministic solvers, the potential for probabilistic ODE solvers to reduce parameter hypersensitivity in a computationally efficient manner has yet to be fully realized.

Contributions Here we present a novel data-adaptive probabilistic ODE likelihood approximation (DALTON) which attempts to bridge this gap. Several examples will serve to illustrate the following key features of DALTON:

- **Scalability:** Building on the Bayesian filtering paradigm for probabilistic ODE solvers in Tronarp et al. (2019) and subsequent computational developments in Krämer et al. (2022), the DALTON algorithm scales linearly with both the number of time discretization points and the number of ODE variables.

- **Flexibility:** DALTON can be applied to arbitrary
order ODEs with partially-observed components – as can a number of related approximations (e.g., Schmidt et al., 2021; Yang et al., 2021; Tronarp et al., 2022). Unlike these, however, DALTON can also accommodate non-Gaussian measurement models, the utility of which is demonstrated in an application to infectious disease modeling (Section 5.2).

- Robustness: DALTON is able to overcome deep local modes in the ODE likelihood function that existing probabilistic and deterministic solvers cannot. This is demonstrated via insensitivity to initial values of a standard mode-finding algorithm for Bayesian estimation of the parameters of both oscillatory and chaotic ODE systems (examples 5.3 and 5.4), for which DALTON is shown to be more reliable than using the true ODE likelihood itself.

## 2 BACKGROUND

DALTON is designed to solve arbitrary-order multivariable ODE systems which satisfy an initial value problem (IVP). For ease of presentation we focus on first-order systems. The extension to higher-order problems is described in Appendix A. For a multi-variable function \( x(t) = (x_1(t), \ldots, x_d(t)) \), a first-order ODE-IVP is of the form

\[
\dot{x}(t) = f(x(t), t), \quad x(0) = v, \quad t \in [0, T],
\]

where \( \dot{x}(t) = \frac{d}{dt} x(t) \) is the first derivative of \( x(t) \), \( f(x(t), t) = (f_1(x(t), t), \ldots, f_d(x(t), t)) \) is a nonlinear function, and \( v = (v_1, \ldots, v_d) \) is the initial value of \( x(t) \) at time \( t = 0 \).

Unlike deterministic solvers, DALTON employs a probabilistic approach to solving \( (1) \) based on a well-established paradigm of Bayesian nonlinear filtering (Tronarp et al., 2019; Schober et al., 2019; Schmidt et al., 2021; Tronarp et al., 2022). This approach consists of putting a Gaussian Markov process on \( x(t) \) and its first \( q -1 \) derivatives,

\[
X(t) = (x(t), \dot{x}(t), \ldots, \frac{d^{q-1}}{dt^{q-1}} x(t)),
\]

and updating \( X(t) \) with information from the ODE-IVP \( (1) \) at time points \( t = t_0, \ldots, t_N \), where \( t_n = n \cdot \Delta t \) and \( \Delta t = T/N \). Specifically, let \( X_n = X(t_n) \) and consider the general indexing notation \( X_{n,m} = (X_m, \ldots, X_n) \). If \( x(t) \) is the solution to \( (1) \), we would have \( Z_n = x_{n+1} - f(x_n, t_n) = 0 \). Based on this observation, Tronarp et al. (2019) consider a state-space model on \( X_n \) and \( Z_n \) of the form

\[
X_{n+1} | X_n \sim \text{Normal}(QX_n, R)
\]

\[
Z_n \sim \text{Normal}(\hat{x}_n - f(x_n, t_n), V),
\]

where \( Q = Q(\Delta t) \) and \( R = R(\Delta t) \) are determined by the Gaussian Markov process prior on \( X(t) \). The specific Gaussian Markov process prior used in this work is described in Appendix B. The stochastic ODE solution is then given by the posterior distribution \( p(X_{0:N} | Z_{0:N} = 0) \) resulting from model \( (3) \).

As \( N \to \infty \) and \( V \to 0 \), the mode of the posterior distribution \( p(X_{0:N} | Z_{0:N} = 0) \) gets arbitrarily close to the true ODE solution (Tronarp et al., 2021). However, this posterior distribution cannot be sampled from directly unless \( f(x(t), t) \) is a linear function. Alternatives methods include Markov chain Monte Carlo (MCMC) sampling (Yang et al., 2021) and particle filtering (Tronarp et al., 2019). A less accurate but ostensibly much faster approach is to linearize \( (3) \), resulting in the working model

\[
X_{n+1} | X_n \sim \text{Normal}(QX_n, R)
\]

\[
Z_n \sim \text{Normal}(\hat{x}_n - f(x_n, t_n) + a_n, V_n),
\]

where \( V_n \) is a tuning parameter used to capture the discrepancy between \( (3) \) and \( (4) \) with \( V = 0 \). The benefit of the linearized model \( (4) \) is that it gives an approximation to (i) the posterior distribution \( p(X_{0:N} | Z_{0:N} = 0) \), and (ii) the marginal likelihood \( p(Z_{0:N} = 0) \) having linear complexity \( O(N) \) in the number of time discretization points, using standard Kalman filtering and smoothing techniques (Tronarp et al., 2019; Schober et al., 2019). Many linearization approaches can be found in Tronarp et al. (2019); Krämer et al. (2022) and different choices for \( V_n \) are discussed in Schober et al. (2019); Kersting et al. (2020b). Each determines the linearization parameters \( (a_n, B_n, V_n) \) at time \( t = t_n \) in terms of the mean and variance of the Gaussian predictive distribution

\[
p_{\text{lin}}(x_n | Z_{0:n-1} = 0)
\]

induced by the linearized working model \( (4) \) up to time \( t = t_{n-1} \). Perhaps the simplest of these linearization schemes uses a zeroth-order Taylor approximation to \( f(x_n, t_n) \) (Schober et al., 2019), with

\[
a_n = f(\mu_{n-1}, t_n), \quad B_n = 0, \quad V_n = 0,
\]

where \( \mu_{n-1} = E_{\text{lin}}[x_n | Z_{0:n-1} = 0] \). It has been shown that as \( N \to \infty \), the mean and variance of the forward distribution \( p_{\text{lin}}(x_n | Z_{0:n} = 0) \) induced by the linearization \( (5) \) converge, respectively, to the true ODE solution and zero (Kersting et al. 2020b).

## 3 METHODOLOGY

The parameter-dependent extension of the ODE-IVP \( (1) \) is of the form

\[
\dot{x}(t) = f_0(x(t), t), \quad x(0) = v_0, \quad t \in [0, T].
\]

\[\text{Data-Adaptive Probabilistic Likelihood Approximation for Ordinary Differential Equations}\]
The learning problem consists of estimating the unknown parameters of the model $\theta$ which determine $x(t)$ in (*) from noisy observations $Y_{0:M} = (Y_0, \ldots, Y_M)$, recorded at times $t = t'_0, \ldots, t'_M$ under the measurement model

$$Y_{t'} \overset{\text{ind}}{\sim} p(Y_{t'} | x(t'), \phi),$$

(8)

with possibly unknown model parameters $\phi$. In terms of the ODE solver discretization time points $t = t_0, \ldots, t_N$, $N \geq M$, consider the mapping $n(\cdot)$ such that $t_{n(i)} = t'_i$, and the inverse mapping $i(n) = \max\{i : n(i) \leq n\}$. The Bayesian filtering model (3) is then augmented to account for noisy observations from (8) via (e.g., Schmidt et al., 2021)

$$X_{n+1} | X_n \sim \text{Normal}(Q_n X_n, R_n)$$

$$Z_n \sim \text{Normal}(\hat{x}_n - f(x_n, t_n), V)$$

(9)

and variance of the Gaussian predictive distribution induced by \cite{13},

$$p_{\text{lin}}(x_n | Y_{0:i(n-1)}, Z_{0:n-1} = 0),$$

(14)

which conditions both on information from the ODE and the measurements up to time $t = t_{n-1}$. The complete DALTON algorithm for estimating $p(Y_{0:M} | Z_{0:N} = 0, \Theta)$ is provided in Algorithm \cite{14} of Appendix \[E\] in terms of the standard Kalman filtering and smoothing recursions detailed in Appendix \[F\].

### 3.2 Non-Gaussian Measurement Model

For the general measurement model \cite{8}, let $s_{n(i)}$ and $u_{n(i)}$ denote observed and unobserved components of $x(t)$ at time $t = t'_i$, such that $\partial_{x_{n(i)}} p(Y_{t'} | x_{n(i)}, \phi) = 0$ and

$$p(Y_{t'} | x_{n(i)}, \phi) = \exp\{-g_i(Y_{t'} | s_{n(i)}, \phi)\}.$$  

(15)

In order to compute the likelihood (10), again omitting the dependence on $\Theta$ we consider a different identity,

$$p(Y_{0:M} | Z_{0:N} = 0) = \frac{p(Y_{0:M}, X_{0:N} | Z_{0:N} = 0)}{p(X_{0:M} | Y_{0:M}, Z_{0:N} = 0)}$$

$$= \frac{p(X_{0:N} | Z_{0:N} = 0) \prod_{i=0}^{M} \exp\{-g_i(Y_i | s_{n(i)})\}}{p(X_{0:M} | Y_{0:M}, Z_{0:N} = 0)}.$$  

(16)

where the identity holds for any value of $X_{0:N}$. In the numerator of (16), $p(X_{0:N} | Z_{0:N} = 0)$ can be approximated using the Kalman smoothing algorithm applied to the data-free linearized model (4), whereas the product term is obtained via straightforward calculation of (15). As for the denominator of (16), we propose to approximate it by a multivariate normal distribution as follows. First, we note that

$$\log p(X_{0:N} | Y_{0:M}, Z_{0:N} = 0)$$

$$= \log p(X_{0:N} | Z_{0:N} = 0) - \sum_{i=0}^{M} h_i(s_{n(i)}) + c_1,$$  

(17)

where $h_i(s) = g_i^p(Y_i | s)$ and $c_1$ is constant with respect to $X_{0:N}$. Next, we take a second-order Taylor expansion of $h_i(s_{n(i)})$ about a value $s = \hat{s}_{n(i)}$ to be specified momentarily. After simplification this gives

$$h_i(s) \approx \frac{1}{2} (s - \hat{Y}_i)' \nabla^2 h_i(s_{n(i)})(s - \hat{Y}_i) + c_2$$  

(18)

where $\nabla h_i(s)$ and $\nabla^2 h_i(s)$ are the gradient and Hessian of $h_i(s)$, $\hat{Y}_i = \hat{s}_{n(i)} - \nabla^2 h_i(\hat{s}_{n(i)})^{-1} \nabla h_i(\hat{s}_{n(i)})$, and $c_2$ is constant with respect to $s$. Substituting the quadratic approximation (18) into (17), we obtain an estimate of $p(X_{0:N} | Y_{0:M}, Z_{0:N} = 0)$ equivalent to that of a
model with Gaussian observations,
\[
X_{n+1} = X_n \sim \text{Normal}(Q_n X_n, R_n)
\]
\[
Z_n \overset{\text{ind}}{\sim} \text{Normal}(\hat{x}_n - f_0(x_n, t_n), V)
\]
\[
Y_i \overset{\text{ind}}{\sim} \text{Normal}(s_{n(i)}, \nabla^2 h_1(s_{n(i)}))^{-1}).
\]
We may now linearize (19) exactly as in Gaussian setting of Section 3.1 to obtain an estimate
\[
p_{\text{lin}}(X_{0:N} | Y_{0:M}, Z_{0:N} = 0),
\]
which may be computed efficiently using the Kalman smoother. To complete the algorithm, there remains the choice of \(X_{0:N}\) to plug into (16), and the choice of \(s_{n(i)}\) about which to perform the Taylor expansion (18). For the latter, we use \(s_{n(i)} = E_{lin}[s_{n(i)} | Y_{0:M}, Z_{0:N} = 0]\), the predicted mean of the linearized model obtained from (19). For the former, we use \(X_{0:N} = E_{lin}[X_{0:N} | Y_{0:M}, Z_{0:N} = 0]\), the mean of (20), which can also be computed efficiently using the Kalman recursions. Full details of the DALTON algorithm for non-Gaussian measurements are provided in Algorithm 2 of Appendix 2.

Other approximations to \(p(X_{0:N} | Y_{0:M}, Z_{0:N} = 0)\) include Laplace approximations (e.g., Amayo 2006; Bui Quang et al. 2015) and posterior linearization methods (e.g., Särkkä and Svensson 2023). These are likely more accurate than our second-order Taylor approximation (17)–(18) but incur a higher computational cost. Nevertheless, DALTON is conjectured to recover the exact ODE likelihood \(\prod_{i=1}^M \exp\{-g_i(Y_i | s_{n(i)})\}\) as \(N \to \infty\) and \(V \to 0\). Heuristically speaking, this is because (16) is precisely this quantity multiplied by the ratio of data-free and data-dependent posteriors at the true ODE solution. As \(N \to \infty\) we expect the respective linearizations (16) and (20) to be the same, since the underlying state-space models (3) and (19) differ only in the finite amount of information provided by \(Y_{0:M}\), which becomes negligible relative to the infinite amount of information provided by \(Z_{0:N} = 0\).

Nevertheless, DALTON is conjectured to recover the true ODE likelihood as \(N \to \infty\) and \(V \to 0\). Heuristically speaking, this is because our data-dependent linearization (20) is expected to reduce to the data-free linearization (16) as \(N \to \infty\), since they differ only in the finite amount of information provided by \(Y_{0:M}\), which becomes negligible relative to the infinite amount of information provided by \(Z_{0:N} = 0\). Our linearized approximation to the identity (16) is thus expected to reduce to \(\prod_{i=1}^M \exp\{-g_i(Y_i | s_{n(i)})\}\), where the \(s_{n(i)}\) are obtained from the linearized posterior mean \(\hat{X}_{0:N}\) of (20). Provided this converges to the true ODE solution – as in the data-free setting – the true ODE likelihood is recovered. A rigorous derivation of this informal argument is the subject of ongoing work.

4 RELATED WORK

The Bayesian filtering paradigm (3) was formulated by [Tronarp et al. 2019]. Speed and stability improvements on the linearizations presented therein were developed in [Krämer and Hennig 2020]; [Krämer et al. 2022]. Various convergence properties may be found in [Chkrebtii et al. 2016]; [Schober et al. 2019]; [Kersting et al. 2020b].

Gradient matching with Gaussian processes [Calderhead et al. 2009] is an early precursor to the Bayesian filtering paradigm (3). Similar in spirit to deterministic collocation solvers (e.g., Ramsay et al. 2007), a conceptual limitation of this approach is the lack of a generative model on both the Gaussian process \(X(t)\) and the observed data \(Y_{0:M}\) [Barber and Wang 2014], leading to parameter identifiability issues [Macdonald et al. 2015; Wenk et al. 2019]. Moreover, many gradient-matching approaches involve computationally-intensive methods such as MCMC [Barber and Wang 2014; Lazarus et al. 2018] and approximate Bayesian computation (ABC) [Ghosh et al. 2017], though computationally efficient variational approximations have been developed as well (e.g., Donnelinger et al. 2013; Gorbach et al. 2017; Wenk et al. 2019).

Active uncertainty calibration (Kersting and Hennig 2016) formulates the ODE solver as a Gaussian process filtering problem. Not only does this approach allow to naturally extend many deterministic ODE solvers (e.g., Schober et al. 2014; Teymur et al. 2016; Schober et al. 2019; Bosch et al. 2022), it also admits analytic calculations which scale linearly in the number of discretization points \(N\) when a Markov Gaussian process prior is employed. Active uncertainty calibration is operationally equivalent to linearization of the Bayesian filtering model (3), though the latter has the conceptual benefit of separating the desired solution posterior \(p(X_{0:N} | Z_{0:N})\) from the linearization (16) used to approximate it.

Within the Bayesian filtering framework, we highlight the following approaches in which the ODE solver directly conditions on the observed data:

Chkrebtii et al. (2016) uses active uncertainty calibration to stochastically estimate the optimal linearization parameter \(a_n\) in the sense of Kersting and Hennig (2016); Tronarp et al. (2019). However, the nondeterministic \(a_n\) cannot be analytically integrated out, such that inference for \(\Theta\) is conducted by sampling from the joint posterior \(p(\Theta, X_{0:N} | Y_{0:M}, Z_{0:N} = 0)\) uses MCMC techniques.

MAGI (Yang et al. 2021) uses a closed-form expression for the posterior distribution \(p(\Theta, X_{0:N} | Y_{0:M}, Z_{0:N} = 0)\) resulting from the Bayesian filter-
Schmidt et al. (2021) uses a data-driven extended Kalman filter similar to ours, but assumes time-varying parameters for which they give a Gaussian process prior, thus treating them just like the latent ODE process in the nonlinear state-space model. However, their approach cannot be used for constant parameter inference, since linearization in that context is generally leading to biased or even divergent estimates (Ljung 1979).

Fenrir (Tronarp et al. 2022) extends an approach developed in Kersting et al. (2020a). It begins by using the data-free linearization of (4) to estimate \( p(X_{0:N} \mid Z_{0:N} = 0, \theta, \eta) \). This posterior can be sampled from using a (non-homogeneous) Markov chain going backwards in time,

\[
X_N \sim \text{Normal}(b_N, C_N) \\
X_n | X_{n+1} \sim \text{Normal}(A_n X_n + b_n, C_n),
\]

where the coefficients \( A_{0:N-1}, b_{0:N}, \) and \( C_{0:N} \) are derived using the Kalman recursions (Tronarp et al. 2022). Next, Fenrir assumes that Gaussian observations are added to the model, for which the marginal likelihood

\[
p(Y_{0:M} \mid Z_{0:N} = 0, \Theta)
\]

is computed using a Kalman filter on the backward pass of (21). Fenrir is fast, accurate, and compares favorably to both the fast gradient-based solver of Wenk et al. (2019) and various deterministic ODE solvers (Tronarp et al. 2022). The key difference between DALTON and Fenrir is that the latter linearizes before adding the observations to the model (linearize-then-observe), whereas the former does after (observe-then-linearize). Moreover, DALTON can be applied to non-Gaussian errors whereas Fenrir cannot.

Computational Scaling. DALTON scales linearly in both \( N \), the number of time discretization points, and \( d \), the dimension of the ODE solution \( x(t) \). The former is due to the Markov structure of the prior on \( X(t) \), whereas the latter is achieved by using the blockwise linearization of Krämer et al. (2022) (details in Appendix C).

For the Gaussian measurement model (11), the operation count of DALTON and Fenrir is roughly the same, with Fenrir doing one forward and one backward pass through the \( N \) discretization points, and DALTON doing one forward pass for each of \( p(Z_{0:N} = 0 \mid \Theta) \) and \( p(Y_{0:M}, Z_{0:N} = 0 \mid \Theta) \) in (12). For non-Gaussian measurements, DALTON requires roughly twice as many operations as in the Gaussian case, since the former requires one forward and backward pass for each of \( p(X_{0:N} \mid Z_{0:N} = 0, \theta, \eta) \) and \( p(X_{0:N} \mid Y_{0:M}, Z_{0:N} = 0, \Theta) \) in (16).

5 EXAMPLES

We now evaluate the performance of DALTON in several numerical examples of parameter learning. We proceed with a Bayesian approach by postulating a prior distribution \( \pi(\Theta) \) on the full set of parameters \( \Theta = (\theta, \phi, \eta) \), which combined with (10) gives the DALTON posterior

\[
p(\Theta \mid Y_{0:M}) \propto \pi(\Theta) \times \mathcal{L}(\Theta \mid Y_{0:M})
= \pi(\Theta) \times p(Y_{0:M} \mid Z_{0:N} = 0, \Theta).
\]

In all our examples we take the measurement model parameter \( \phi \) to be known.

While (23) can be readily sampled from using MCMC techniques, Bayesian inference can also be achieved by way of a Laplace approximation (e.g., Gelman et al. 2013). Namely, \( p(\Theta \mid Y_{0:M}) \) is approximated by a multivariate normal distribution,

\[
\Theta \mid Y_{0:M} \approx \text{Normal}(\hat{\Theta}, \hat{V}_\Theta),
\]

where \( \hat{\Theta} = \arg \max_\Theta \log p(\Theta \mid Y_{0:M}) \) and \( \hat{V}_\Theta = -\left[ \frac{\partial^2}{\partial \Theta \partial \Theta^T} \log p(\Theta \mid Y_{0:M}) \right]^{-1} \). The Laplace approximation is a popular tool for Bayesian machine learning applications (MacKay 1992; Gianniotis 2019), typically requiring at least an order of magnitude fewer evaluations of \( p(\Theta \mid Y_{0:M}) \) than full Bayesian inference via MCMC. Our Python implementation of DALTON uses the JAX library (Bradbury et al. 2018) for automatic differentiation and just-in-time (JIT) compilation to obtain a very fast implementation of the Laplace approximation [21].

Data for the examples are simulated using a high-accuracy deterministic solver for the ODE-IVP [2], namely, the Dormand-Prince 8/7 solver consisting of an 8th order Runge-Kutta method with 7th order step size adaptation (hereafter RKDP) (Prince and Dormand 1981). In the following sections, we compare parameter inference using the DALTON Laplace approximation to three competing probabilistic ODE likelihood methods: (i) a Laplace approximation with the Fenrir likelihood, and full Bayesian inference via MCMC for the (ii) MAGI and (iii) Chkrebtii et al. (2016) methods (hereafter Chkrebtii). We also compare to (iv) a Laplace approximation using the deterministic RKDP solver,
which we assume to provide the true ODE solution. We use our own implementations of DALTON, Fenrir, and Chkbretii, the MAGI implementation provided by [Wong et al. (2023)] and the RKDP implementation provided by [Kidger (2021)]. The Chkbretii and MAGI algorithms are run for 100,000 and 10,000 iterations each (post burn-in), which produced effective samples sizes ranging between 100-5000. Further implementation details for the parameter learning methods are provided in Appendix D. Additionally, we provide comparisons to full MCMC with both the DALTON likelihood and the true RKDP likelihood in Appendix C.

5.1 FitzHugh-Nagumo Model

The FitzHugh-Nagumo (FN) model ([FitzHugh, 1961; Nagumo et al., 1962]) is a two-state ODE on \( x(t) = (V(t), R(t)) \), in which \( V(t) \) describes the evolution of the neuronal membrane voltage and \( R(t) \) describes the activation and deactivation of neuronal channels. The FN ODE is given by

\[
\begin{align*}
\dot{V}(t) &= c(V(t) - \frac{V(t)^3}{3} + R(t)), \\
\dot{R}(t) &= -cV(t) - a + bR(t) .
\end{align*}
\]

(25)

The model parameters are \( \theta = (a, b, c, V(0), R(0)) \) with \( a, b, c > 0 \). These are to be learned from the measurement model

\[ Y_i \sim \text{Normal}(x(t_i), \phi^2 \cdot I_{2 \times 2}), \]

(26)

where \( t_i = i \) with \( i = 0, 1, \ldots, 40 \) and \( \phi^2 = 0.005 \). The ODE and noisy observations are displayed in Figure 1.

Figure 1: ODE and noisy observations for the FN model.

Figure 2 displays a subset of the DALTON, Fenrir, Chkbretii, and MAGI posteriors for data simulated with true parameter values \( \theta = (0.2, 0.2, 3, -1, 1) \), at different values of the step size \( \Delta t = T/N \). In Figure 2, all posterior distributions are virtually identical at smaller step sizes. At larger step sizes, MAGI and Chkbretii are further from the RKDP posterior than either DALTON or Fenrir, which Chkbretii failing to converge at the largest step size \( \Delta t = 0.2 \). For \( \Delta t = 0.2 \), DALTON and Fenrir posterior are similar, with the notable exception of the posterior for \( c \), where DALTON covers the true parameter value but Fenrir does not. This is because \( c \) controls the period of the quasi-oscillatory behavior of the FN model exhibited in Figure 1 (e.g., [Rocsoreanu et al., 2012]), which is a prime example of when incorporating information from the observed data on the forward pass (DALTON) rather than the backward pass (Fenrir) is most useful.

Table 1 displays the timing for each of the probabilistic posterior estimates in Figure 2 with the number of function-and-gradient evaluations required for the Fenrir, DALTON and RKDP Laplace approximations displayed in parentheses. The DALTON and Fenrir Laplace approximations are 1-2 orders of magnitude faster than either of the methods requiring MCMC and have comparable speeds to RKDP-Laplace. Although DALTON employs twice as many vector field evaluations as Fenrir, this does not seem to be the computational bottleneck as shown in Table 1.

The full set of posteriors is presented in Figure 3 of Appendix C, along with exact posteriors for DALTON and RKDP obtained via MCMC. These are extremely similar to their Laplace counterparts but 2-3 orders of magnitude slower to compute. Not only does this show that the Laplace approximation is a viable competitor to MCMC in this setting, it also shows that the DALTON likelihood approximation is accurate over...
Table 1: Time spent on the parameter inference results in seconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Step Size (Δt)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td>DALTON</td>
<td>0.5 (628)</td>
</tr>
<tr>
<td>Fenrir</td>
<td>0.6 (585)</td>
</tr>
<tr>
<td>Chkbretii</td>
<td>-</td>
</tr>
<tr>
<td>MAGI</td>
<td>222</td>
</tr>
<tr>
<td>RKDP</td>
<td>.04 (79)</td>
</tr>
</tbody>
</table>

the whole parameter range – not just near the posterior mode.

5.2 SEIRAH model

The SEIRAH model is a six-compartment epidemiological model used to describe Covid-19 dynamics by Prague et al. (2020). The six compartments of a given population are: susceptible ($S_t$), latent ($E_t$), asymptomatic infectious ($I_t$), removed ($R_t$), unascertained infectious ($A_t$), and hospitalized ($H_t$). The SEIRAH model is

$$
\begin{align*}
\dot{S}_t &= -\frac{bS_t(I_t + \alpha A_t)}{N} - E_t, \\
\dot{I}_t &= \frac{rE_t}{D_e} - \frac{I_t}{D_i} - \frac{I_t \alpha}{D_i} + \frac{H_t}{D_h}, \\
\dot{A}_t &= \frac{(1-r)E_t}{D_e} - \frac{A_t}{D_i} - \frac{H_t}{D_h}, \\
\dot{H}_t &= \frac{I_t}{D_q} - \frac{H_t}{D_h},
\end{align*}
$$

where $N = S_t + E_t + I_t + R_t + A_t + H_t$ is fixed and so is $D_h = 30$ (Prague et al., 2020). In this case ODE variables are both partially unobserved and subject to non-Gaussian measurement errors. That is, for

$$
\begin{align*}
\tilde{I}(t) &= \frac{rE_t}{D_e}, \\
\tilde{H}(t) &= \frac{I_t}{D_q},
\end{align*}
$$

the measurement model is

$$
Y_t^{(K)} \sim \text{Poisson}(\tilde{K}(t_i)), \quad K \in \{I, H\},
$$

where $t_i = i$ days with $i = 0, \ldots, 60$. The parameters to be estimated are $\theta = (b, r, \alpha, D_e, D_i, D_q, E_0, I_0)$, which we set to $\theta = (2.23, 0.034, 0.55, 5.1, 2.3, 1.13, 15, 492, 21, 752)$. The remaining ODE initial values are set to $S_0 = 63,884, 630$, $R_0 = 0$, $A_0 = 618,013$, and $H_0 = 13,388$, as reported in Prague et al. (2020).

The full set of posteriors is presented in Figure 10 of Appendix G along with true posteriors for DALTON and RKDP. In this case, the true RKDP posterior is much narrower than its Laplace approximation. However, it is almost indistinguishable from the true posterior of DALTON, once again highlighting the accuracy of the approximation away from the posterior mode.

5.3 Fast Oscillation Model

The following second-order ODE is known for having many local maxima in its parameter likelihood function (Tronarp et al., 2022):

$$
\ddot{x}(t) = -\frac{g}{L} \sin(x(t)),
$$

where $\ddot{x}(t) = \frac{d^2}{dt^2} x(t)$ and $g = 9.81$ is the gravity constant. The model parameters are $\theta = (L, x(0), \dot{x}(0))$ with $L > 0$, which are to be learned from the measurement model

$$
Y_t \sim \text{Normal}(\tilde{x}(t_i), \phi^2),
$$

where $t_i = i, i = 0, 1, \ldots, 10$, and $\phi^2 = 0.1$. (The extension of the Bayesian filtering model (3) to higher-order systems is presented in Appendix A.) Following Tronarp et al. (2022), the true parameter value is set to $\theta = (1, 0, \pi/2)$, and the initial value for each parameter learning algorithm (i.e., mode-finding for Laplace; otherwise MCMC) is set to $\theta_0 = (5, 0, \pi/2)$ – a poorly-chosen initial guess for $L$.

Figure 3 displays posterior estimates for the four probabilistic likelihood approximations and for the true likelihood given by RKDP. Chkbretii, MAGI, and RKDP
where \( t_i = i, \ i = 0, 1, \ldots, 20, \) and \( \phi^2 = 0.005. \) The true parameter values are set to \( \theta = (28, 10, 8/3, -12, -5, 38). \)

Figure 5 displays various estimates of the system variable \( x(t) \) assuming the model parameters are known (the remaining components are shown in Figure 11 of Appendix C). Since Lorenz63 is even more sensitive to parameter values than the fast-oscillations model (30), Fenrir and DALTON are the only data-driven estimators considered. Also plotted is the true solution given by RKDP, and the data-free probabilistic solution using the linearization of (3) common to both Fenrir and DALTON (described in Appendix C). Like the data-free solver, Fenrir struggles with the chaotic nature of the Lorenz63 model even at very high resolution (\( \Delta t = 10^{-5} \)), being only able to incorporate information from the data on the backward pass. In contrast, DALTON effectively uses the observations on the forward pass to produce a solution close to the ground truth at much lower resolution.

Figure 6 displays a subset of the DALTON, Fenrir, and RKDP posteriors (remaining plots in Figure 12 of Appendix C), with mode-finding routines initialized at two different values of \( \theta \): at and slightly away from the true parameter values. When initialized at the true \( \theta \), the Fenrir and RKDP posteriors cover the true parameter values with vanishingly little uncertainty. However, when their mode-finding algorithms are initialized slightly away from the true \( \theta \), uncertainty remains small but the coverage drops to zero. In contrast, the DALTON posteriors always cover the true parameter values and don’t depend on the mode-finding algorithm’s initial value. This appears to be due to deep local optima in the Fenrir and RKDP likelihoods which DALTON successfully removes.

5.4 Lorenz63 Model

The Lorenz63 ODE (Lorenz 1963) models the dynamics of a fluid layer induced by a warm temperature above and a cool temperature below. It is a classical example of a chaotic system, composed of three variables \( \mathbf{x}(t) = (x(t), y(t), z(t)) \) satisfying

\[
\begin{align*}
\dot{x}(t) &= \sigma(y(t) - x(t)), \\
\dot{y}(t) &= x(t)(\rho - z(t)) - y(t), \\
\dot{z}(t) &= x(t)y(t) - \beta z(t).
\end{align*}
\]

(32)

The Lorenz63 model contains six parameters \( \theta = (\rho, \sigma, \beta, x(0), y(0), z(0)) \) with \( \rho, \sigma, \beta > 0 \). The measurement error model is

\[
\mathbf{y}_i \overset{\text{ind}}{\sim} \text{Normal}(\mathbf{x}(t_i), \phi^2 \cdot \mathbf{I}_{3 \times 3}),
\]

(33)

Figure 4: Parameter posteriors for the second-order ODE using various ODE solvers where the initial parameter value is \( \theta_0 = (5, 0, \pi/2) \).
To investigate this claim, we modify the parameter learning problem so that \( t_i = i/10 \) with \( i = 0, 1, \ldots, 200 \) and with initial values \( (x(0), y(0), z(0)) \) assumed to be known. Figure 7 displays the posterior modes of \( \alpha, \rho, \) and \( \beta \) against different initializations of the mode-finding algorithms for DALTON, Fenrir and RKDP. When initialized far from the ground truth, Fenrir and RKDP fail to converge to the correct parameter values. Since their posterior uncertainty in all cases is negligible, even the true Laplace posterior produced by RKDP is unusable for parameter inference. In contrast, DALTON is able to converge to the true parameters at a wide range of initial values, while retaining the parameter coverage exhibited in Figure 6.

Figure 7: Initial and optimized parameter values for the Lorenz63 model using various ODE solvers.

Figure 8 displays the DALTON solution posterior at \( \Delta t = 0.00125 \) for component \( x(t) \) (the remaining components are displayed in Figure 13 of Appendix C). Care must be taken in computing this posterior, since exact ODEs simulated from the DALTON parameter posteriors in Figure 6 look nothing like the true solution, due to extreme parameter sensitivity. Instead, the solution posterior is taken with respect to the probabilistic model \( \mathcal{M} \), i.e., each curve in Figure 8 is obtained by first drawing \( \Theta \) from the DALTON posterior in Figure 6, then drawing \( x_{0:N} \) from the linearized approximation (20) to \( p(X_{0:N} \mid \Theta, Y_{0:M}, Z_{0:N} = 0) \). Figure 8 indicates that these solution posteriors closely resemble the true ODE.

Figure 8: ODE posteriors of \( x(t) \) for the Lorenz63 model using DALTON with \( \Delta t = 0.00125 \).

6 CONCLUSION

We present DALTON, a probabilistic approximation to the intractable likelihood of ODE-IVP problems. DALTON scales linearly in both time discretization points and ODE variables, accommodating both partially-observed components and non-Gaussian measurement models. By incorporating information from the observed data in an online manner, DALTON can greatly reduce parameter sensitivity in many ODE systems. It is thus an excellent candidate for parameter learning via mode-finding algorithms, outperforming existing probabilistic ODE likelihood approximations, and in cases of extreme parameter sensitivity, even the exact ODE likelihood itself.

Despite empirical evidence of desirable performance, DALTON presently lacks theoretical convergence guarantees. It should be noted, however, that the MAGI and Fenrir methods do not have complete theoretical guarantees either: only maximum a posteriori (MAP) convergence is known of the former \( \text{Tronarp et al., 2021} \), and forward-pass convergence of the latter \( \text{Kesting et al., 2020b} \). Another limitation of DALTON is determining the appropriate step size. A possible direction is to do this adaptively as described in \( \text{Schober et al., 2019} \), though it is unclear how the DALTON ratio terms in (12) and (16) will behave with a variable number of terms, nor how to efficiently backpropagate derivatives through the ODE parameters in that case. There is also potential to explore the effectiveness of DALTON in estimating the parameters of stiff ODE systems, and to extend it to more complex boundary conditions.
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A HIGHER ORDER ODE SYSTEMS

For a multi-variable function \( x(t) = (x_1(t), \ldots, x_d(t)) \), an arbitrary-order ODE-IVP can be written as

\[
WX(t) = f(X(t), t), \quad X(0) = v, \quad t \in [0, T],
\]

where \( X(t) = (X^{(1)}(t), \ldots, X^{(d)}(t)) \),

\[
X^{(k)}(t) = \left( x_k(t), \dot{x}_k(t), \ldots, \frac{d^{q_k-1}}{dt^{q_k-1}} x_k(t) \right)
\]

contains \( x_k(t) \) and its first \( q_k - 1 \) derivatives, \( W \) is a coefficient matrix of size \( r \times q \), where \( q = \sum_{k=1}^{d} q_k \), and \( f : \mathbb{R}^q \to \mathbb{R}^r \) is the (typically nonlinear) ODE function. For the usual ODE-IVP formulation of \( \frac{d}{dt} X(t) = f(X(t), t) \), we have \( W = \text{diag}(S_{q_1}, \ldots, S_{q_d}) \), where \( S_{q_k} = [0_{(q_k-1)\times 1} \mid I_{(q_k-1)\times (q_k-1)}] \) for \( k = 1, \ldots, d \). The Bayesian filtering model (36) in the data-free setting then becomes

\[
X_{n+1} | X_n \sim \text{Normal}(QX_n, R)
\]

\[
Z_n \overset{\text{ind}}{\sim} \text{Normal}(WX_n - f(X_n, t_n), V),
\]

with subsequent linearizations, data-driven extensions, etc., following straightforwardly from (36).

B GAUSSIAN MARKOV PROCESS PRIOR

For the multi-variable function \( x(t) = (x_1(t), \ldots, x_d(t)) \), DALTON uses a simple and effective prior proposed by [Schober et al. (2019)]; namely, that each \( x_k(t) \) follows an independent \((p_k-1)\)-times integrated Brownian motion (IBM),

\[
\frac{d^{p_k-1}}{dp_k-1} x_k(t) = \sigma_k B_k(t),
\]

where \( B_1(t), \ldots, B_d(t) \) are independent Wiener processes. This prior formulation gives \( x_k(t) \) \( p_k-1 \) continuous derivatives. It is therefore desirable to set \( p_k > q_k \) to have a sufficiently smooth solution process. In our experiments we have set \( p_k = q_k + 1 \), and redefined the ODE system (34) to be of order \( q_k = p_k \) by padding \( W \) with zeros.

The IBM prior (37) defines \( X^{(k)}(t) \) in (35) as a continuous Gaussian Markov process,

\[
X^{(k)}(t + \Delta t) | X^{(k)}(t) \sim \text{Normal}(Q^{(k)}X^{(k)}(t), R^{(k)}),
\]

with the elements of matrices \( Q^{(k)} \) and \( R^{(k)} \) given by

\[
Q_{ij}^{(k)} = 1(i \leq j) \cdot \frac{((\Delta t)^{p_k-1} - (j-i)^{p_k-1})}{(p_k - 1)!}, \quad R_{ij}^{(k)} = \sigma_k^2 \cdot \frac{(\Delta t)^{p_k-1} - (j-i)^{p_k-1}}{(2p_k - 1 - i - j)(p_k - 1 - i - j))(p_k - 1 - j)!}
\]

The full matrices in the Bayesian filtering model (36) are \( Q = \text{diag}(Q^{(1)}, \ldots, Q^{(d)}) \) and \( R = \text{diag}(R^{(1)}, \ldots, R^{(d)}) \). In the context of parameter learning, the parameters \( \eta \) of the prior process are the IBM scale parameters, \( \eta = (\sigma_1, \ldots, \sigma_d) \).

C EFFICIENT AND ACCURATE ODE LINEARIZATION

In the experiments of Section 5, we employ a modified first-order linearization of \( f(X_n, t_n) \) in (34) proposed by [Tronarp et al. (2019)] that is, the first-order Taylor expansion of \( f(X_n, t_n) \) is

\[
f(X_n, t_n) \approx f(\mu_{n|n-1}, t_n) + J_n(X_n - \mu_{n|n-1})
\]

where \( \mu_{n|n-1} \) is the mean of the predictive distribution of the linearized working model (7) or (14), depending on whether the linearization is data-free or data-dependent, and \( J_n = \frac{\partial}{\partial X_n} f(\mu_{n|n-1}, t_n) \). The modified linearization is then

\[
a_n = -f(\mu_{n|n-1}, t_n) + J_n \mu_{n|n-1}, \quad B_n = \text{diag} \left( \frac{\partial}{\partial X_n^{(1)}} f(\mu_{n|n-1}, t_n), \ldots, \frac{\partial}{\partial X_n^{(d)}} f(\mu_{n|n-1}, t_n) \right), \quad V_n = 0,
\]
where $X_n = (X_n^{(1)}, \ldots, X_n^{(d)})$. In other words, $B_n$ keeps only the block diagonal entries of $J_n$. With corresponding block diagonal matrices $Q_\eta$ and $R_\eta$, the Kalman recursions underlying the Fenrir and DALTON algorithms can be performed blockwise [Krämer et al., 2022]. Thus for $q_k \equiv p$, the scaling of these algorithms drops from $O(N(dp)^3)$ to $O(Ndp^3)$, a substantial improvement for low-order many-variable ODE systems.

**D IMPLEMENTATION DETAILS FOR PARAMETER LEARNING METHODS**

In the experiments of Section 5, we take the measurement model parameters $\phi$ to be known, such that the learning problem is only for the ODE model parameters $\theta = (\theta_1, \ldots, \theta_D)$ and the tuning parameter $\eta = (\sigma_1, \ldots, \sigma_d)$ of the IBM prior in Appendix B. We use a flat prior on $\eta$ and independent Normal$(0, 10^2)$ priors on either $\theta_r$ or $\log \theta_r$, $r = 1, \ldots, D$, depending on whether $\theta_r$ is unbounded or $\theta_r > 0$.

For the unknown model parameters $\theta$, we use the Laplace posterior approximation

$$
\theta \mid Y_0:M \approx \text{Normal}(\hat{\theta}, \hat{V}_\theta),
$$

where $(\hat{\theta}, \hat{\eta}) = \arg \max_{(\theta, \eta)} \log p(\theta, \eta \mid Y_0:M)$ is obtained using the Newton-CG optimization algorithm [Nocedal and Wright, 2006] as implemented in the Python JAXopt library [Blondel et al., 2022]. As for $\hat{V}_\theta$, we estimate it as

$$
\hat{V}_\theta = \left[ \frac{\partial^2}{\partial \theta \partial \theta'} \log p(\theta \mid Y_0:M) \right]^{-1},
$$

i.e., with the Hessian taken only with respect to $\theta$ and not $\eta$. This approach was used in Tronarp et al. (2022), and found here to produce slightly better results than when uncertainty is propagated through the prior process tuning parameters as well.

The MAGI algorithm as implemented in Wong et al. (2023) uses a slightly different prior specification, i.e., with a Matérn covariance function with smoothing parameter $\nu = 2.01$, which ensures twice-continuous differentiability of the prior on $x(t)$, and scale parameters $\sigma_k$ corresponding to the maximum a posteriori (MAP) estimates of the Gaussian process regression conditioning only on the observed data, which is analytically tractable since this implementation of MAGI is restricted to Gaussian measurement models. The implementation then uses a hybrid Monte Carlo (HMC) algorithm to sample from $p(\theta, X_{0:N} \mid Y_0:M)$.

Our implementation of the Chkbretii MCMC algorithm starts by fitting a DALTON parameter learning algorithm, which we do not factor into the timings presented in Table 1. From this preliminary inference run we fix the Gaussian process tuning parameters at $\hat{\eta}$. The Chkbretii algorithm still requires the specification of a proposal distribution $q(\theta \mid \theta')$. We set this as $\theta \sim \text{Normal}(\theta', \tau \cdot \hat{V}_\theta)$, where $\hat{V}_\theta$ is obtained from the DALTON algorithm and $\tau$ is tuned during the burning stage to obtain an overall acceptance rate of 25% (also not counted in the timings of Table 1).

The MCMC algorithm used to explore the full DALTON and RKDP posteriors is a random walk with the same proposal distribution as for the Chkbretii algorithm above.
E DALTON ALGORITHMS

For Algorithms 1 and 2, we use the extension discussed in Appendix A to generalize to arbitrary-order ODEs. The linearize() function (e.g., Line 8 of Algorithm 1) performs the modified first-order linearization detailed in Appendix C and normal_logpdf() on Line 11 is the log-pdf of a multivariate normal.

E.1 Gaussian Measurements

Algorithm 1 DALTON probabilistic ODE likelihood approximation for Gaussian measurements.

1: procedure DALTON($W_\theta, f(X, t, \theta), v_\theta, Q_\eta, R_\eta, Y_{0:M}, D_0^\theta, \Omega_0^\theta$)
2: $\mu_{0|0}, \Sigma_{0|0} \leftarrow v, 0$ ▷ Initialization
3: $Z_{0:N} \leftarrow 0$
4: $\ell_z, \ell_y \leftarrow 0, 0$
5: $i \leftarrow 0$ ▷ Used to map $t_n$ to $t'_n$
6: for $n = 1 : N$ do
7: $\mu_{n|n-1}, \Sigma_{n|n-1} \leftarrow \text{kalman_predict}(\mu_{n-1|n-1}, \Sigma_{n-1|n-1}, 0, Q_\eta, R_\eta)$
8: $a_n, B_n, \Sigma_n \leftarrow \text{linearize}(\mu_{n|n-1}, \Sigma_{n|n-1}, W_\theta, f(X, t_n, \theta))$
9: $\ell_z \leftarrow \ell_z + \text{normal_logpdf}(Z_n = 0; \mu_n, \Sigma_n)$ ▷ Lines 7-12 compute \( \log p(Z_{0:N} = 0 | \Theta) \)
10: $\ell_y \leftarrow \text{normal_logpdf}(Y_0: D_0^\theta v_\theta, \Omega_0^\theta)$
11: for $n = 1 : N$ do
12: $\mu_{n|n-1}, \Sigma_{n|n-1} \leftarrow \text{kalman_predict}(\mu_{n-1|n-1}, \Sigma_{n-1|n-1}, 0, Q_\eta, R_\eta)$
13: $a_n, B_n, \Sigma_n \leftarrow \text{linearize}(\mu_{n|n-1}, \Sigma_{n|n-1}, W_\theta, f(X, t_n, \theta))$
14: if $t_n = t_{n(i)}$ then
15: $Z_n \leftarrow Y_i$
16: $W_\theta \leftarrow \begin{bmatrix} W_\theta \\ D_\theta^\phi \end{bmatrix}$
17: $B_n \leftarrow B_n$
18: $a_n \leftarrow \begin{bmatrix} a_n \\ 0 \end{bmatrix}$
19: $V_n \leftarrow \begin{bmatrix} V_n \\ 0 \end{bmatrix}$
20: $\Sigma_n \leftarrow \begin{bmatrix} \Sigma_n \\ 0 \end{bmatrix}$
21: $i \leftarrow i + 1$
22: $\mu_{n|n}, \Sigma_n \leftarrow \text{kalman_forecast}(\mu_{n|n-1}, \Sigma_{n|n-1}, a_n, W_\theta + B_n, V_n)$
23: $\ell_y \leftarrow \ell_y + \text{normal_logpdf}(Z_n; \mu_n, \Sigma_n)$ ▷ Lines 14-24 compute \( \log p(Y_{0:M}, Z_{0:N} = 0 | \Theta) \)
24: $\mu_{n|n}, \Sigma_n \leftarrow \text{kalman_update}(\mu_{n|n-1}, \Sigma_{n|n-1}, Z_n, a_n, W_\theta + B_n, V_n)$
25: return $\ell_y - \ell_z$ ▷ Estimate of \( \log p(Y_{0:M} | Z_{0:N} = 0, \Theta) \)

E.2 Non-Gaussian Measurements

Recall in Section 3.2 that we denote $s_{n(i)}$ and $u_{n(i)}$ to be the observed and unobserved components of $x(t)$ at time $t = t'_n$. In order to present Algorithm 2, we introduce the notation $s_{n(i)} = D_i X_{n(i)}$, where $D_i$ is a mask matrix of zeros and ones, so as to more naturally relate to the Gaussian version of DALTON in Algorithm 1.
Algorithm 2 DALTON probabilistic ODE likelihood approximation for non-Gaussian measurements.

1: procedure DALTON \( (W_\theta, f(X, t, \theta), v_\theta, Q_\eta, R_\eta, Y_{0:M}, \phi, g_{0:M}(Y, s, \phi)) \)
2: \( \mu_{0|0}, \Sigma_{0|0} \leftarrow v, 0 \) \hspace{1cm} \triangleright \text{Initialization}
3: \( Z_{0:N} \leftarrow 0 \)
4: \( \ell_{xz}, \ell_{xyz}, \ell_y \leftarrow 0, 0, 0 \)
5: \( i \leftarrow 0 \)
6: \( \triangleright \text{Used to map } t_n \text{ to } t'_i \)
7: for \( n = 1 : N \) do
8: \( \mu_{n|n-1}, \Sigma_{n|n-1} \leftarrow \text{kalmann_pred}(\mu_{n-1|n-1}, \Sigma_{n-1|n-1}, 0, Q_\eta, R_\eta) \)
9: \( a_n, B_n, V_n \leftarrow \text{linearize}(\mu_{n|n-1}, \Sigma_{n|n-1}, W_\theta, f(X, t_n, \theta)) \)
10: if \( t_n = t_{n(i)} \) then
11: \( g(1) \leftarrow \frac{\partial}{\partial \mu_{n(i)}} g_i(Y_i, D_i \mu_{n|n-1}, \phi) \)
12: \( g(2) \leftarrow \frac{\partial^2}{\partial \mu_{n(i)} \partial \mu_{n(i)}} g_i(Y_i, D_i \mu_{n|n-1}, \phi) \)
13: \( \hat{Y}_i \leftarrow D_i \mu_{n|n-1} - g(2)_i g(1) \)
14: \( Z_n \leftarrow \begin{bmatrix} Z_n \\ Y_i \end{bmatrix}, \quad W_\theta \leftarrow \begin{bmatrix} W_\theta \\ D_i \end{bmatrix}, \quad B_n \leftarrow \begin{bmatrix} B_n \\ 0 \end{bmatrix} \)
15: \( a_n \leftarrow \begin{bmatrix} a_n \\ 0 \end{bmatrix}, \quad V_n \leftarrow \begin{bmatrix} V_n & 0 \\ 0 & g(2)_i \end{bmatrix} \)
16: \( i \leftarrow i + 1 \)
17: \( \mu_{n|n}, \Sigma_{n|n} \leftarrow \text{kalmann_update}(\mu_{n|n-1}, \Sigma_{n|n-1}, Z_n, a_n, W_\theta + B_n, V_n) \)
18: for \( n = N - 1 : 1 \) do
19: \( \mu_{n|N}, \Sigma_{n|N} \leftarrow \text{kalmann_smooth}(\mu_{n+1|N}, \Sigma_{n+1|N}, \mu_{n|N}, \Sigma_{n|N}, \mu_{n+1|N}, \Sigma_{n+1|N}, Q_\eta) \)
20: \( \mu_{n|n}, \Sigma_{n|n} \leftarrow \text{kalmann_sample}(\mu_{n+1|N}, \mu_{n|N}, \Sigma_{n|n}, \mu_{n+1|N}, \Sigma_{n+1|N}, Q_\eta) \)
21: \( \ell_{xyz} \leftarrow \ell_{xyz} + \text{normal_logpdf}(\mu_{N|N}; \mu_{N|N}, \Sigma_{N|N}) \)
22: \( \ell_{xyz} \leftarrow \ell_{xyz} + \text{normal_logpdf}(\mu_{N|N}; \mu_{N|N}, \Sigma_{N|N}) \)
23: \( \triangleright \text{Lines 26-35 compute } \log p(X_{0:N} \mid Z_{0:N} = 0, \Theta) \)
24: \( Z_{0:N} \leftarrow 0 \)
25: \( \mu'_{0|N} \leftarrow \mu_{0|N} \)
26: \( \triangleright \text{Reset } Z_{0:N} = 0 \)
27: for \( n = 1 : N \) do
28: \( \mu_{n|n-1}, \Sigma_{n|n-1} \leftarrow \text{kalmann_pred}(\mu_{n|n-1}, \Sigma_{n|n-1}, 0, Q_\eta, R_\eta) \)
29: \( a_n, B_n, V_n \leftarrow \text{linearize}(\mu_{n|n-1}, \Sigma_{n|n-1}, W_\theta, f(X, t_n, \theta)) \)
30: \( \mu_{n|n}, \Sigma_{n|n} \leftarrow \text{kalmann_update}(\mu_{n|n-1}, \Sigma_{n|n-1}, Z_n, a_n, W_\theta + B_n, V_n) \)
31: for \( n = N - 1 : 1 \) do
32: \( \mu_{n|N}, \Sigma_{n|N} \leftarrow \text{kalmann_smooth}(\mu_{n+1|N}, \mu_{n|N}, \Sigma_{n|N}, \mu_{n+1|N}, \Sigma_{n+1|N}, Q_\eta) \)
33: \( \ell_{xz} \leftarrow \ell_{xz} + \text{normal_logpdf}(\mu'_{N|N}; \mu_{N|N}, \Sigma_{N|N}) \)
34: \( \triangleright \text{Lines 37-39 compute } \log p(Y_{0:M} \mid X_{0:N}, \phi) \)
35: for \( i = 0 : M \) do
36: \( \ell_y \leftarrow \ell_y - g_i(Y_i, \mu'_{n(i)|N}, \phi) \)
37: \( \triangleright \text{Estimate of } \log p(Y_{0:M} \mid Z_{0:N} = 0, \Theta) \)
38: return \( \ell_{xz} - \ell_y - \ell_{xyz} \)
F KALMAN FUNCTIONS

The Kalman recursions used in Algorithms 1 and 2 are formulated in terms of the general Gaussian state space model

\[
X_n = Q_n x_{n-1} + c_n + R_n^{1/2} \epsilon_n, \\
Z_n = W_n x_n + a_n + V_n^{1/2} \eta_n, \\
\epsilon_n, \eta_n \sim \text{Normal}(0, I).
\] (43)

Throughout, we use the notation \( \mu_{n|m} = E[X_n \mid Z_{0:m}] \) and \( \Sigma_{n|m} = \text{var}(X_n \mid Z_{0:m}) \).

Algorithm 3 Standard Kalman filtering and smoothing recursions.

1: **procedure** KALMAN_PREDICT(\( \mu_{n-1|n-1}, \Sigma_{n-1|n-1}, c_n, Q_n, R_n \))
2: \( \mu_{n|n-1} \leftarrow Q_n \mu_{n-1|n-1} + c_n \)
3: \( \Sigma_{n|n-1} \leftarrow Q_n \Sigma_{n-1|n-1} Q_n' + R_n \)
4: **return** \( \mu_{n|n-1}, \Sigma_{n|n-1} \)
5: **procedure** KALMAN_UPDATE(\( \mu_{n|n-1}, \Sigma_{n|n-1}, Z_n, a_n, W_n, V_n \))
6: \( A_n \leftarrow \Sigma_{n|n-1} W_n' \Sigma_{n|n-1}^{-1} W_n' + V_n^{-1} \)
7: \( \mu_{n|n} \leftarrow \mu_{n|n-1} + A_n (Z_n - W_n \mu_{n|n-1} - a_n) \)
8: \( \Sigma_{n|n} \leftarrow \Sigma_{n|n-1} - A_n W_n \Sigma_{n|n-1} A_n' \)
9: **return** \( \mu_{n|n}, \Sigma_{n|n} \)
10: **procedure** KALMAN_SMOOTH(\( \mu_{n+1|N}, \Sigma_{n+1|N}, \mu_{n|n}, \Sigma_{n|n}, \mu_{n+1|n}, \Sigma_{n+1|n}, Q_{n+1} \))
11: \( A_n \leftarrow \Sigma_{n|n} Q_{n+1}^{-1} \Sigma_{n+1|n}^{-1} \)
12: \( \mu_{n|N} \leftarrow \mu_{n|n} + A_n (\mu_{n+1|N} - \mu_{n+1|n}) \)
13: \( \Sigma_{n|N} \leftarrow \Sigma_{n|n} + A_n (\Sigma_{n+1|N} - \Sigma_{n+1|n}) A_n' \)
14: **return** \( \mu_{n|N}, \Sigma_{n|N} \)
15: **procedure** KALMAN_SAMPLE(\( \mu_{n+1|n}, \Sigma_{n+1|n}, \mu_{n|n}, \mu_{n+1|n}, \Sigma_{n+1|n}, Q_{n+1} \))
16: \( A_n \leftarrow \Sigma_{n|n} Q_{n+1}^{-1} \Sigma_{n+1|n}^{-1} \)
17: \( \hat{\mu}_{n|N} \leftarrow \mu_{n|n} + A_n (\mu_{n+1|n} - \mu_{n+1|n}) \)
18: \( \hat{\Sigma}_{n|N} \leftarrow \Sigma_{n|n} + A_n Q_{n+1}^{-1} \Sigma_{n|n} \)
19: **return** \( \hat{\mu}_{n|N}, \hat{\Sigma}_{n|N} \)
20: **procedure** KALMAN_FORECAST(\( \mu_{n-1|n}, \Sigma_{n-1|n}, a_n, W_n, V_n \))
21: \( \lambda_n \leftarrow W_n \mu_{n|n-1} + a_n \)
22: \( \Omega_{n|n-1} \leftarrow W_n \mu_{n-1|n} W_n' + V_n \)
23: **return** \( \lambda_{n|n-1}, \Omega_{n|n-1} \)

\( \hat{\mu}_{n|N} = E[X_n \mid X_{n+1|N}, Z_{0:N}] \)
\( \hat{\Sigma}_{n|N} = \text{var}(X_n \mid X_{n+1|N}, Z_{0:N}) \)
\( \lambda_{n|n-1} = E[Z_n \mid Z_{0:n-1}] \)
\( \Omega_{n|n-1} = \text{var}(Z_n \mid Z_{0:n-1}) \)
Figure 9: Parameter posteriors for the FN model using various ODE solvers. The two additional curves relative to Figure 2 are: (i) DALTON-MCMC: the exact DALTON posteriors at $\Delta t = 0.1$ (top row); (ii) RKDP-MCMC: the exact RKDP posteriors (all subplots). Both sets of exact posteriors are obtained using the MCMC algorithm described in Section D.

Figure 10: Parameter posteriors for the SEIRAH model using various ODE solvers. The two additional curves relative to Figure 3 are: (i) DALTON-MCMC: the exact DALTON posteriors at $\Delta t = 0.1$ (rows 1 and 3); (ii) RKDP-MCMC: the exact RKDP posteriors (all subplots). Both sets of exact posteriors are obtained using the MCMC algorithm described in Section D.
Figure 11: ODE solution for the Lorenz63 model calculated using various solvers. Extended version of Figure 5.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>DALTON</th>
<th>Fenrir</th>
<th>RK</th>
</tr>
</thead>
<tbody>
<tr>
<td>ρ</td>
<td>10</td>
<td>28.0</td>
<td>28.0</td>
</tr>
<tr>
<td>α</td>
<td>20</td>
<td>10.0</td>
<td>10.06</td>
</tr>
<tr>
<td>β</td>
<td>-12.3</td>
<td>-12.0</td>
<td>-12.08</td>
</tr>
<tr>
<td>x(0)</td>
<td>-5.2</td>
<td>-4.8</td>
<td>-4.98</td>
</tr>
<tr>
<td>y(0)</td>
<td>37.8</td>
<td>38.1</td>
<td>38.08</td>
</tr>
<tr>
<td>z(0)</td>
<td>28.0</td>
<td>28.1</td>
<td>28.06</td>
</tr>
</tbody>
</table>

Figure 12: Parameter posteriors for the Lorenz63 model using various ODE solvers at two initial parameter values. Extended version of Figure 6.

Figure 13: ODE posteriors for the Lorenz63 model using DALTON. Extended version of Figure 8.