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Abstract

Recently, tensor low-rank representation (TLRR) has become a popular tool for tensor data recovery and clustering, due to its empirical success and theoretical guarantees. However, existing TLRR methods consider Gaussian or gross sparse noise, inevitably leading to performance degradation when the tensor data are contaminated by outliers or sample-specific corruptions. This paper develops an outlier-robust tensor low-rank representation (OR-TLRR) method that provides outlier detection and tensor data clustering simultaneously based on the t-SVD framework. For tensor observations with arbitrary outlier corruptions, OR-TLRR has provable performance guarantee for exactly recovering the row space of clean data and detecting outliers under mild conditions. Moreover, an extension of OR-TLRR is proposed to handle the case when parts of the data are missing. Finally, extensive experimental results on synthetic and real data demonstrate the effectiveness of the proposed algorithms. We release our code at https://github.com/twugithub/2024-AISTATS-ORTLRR.

1 INTRODUCTION

In this work, we are interested in clustering 3-way tensor data in the presence of outliers. Formally, suppose we are given a data tensor $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with each lateral slice corresponding to one data sample, and we know the tensor can be decomposed as

$$\mathcal{X} = \mathcal{L}_0 + \mathcal{E}_0,$$

where $\mathcal{L}_0$ is a low-rank tensor with the tensor columns drawn from a union of tensor subspaces (see Section 3.2), and $\mathcal{E}_0$ is a column-sparse tensor. Both components are of arbitrary magnitudes. In particular, we do not know the locations of the nonzero columns of $\mathcal{E}_0$, not even how many there are. We aim to exactly recover the low-rank tensor $\mathcal{L}_0$ from $\mathcal{X}$ and cluster the samples in $\mathcal{L}_0$ according to their respective tensor subspaces. This problem is important for many applications, including image/video denoising and inpainting [Liu et al., 2013b, Lu et al., 2020], data clustering [Elhamifar and Vidal, 2013, Zhou et al., 2021], background subtraction [Xia et al., 2021], and network traffic monitoring [Mardani et al., 2015].

This problem has been well studied in the matrix domain. Subspace clustering methods, for example, involve treating vectorized data samples as lying near a union of subspaces and clustering the samples based on the self-expressive model [Elhamifar and Vidal, 2013, Liu et al., 2013a]. While these matrix techniques are remarkably effective, one major shortcoming is that they can only handle 2-way (matrix) data. To deal with multi-way data such as color images, hyperspectral images and videos, one needs to reshape the tensor data into a matrix. Such a vectorization process would destroy the original spatial structure of data and lead to compromised performance [Lu et al., 2020]. This suggests that it might be useful to maintain the intrinsic structure of multi-dimensional data for efficient and reliable subsequent processing.

Recently, several tensor-based clustering algorithms that exploit the spatial aspects of tensor data using multilinear algebra tools have been proposed [Kernfeld et al., 2014, Fu et al., 2016, Zhang et al., 2018, Wu and Bajwa, 2018, Zhou et al., 2021, Yang et al., 2022, Wu, 2020, Wu, 2023]. In particular, motivated by the notion of the tensor-tensor product (t-product) [Kilmer and Martin, 2011] which generalizes the matrix multiplication for third-order tensors based on the Discrete Fourier Transform (DFT), one can assume that multi-way data lie near...
a union of tensor subspaces \cite{Kernfeld et al., 2014, Wu and Bajwa, 2018, Lin, 2021, Kong et al., 2021, Wang et al., 2021, Qin et al., 2022, Yang et al., 2022, Jiang et al., 2023}. As a consequence, each data sample in a union of tensor subspaces can be well represented by a t-linear combination of other points in the dataset. Interestingly, the t-product can be generalized by replacing DFT with any invertible linear transforms \cite{Kernfeld et al., 2015}. Such a new transform based t-product is of great interest because it allows to use data-adaptive transforms for different types of tensor data. Driven by this advantage, extensive numerical examples have shown its effectiveness in many applications \cite{Lu et al., 2019b, Song et al., 2020, Jiang et al., 2020, Lin, 2021, Kong et al., 2021, Wang et al., 2021, Qin et al., 2022, Yang et al., 2022, Jiang et al., 2023}.

However, all the aforementioned tensor clustering methods simply assume the noise is sparse and uniformly distributed across \( \mathcal{E}_0 \). Thus, such methods cannot effectively handle outliers or sample-specific corruptions, which are common in real scenarios because of sensor failures, uncontrolled environments, etc. Another limitation of existing tensor subspace clustering methods is that most of them are designed for complete data. When dealing with incomplete data, we need to first recover the incomplete tensor data using any off-the-shelf tensor completion methods and then cluster the recovered data. This two-step approach may lead to sub-optimal clustering results because the downstream clustering task is independent of the optimization problem that is used for tensor recovery \cite{Yang et al., 2022}. While the work in \cite{Yang et al., 2022} can simultaneously recover and cluster the incomplete and noisy data, it still requires learning a dictionary from the incomplete data before clustering can be carried out.

Our goal in this paper is to perform robust low-rank tensor analysis on both complete and missing data for improved data clustering in the presence of outliers. We put forth an outlier-robust tensor low-rank representation (OR-TLRR) method which clusters the observed tensor data and detects outliers through convex optimization. Our model is more generic as it is allowed to use any invertible linear transforms that satisfy certain conditions. Interestingly, as we show in Section 4, the row space of \( \mathcal{L}_0 \) determines the segmentation result of the “authentic” samples. We theoretically show that OR-TLRR guarantees the exact recovery of the row space of \( \mathcal{L}_0 \) when \( \mathcal{L}_0 \) and \( \mathcal{E}_0 \) satisfy certain assumptions. Different from \cite{Zhou et al., 2021, Yang et al., 2022} that use the \( \ell_1 \) norm of \( \mathcal{E} \) to handle sparse noise, we focus on a different problem and thus there exist critical differences in theoretical analysis and guarantees. Lastly, we generalize the OR-TLRR algorithm so that it can obtain a tensor low-rank representation of the incomplete data using only the observed entries. Experiments on synthetic and real data show the efficacy of the proposed algorithms. The main contributions of this work can be summarized as follows:

- We propose a novel OR-TLRR method for low-rank tensor analysis based on any invertible linear transforms. OR-TLRR handles outliers and sample-specific corruptions which cannot be well handled by existing tensor clustering methods.

- We provide theoretical performance guarantees for OR-TLRR: under mild conditions, OR-TLRR can exactly recover the row space of \( \mathcal{L}_0 \) and detect outliers.

- We extend OR-TLRR for tensor subspace clustering with missing entries called OR-TLRR by entry wise zero fill (OR-TLRR-EWZF), in which the self-expressiveness error is restricted only to the observed entries.

2 RELATED WORK

Existing subspace clustering methods \cite{Liu and Yan, 2011, Eriksson et al., 2012, Liu et al., 2012, Elhamifar and Vidal, 2013, Liu et al., 2013a, Tang et al., 2014, Yang et al., 2015, You et al., 2016, Lu et al., 2019a} that are based on the self-expressive model mainly follow a two-stage approach: (i) learning an affinity matrix by solving an optimization problem from the data using different regularizations, and (ii) applying spectral clustering (e.g., Neut \cite{Shi and Malik, 2000}) on the affinity matrix. The key component in subspace learning is to construct a good affinity graph. In particular, the matrix-based low-rank representation (LRR) \cite{Liu et al., 2012, Liu et al., 2013a} algorithm imposes a low-rank constraint on the representation coefficient matrix to capture the global structure of data. Due to its physical interpretation and promising performance, many variants of LRR have been further studied. The latent LRR \cite{Liu and Yan, 2011} extends LRR to handle the hidden effects and integrates subspace segmentation and feature extraction into a unified framework. The structure-constrained LRR \cite{Tang et al., 2014} improves LRR for the disjoint subspace segmentation. Typical subspace clustering methods, despite their effectiveness, neglect the spatial information within the data. Due to the powerful learning ability, deep clustering methods can capture the complex nonlinear structure within the data \cite{Xie et al., 2016, Ji et al., 2017, Ji et al., 2019}.
However, they cannot solve the problem of clustering high-dimensional but small-scale tensor data considered in this work. In addition, they lack the theoretical guarantee for data clustering.

In order to better capture the geometry of tensor data, a high-order model based upon t-product \cite{Kilmer2011, Kilmer2013}, that has in particular helped advance the state-of-the-art in many applications is the union-of-tensor-subspaces model \cite{Kernfeld2014, Wu2018, Zhou2021}, which dictates that data lie near a mixture of low-dimensional tensor subspaces. One striking advantage of the t-product is its capability in capturing the “spatial-shifting” correlation that is ubiquitous in real-world data. For the purpose of inducing tensor subspace-preserving solutions, existing methods use different regularizations on the representation coefficients. For example, sparse submodule clustering (SSmC) \cite{Kernfeld2014} imposes a group sparsity constraint on the representation tensor, while the tensor nuclear norm \cite{Lu2020} is adopted in tensor low-rank representation (TLRR) \cite{Zhou2021} as a convex surrogate of the tensor tubal rank. Motivated by the general t-product definition performed on unitary transforms \cite{Kernfeld2015}, a more general TLRR model that can handle incomplete data is proposed in \cite{Yang2022}. However, both \cite{Zhou2021} and \cite{Yang2022} assume that noise is Gaussian or sparse and thus cannot effectively handle outlier corruptions. Indeed, robust tensor subspace clustering with outliers appears to be a challenging problem that has not been well studied both in practice and in theory. We conclude by noting that tensor nuclear norm has been utilized for multi-view clustering \cite{Xie2018, Su2023}. Nonetheless, these works are still based on the union of subspaces model and reduce to different variants of \cite{ElhamifarVidal2013, Liu2013a} for single-view data.

### 3.2 Preliminaries

The third-order t-product under an invertible linear transform \( L \) establishes the groundwork for the development of our algorithm and its definition was first given in \cite{Kernfeld2015}. In this paper, the transformation matrix \( L \) defining the transform \( L \) is restricted to be orthogonal, i.e., \( L \in \mathbb{C}^{n_3 \times n_3} \) and which gives \( \tilde{\mathcal{A}} \) by performing a linear transform on any \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) as

\[
LL^H = L^H L = r \mathbb{1}_{n_3},
\]

where \( r > 0 \) is a constant. We define the associated linear transform \( L(\cdot) : \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{C}^{n_1 \times n_2 \times n_3} \) which gives \( \tilde{\mathcal{A}} \) by performing a linear transform on any \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) along the 3rd dimension with inverse mapping \( L^{-1}(\cdot) \) as

\[
\tilde{\mathcal{A}} = L(\mathcal{A}) = \mathcal{A} \times_3 L \quad \text{and} \quad L^{-1}(\mathcal{A}) = \mathcal{A} \times_3 L^{-1}.
\]

Here, \( \times_3 \) denotes the mode-3 tensor-matrix product \cite{KoldaBader2009}, i.e., \( \mathcal{A} \times_3 \mathcal{L} = \text{fold}_3(\mathcal{A} \cdot \text{unfold}_3(\mathcal{L})) \), where \( \text{unfold}_3 : \mathbb{C}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{C}^{n_3 \times n_1 n_2} \) is the mode-3 unfolding operator and \( \text{fold}_3 \) is its inverse operator \cite{KoldaBader2009}.

**Definition 1** (t-product \cite{Kernfeld2015}). The t-product of any \( \mathcal{A} \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) and \( \mathcal{B} \in \mathbb{C}^{n_3 \times n_4 \times n_3} \) under the invertible linear transform \( L \) in (3), is defined as \( \mathcal{C} = \mathcal{A} * L \mathcal{B} \in \mathbb{C}^{n_1 \times n_4 \times n_3} \) such that \( L(\mathcal{C}) = L(\mathcal{A}) \odot L(\mathcal{B}) \).

We denote \( \tilde{\mathcal{A}} \in \mathbb{C}^{n_1 n_3 \times n_2 n_3} \) as

\[
\tilde{\mathcal{A}} = \text{bdia}(\mathcal{A}) = \begin{bmatrix} \mathcal{A}^{(1)} & \cdots & \mathcal{A}^{(n_3)} \end{bmatrix},
\]

where \( \text{bdia} \) is an operator which maps \( \mathcal{A} \) to \( \tilde{\mathcal{A}} \). The conjugate transpose of a tensor \( \mathcal{A} \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) is
the tensor $A^H \in \mathbb{C}^{n_2 \times n_1 \times n_3}$ satisfying $L(A^H)^{(i)} = (L(A)^{(i)})^H$, $i = 1, 2, \ldots, n_1$. The identity tensor $I_{n_1} \in \mathbb{C}^{n_1 \times n_1 \times n_3}$ is a tensor such that each frontal slice of $L(I_{n_1}) = I_{n_1}$ is the identity matrix $I_{n_1}$.

Definition 2 (t-SVD [Song et al., 2020]). Let $L$ be any invertible linear transform in $\mathbb{C}^{n_1 \times n_1 \times n_3}$, it can be factorized as $A = U^* L S^* L V^H$, where $U \in \mathbb{C}^{n_1 \times n_1 \times n_3}$ and $V \in \mathbb{C}^{n_2 \times n_2 \times n_3}$ are orthogonal, and $S \in \mathbb{C}^{n_1 \times n_1 \times n_3}$ is an f-diagonal tensor.

For computational simplicity, we use the skinny t-SVD throughout this paper. For any $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ with tubal rank $r$, the skinny t-SVD is given by $A = U^* L S^* L V^H$, where $U \in \mathbb{C}^{n_1 \times r \times n_3}$, $S \in \mathbb{C}^{r \times r \times n_3}$, and $V \in \mathbb{C}^{n_2 \times r \times n_3}$, in which $U^* L U = V^* L V = I_r$.

Definition 3 (Tensor tubal rank [Song et al., 2020]). For any $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, the tensor tubal rank $r(A)$ under $L$ in $\mathbb{C}^{n_1 \times n_1 \times n_3}$ is defined as the number of nonzero singular tubes of $S$, i.e., $r(A) = \# \{i : S(i, i, :) \neq 0\}$, where $S$ is from the t-SVD of $A = U^* L S^* L V^H$.

Definition 4 (Tensor nuclear norm [Song et al., 2020]). The tensor nuclear norm of $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ under $L$ in $\mathbb{C}^{n_1 \times n_1 \times n_3}$ is defined as $\|A\|_* = \sum_{i=1}^{r} \|\tilde{A}^{(i)}\|_*$, where $\tilde{A}^{(i)} = \frac{1}{r} \tilde{A}$.

Definition 5 (Tensor subspace [Zhou et al., 2021]). Given a third-order tensor $D = [D^{(1)}, \ldots, D^{(p)}] \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ in which the elements $D^{(i)}$’s are linearly independent, i.e., there is not a nonzero $C \in \mathbb{R}^{p \times 1 \times n_3}$ satisfying $D^{(1)} C = 0$. Then the set $S_{n_1}^n = \{Y|Y = D^{(1)} C, \forall C \in \mathbb{R}^{p \times 1 \times n_3}\}$ is called a tensor subspace of dimension $\dim(S_{n_1}^n) = p$. Here, $D^{(1)}, \ldots, D^{(p)}$ are called the spanning basis of $S_{n_1}^n$.

Definition 6 (Tensor column space [Zhou and Feng, 2017]). For an arbitrary tensor $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with tubal rank $r$, assume the t-SVD of $A$ is $A = U^* L S^* L V^H$. Then its column space $Range(A)$ is the t-linear space spanned by the columns of $U \in \mathbb{R}^{n_1 \times r \times n_3}$, i.e., $Range(A) = \{Y|Y = U^* L C, \forall C \in \mathbb{R}^{r \times 1 \times n_3}\}$.

4 OUTLIER-ROBUST TLRR

In this section, we propose our OR-TLRR model for tensor data clustering in the presence of outliers, followed by the theoretical analysis on the recovery guarantee of OR-TLRR. The optimization details and proofs of all the Lemmas and Theorems are provided in the supplementary material.

4.1 Formulation of OR-TLRR

Assume that we are given $n_2$ data samples of size $n_1 \times n_3$, stored as lateral slices in a tensor $X = \mathcal{L}_0 + \mathcal{S}_0 \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, where the columns in $\mathcal{L}_0$ belong to $c$ distinct tensor subspaces and $\mathcal{S}_0$ is a tensor corresponding to outliers. The challenge is to recover the low-rank tensor $\mathcal{L}_0$ from $X$ and segment the samples in $\mathcal{L}_0$ into $c$ clusters. In many cases, the error term $\mathcal{E}_0$ has sparse column supports compared to the data size. This implies that the tensor $\ell_2$-norm is appropriate to characterize $\mathcal{E}_0$. Let $L$ be any invertible linear transform in $\mathbb{C}^{n_1 \times n_1 \times n_3}$ and it satisfies $L^H = L$. Mathematically, the OR-TLRR model can be described as the following optimization program based on the tensor nuclear norm:

$$\min_{Z, \mathcal{E}} \|Z\|_* + \lambda \|\mathcal{E}\|_{2,1} \quad \text{s.t.} \quad X = X^* L Z + \mathcal{E},$$

where $Z \in \mathbb{R}^{n_2 \times n_2 \times n_3}$ corresponds to a coefficient tensor and $\lambda > 0$ is a parameter. In this work, we directly use the raw tensor data $X$ as the dictionary. In this setting, the learned representation tensor $Z$ depicts the relations among samples and can be used for clustering. Suppose we have an optimal solution $(\mathcal{Z}_*, \mathcal{E}_*)$ for (4). For clustering, we first perform outlier detection based on the magnitude of the residual $\mathcal{E}_*$, and we use $\Theta$ to denote the indices of the “detected” outliers. Then we compute an affinity matrix $\mathbf{Z} \in \mathbb{R}^{n_2 \times n_2}$ by setting $\mathbf{Z} = \frac{1}{2n_2} \sum_{k=1}^{n_2} (|Z^{(k)}_{\Theta} - \bar{Z}_{\Theta}|^2 + |Z^{(k)}_{\Theta} - \bar{Z}_{\Theta}|^2)^H$, where $A[\Theta]$ is a submatrix of $A$ corresponding to rows and columns indexed by $\Theta$. Finally, clustering of the “detected” normal samples can be carried out using existing tools such as Neut [Shi and Malik, 2000].

4.2 Tensor Linear Representation

Before introducing the proposed algorithm for clustering, we explain the connection between the tensor linear representation $X = A^* L Z$ and canonical vector linear representation. We introduce two operators: $\text{vec}$ and $\text{ivec}$, where $\text{vec}$ vectorizes each sample $X_{(j)}$ to a vector $x_j$ of dimension $n_1 n_3$ and $\text{ivec}$ is its inverse operation. For each sample $X_{(j)}$, if its vectorized version $x_j$ can be linearly represented by a dictionary $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ as

$$x_j = A z_j, \quad \forall j = 1, \ldots, n_2,$$

then one can always find two tensors $A \in \mathbb{R}^{n_1 \times p \times n_3}$ and $Z \in \mathbb{C}^{p \times n_2 \times n_3}$ such that tensor linear representation $X = A^* L Z$ holds, as stated below.

**Theorem 1.** If (5) holds, then there exist two tensors $A \in \mathbb{R}^{n_1 \times p \times n_3}$ and $Z \in \mathbb{C}^{p \times n_2 \times n_3}$ such that

$$X_{(j)} = i\text{vec}(x_j) = A^* L Z_{(j)}, \quad \forall j = 1, \ldots, n_2,$$
where \( A \) can be constructed from \( A \) by setting \( A_{(j)} = \text{ivec}(a_j) \) and \( Z \) can be computed by \( Z = L^{-1}(\tilde{Z}) \) in which \( \tilde{Z}(i,j,k) = z_j \) \((k = 1, \ldots, n_3)\). However, if there exists a tensor such that \( (4) \) holds, \( (5) \) may not hold.

Theorem [1] implies that tensor linear representation under linear transform can capture complex structures underlying the data which cannot be fully described by vector linear representation. We would like to emphasize that this result generalizes the one from [Zhou et al., 2021].

4.4 Exact Recovery Performance Guarantee

As shown in [Zhou et al., 2021], Yang et al., 2022, this problem has a unique solution given by \( \tilde{Z}_* = \mathcal{V}_0 *_L \mathcal{V}^H_0 \), which suggests that the solution of OR-TLRR identifies the row space of \( L_0 \), in the special case. When the data tensor is contaminated by outliers, we expect the row space of \( L_0 \) can still be exactly recovered.

We first establish the following lemma, which states that the optimal solution to OR-TLRR always locates within the row space of raw tensor data \( \mathcal{X} \).

**Lemma 1.** For any optimal solution \( (\tilde{Z}_*, \mathcal{E}_*) \) to the OR-TLRR problem \( (4) \), we have \( \tilde{Z}_* \in \mathcal{P}^L_{\mathcal{V}_X} \).

This lemma states that the column space of \( \tilde{Z}_* \) is a subspace of \( \mathcal{V}_X \). Thus, in order for \( \tilde{Z}_* \) to exactly recover \( \mathcal{V}_0 \), a necessary condition is that \( \mathcal{V}_0 \) is a subspace of \( \mathcal{V}_X \), i.e., \( \mathcal{V}_0 \in \mathcal{P}^L_{\mathcal{V}_X} \). Intuitively, if some outliers in \( \mathcal{E}_0 \) do exactly on the span of the tensor subspaces, then we can think of \( \mathcal{X} \) as containing more authentic samples than \( L_0 \) and this condition will be violated. To show how it can hold, we establish the following lemma:

**Lemma 2.** If \( \text{Range}(L_0) \) and \( \text{Range}(\mathcal{E}_0) \) are independent to each other, i.e., \( \text{Range}(L_0) \cap \text{Range}(\mathcal{E}_0) = \{0\} \), then \( \mathcal{V}_0 \in \mathcal{P}^L_{\mathcal{V}_X} \).

Next, similar to TLRR [Zhou et al., 2021], exactly separating \( \mathcal{X} \) as the low-rank term \( L_0 \) plus the column-sparse term \( \mathcal{E}_0 \) requires \( L_0 \) is not column-sparse and \( \mathcal{E}_0 \) is not low-rank. To characterize this intuition, we need the following two mild conditions.

**Incoherence Condition on Low-Rank Term:** Let \( L \) be any invertible linear transform in \( (3) \) and it satisfies \( (2) \). For \( \mathcal{L} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), assume that rank\(_L(L) = r \) and it has the skinny t-SVD \( L = \mathcal{U} *_L \mathcal{S}_L *_L \mathcal{V}^H \). Then the column-incoherence condition with parameter \( \mu \) is defined as

\[
\mu \geq \frac{n_2 r}{n_3} \max_{j=1, \ldots, n_2} \| \mathcal{V}^H \mathcal{S}_L \mathcal{U} \mathcal{e}_j \|^2_F
\]

where \( \mathcal{e}_j \) is a tensor of size \( n_2 \times 1 \times n_3 \) with the entries of the \((j,1)-\)th tube of \( L(\mathcal{e}_j) \) equaling 1 and the rest equaling 0. A small value of \( \mu \) implies the low-rank term \( L_0 \) is not column-sparse.

**Ambiguity Condition on Column Sparse Term:** Another identifiability issue arises if the outlier tensor is both column-sparse and low-rank. To avoid this pathological situation, we introduce an unambiguity condition on \( \mathcal{E} \):

\[
\| B(\mathcal{E}) \| \leq \log(n_2)/\theta
\]

for some constant \( \theta \geq 4 \). In fact, condition \( (10) \) holds as long as the directions of the nonzero columns of \( \mathcal{E} \) scatter sufficiently randomly. Thus it guarantees...
that the tensor $E$ cannot be low-rank when the column sparsity of $E$ is comparable to $n_2$. We have the following exact recovery guarantee for problem (4).

**Theorem 2.** Suppose $\text{Range}(L) = \text{Range}(\mathcal{P}_{\Theta_0}(L))$ and $E_0(j,\cdot) \notin \text{Range}(L)$ for $j \in \Theta_0$. Then any solution $(\mathbf{V}_0 \ast L \mathbf{V}_0^H + \mathbf{H}, E_0 - \mathbf{X} \ast L \mathbf{H})$ to (4) with $
abla \lambda = \frac{1}{\sqrt{\log(n_1)\|X\|}}$ exactly recovers the row space of $L_0$ and the column support of $E_0$ with a probability at least $1 - c_1n_1^{10}$, where $c_1$ is a positive constant, if the column support set $\Theta_0$ is uniformly distributed among all sets of cardinality $|\Theta_0|$ and

$$\text{rank}(L_0) \leq \frac{\rho_r n_2}{\mu n_1 n_3 \|X\|} \quad \text{and} \quad |\Theta_0| \leq \rho_s n_2,$$

where $\rho_r$ and $\rho_s$ are constants, $X \ast L Z$ and $E_0 - X \ast L \mathcal{P}_{\Theta_0}(H)$ is not surprising, and $Z = V_0 \ast L V_0^H + \mathcal{P}_{\Theta_0}(H)$. In fact, the column space of $Z$ is the same as the row space of $L_0$ and $E_0$ has the same column support as that of $E_0$. Also, notice that $X = X \ast L Z + E$. So we can consider $L$ and $Z$ as the underlying low-rank and sparse terms, and we assume incoherence and ambiguity conditions on them instead of $L_0$ and $E_0$. The above results demonstrate that with high probability OR-TLRR can exactly recover the row space of $L_0$ and the support set $\Theta_0$ of $E_0$.

## 5 OR-TLRR WITH MISSING ENTRIES

Let us now consider the case where some entries of the data tensor $X$ are missing. Specifically, let $W \in \{0,1\}^{n_1 \times n_2 \times n_3}$ be a binary matrix such that $W_{i,j,k} = 1$ if $x_{i,j,k}$ is observed and $W_{i,j,k} = 0$ otherwise. The locations of the observed entries for the entire data can be indexed by the set $\Omega = \{(i,j,k) : W_{i,j,k} = 1\}$. Given the observed entries of $X$, $\{X_{i,j,k}\}_{(i,j,k) \in \Omega}$, our goal is to segment the tensor columns of $X$ into their corresponding tensor subspaces in the presence of outliers. Since we do not have access to the complete data, it is impossible to directly solve (4). One approach is to fill the missing entries in $X$ with $0$’s, i.e., to replace $X$ by $X_{\text{miss}} = W \odot X$ and then solve (4). As such, the constraint in (4) will become $X_{\text{miss}} = X_{\text{miss}} \ast L Z + E$ and we essentially enforce the $(i,j,k)$-th entry of the reconstructed tensor $X_{\text{miss}} \ast L Z$ to be close to zero whenever $W_{i,j,k} = 0$, while this term should be not penalized because we do not observe $x_{i,j,k}$. Followed by [Yang et al., 2015], we propose to incorporate the constraint $P_{\Theta_0}(X_{\text{miss}}) = P_{\Theta_0}(X_{\text{miss}} \ast L Z + E)$ into (4) and solve the following problem: $\min_{Z, \mathbf{E}} \|Z\|_*, + \lambda \|P_{\Theta_0}(\mathbf{E})\|_{2,1}$ s.t. $P_{\Theta_0}(X_{\text{miss}}) = P_{\Theta_0}(X_{\text{miss}} \ast L Z + \mathbf{E})$, (12)

where $P_{\Theta_0} : \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{R}^{n_1 \times n_2 \times n_3}$ is the orthogonal projector onto the span of tensors vanishing outside $\Omega$ so that the $(i,j,k)$-th component of $P_{\Theta_0}(\Lambda)$ is equal to $A_{i,j,k}$ if $(i,j,k) \in \Omega$ and zero otherwise. We further assume that $U_{\Lambda} \ast L S_{\Lambda} \ast L V_{\Lambda}^H$ is the skinny t-SVD of $X_{\text{miss}}$ and $r_{LX} = \text{rank}(X_{\text{miss}})$, (12) can then be transformed into a simpler problem as follows: $\min_{Z, \mathbf{E}} \|Z\|_*, + \lambda \|P_{\Theta_0}(\mathbf{E})\|_{2,1}$ s.t. $P_{\Theta_0}(X_{\text{miss}}) = P_{\Theta_0}(D \ast L Z + \mathbf{E})$, (13)

where $D = U_{\Lambda} \ast L S_{\Lambda}$. We refer the reader to the supplementary material for deduction details. We dub this approach *Outlier-Robust Tensor LRR by Entry-Wise Zero-Fill* (OR-TLRR-EWZF). Note that we can also robustify TLRR [Zhou et al., 2021] by replacing $\lambda \|P_{\Theta_0}(\mathbf{E})\|_{2,1}$ in (12) with $\lambda \|P_{\Theta_0}(\mathbf{E})\|_1$, and we call the resulting algorithm TLRR-EWZF in our experiments.

## 6 EXPERIMENTS

In this section, we perform extensive experiments on both synthetic and real data to demonstrate the usefulness of the proposed algorithms. All experiments are conducted using Matlab R2021b on an AMD Ryzen 9 5950X 3.40GHz CPU with 64GB RAM.

### 6.1 Synthetic Experiments

Here, we verify the recovery guarantee in Theorem 2 on randomly generated tensors. Three invertible linear transforms $L$ are adopted: (a) Discrete Fourier Transform (DFT); (b) Discrete Cosine Transform (DCT); (c) Random Orthogonal Matrix (ROM). We consider $c = 5$ tensor subspaces and generate the random
Table 3: Exact recovery on random problems of varying sizes. The Discrete Cosine Transform (DCT) is used as the invertible linear transform \( L \).

<table>
<thead>
<tr>
<th>( n_1 )</th>
<th>( | \mathcal{P}<em>{\Theta_0}^L (\mathbf{X}^\dagger) - \mathcal{P}</em>{\Theta_0}^L (\mathbf{X}) |_F )</th>
<th>( | \mathcal{P}_{\Theta_0}^L (\mathbf{L}<em>0^\perp) - \mathcal{P}</em>{\Theta_0}^L (\mathbf{L}_0^\perp) |_F )</th>
<th>dist(( \mathbf{X}, \mathbf{X}^\dagger ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>2.6439e-15</td>
<td>1.1794e-05</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>2.5648e-15</td>
<td>5.3397e-06</td>
</tr>
<tr>
<td>150</td>
<td>75</td>
<td>2.9269e-15</td>
<td>5.1267e-06</td>
</tr>
</tbody>
</table>

\( \rho = 0.2, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

\( \rho = 0.4, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

\( \rho = 0.6, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

Table 4: Exact recovery on random problems of varying sizes. The Random Orthogonal Matrix (ROM) is used as the invertible linear transform \( L \).

<table>
<thead>
<tr>
<th>( n_1 )</th>
<th>( | \mathcal{P}<em>{\Theta_0}^L (\mathbf{X}^\dagger) - \mathcal{P}</em>{\Theta_0}^L (\mathbf{X}) |_F )</th>
<th>( | \mathcal{P}_{\Theta_0}^L (\mathbf{L}<em>0^\perp) - \mathcal{P}</em>{\Theta_0}^L (\mathbf{L}_0^\perp) |_F )</th>
<th>dist(( \mathbf{X}, \mathbf{X}^\dagger ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>2.6439e-15</td>
<td>1.1794e-05</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>2.5648e-15</td>
<td>5.3397e-06</td>
</tr>
<tr>
<td>150</td>
<td>75</td>
<td>2.9269e-15</td>
<td>5.1267e-06</td>
</tr>
</tbody>
</table>

\( \rho = 0.2, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

\( \rho = 0.4, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

\( \rho = 0.6, r_2 = 0.1n_1, \lambda = 40/(\sqrt{\log(n_1)}) \)

tensor \( \mathbf{Q} = [\mathbf{Q}_1, \ldots, \mathbf{Q}_5] \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) with \( \mathbf{Q}_i = \mathbf{A}_i \ast \mathbf{B}_i \) where the entries of \( \mathbf{A}_i \in \mathbb{R}^{n_1 \times r_2 \times n_2} \) and \( \mathbf{B}_i \in \mathbb{R}^{r_1 \times n_2 \times n_3} \) are independently sampled from \( \mathcal{N}(0, 1/n_1) \) distribution. We simply set \( n_2 = n_1 \), hence \( n_2 = 5n_1 \). Then the lateral slices are independently sampled with probability \( \rho \) as outliers, and the entries of these selected columns are randomly sampled from i.i.d. \( \mathcal{N}(0, \zeta/n_1) \) distribution, where \( \zeta \) is the averaged magnitude of the samples in \( \mathbf{Q} \). In this way, the samples and outliers approximately have the same magnitude. The remaining entries of \( \mathcal{E}_0 \) are 0s. We denote the column support of \( \mathcal{E}_0 \) as \( \Theta_0 \). Finally, the observed tensor \( \mathbf{X} \) is generated by \( \mathbf{X} = \mathbf{L}_0 + \mathcal{E}_0 \), where \( \mathbf{L}_0 \) is obtained by setting the lateral slices of \( \mathbf{Q} \) corresponding to nonzero columns of \( \mathcal{E}_0 \) to be 0s.

To verify that OR-TLRR can perform well for various tensor sizes, we set \( n_3 = 100, n_1 = [60, 100, 150], r_2 = 0.1n_1, \) and \( \rho = [0.2, 0.4] \). We run every experiment for 20 times and the results reported here correspond to the average of these 20 random trials. We set \( \lambda = \alpha/(\sqrt{\log(n_1)}) \) and empirically choose \( \alpha \) from \([1, 2, 4, 8, 10] \) for DFT and from \([5, 10, 20, 30, 40, 50] \) for DCT and ROM. Note that \( \mathbf{X} \) denotes the recovered tensor, \( \mathbf{U} \) is the column space of \( \mathbf{X} \), and the recovered outlier support set of \( \mathcal{E} \) is denoted as \( \Theta_0 \). Table 4 respectively give the recovery results for the three different choices of the linear transforms \( L \). The recovered tubal rank of \( \mathcal{P}_{\Theta_0}^L (\mathbf{X}) \) is exactly equal to \( 5r_2 \) and the relative errors \( \| \mathcal{P}_{\Theta_0}^L (\mathbf{X}) - \mathcal{P}_{\Theta_0}^L (\mathbf{X}) \|_F / \| \mathbf{X} \|_F \) and \( \| \mathbf{X} - \mathbf{L}_0 \|_F / \| \mathbf{X} \|_F \) are very small (less than \( 10^{-4} \)). The Hamming distance dist(\( \Theta_0, \Theta \)) between \( \Theta_0 \) and \( \Theta \) is always 0. Thus, the recovery guarantee claimed in Theorem 2 has been fully verified by these numerical results. We also investigate the OR-TLRR-EWZF performance with missing data, where we set the percentage of missing entries \( \delta \) to be 10% and 20%. We implement OR-TLRR-EWZF with \( \lambda = 2/(\sqrt{\log(n_1)}) \) for DFT and \( \lambda = 30/(\sqrt{\log(n_1)}) \) for DCT and ROM. The resulting Hamming distance dist(\( \Theta_0, \Theta \)) is again always 0, which suggests that our algorithm can detect the outliers successfully in this setting.

6.2 Real-world Applications

In this subsection, the proposed algorithms are based on two different linear transforms for all experiments, i.e., DFT and DCT. The corresponding methods of OR-TLRR and OR-TLRR-EWZF are called OR-TLRR-DFT/OR-TLRR-DCT and OR-TLRR-EWZF-DFT/OR-TLRR-EWZF-DCT, respectively for short. We fix \( \lambda = 1/(\sqrt{\log(n_1)}) \) for OR-TLRR-DFT and \( \lambda = 1/(\sqrt{\log(n_1)}) \) for OR-TLRR-EWZF-DFT, and set \( \lambda = 100/(\sqrt{\log(n_1)}) \) for OR-TLRR-DCT and \( \lambda = 100/(\sqrt{\log(n_1)}) \) for OR-TLRR-EWZF-DCT. Table 5 gives the brief introduction of five testing databases, including ORL, COIL20, Umist, FRDUE, and USPS.

![Sample images from the datasets.](https://bamdevmishra.in/codes/tensorcompletion/)

Figure 1: Sample images from the datasets.
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Table 6: AUC of outlier detection and clustering results (ACC, NMI and PUR) on ORL-MIRFLICKR-25k and COIL20-MIRFLICKR-25k datasets for complete data experiments.

<table>
<thead>
<tr>
<th>Methods</th>
<th>ORL-MIRFLICKR-25k (100)</th>
<th>COIL20-MIRFLICKR-25k (100)</th>
<th>COIL20-MIRFLICKR-25k (200)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>NMI</td>
<td>PUR</td>
</tr>
<tr>
<td>R-PCA</td>
<td>0.9734</td>
<td>0.4972</td>
<td>0.7115</td>
</tr>
<tr>
<td>OR-PCA</td>
<td>0.9733</td>
<td>0.4972</td>
<td>0.7073</td>
</tr>
<tr>
<td>LRR</td>
<td>0.7448</td>
<td>0.5095</td>
<td>0.6843</td>
</tr>
<tr>
<td>TRPCA-DFT</td>
<td>0.9548</td>
<td>0.5549</td>
<td>0.7271</td>
</tr>
<tr>
<td>TRPCA-DCT</td>
<td>0.9586</td>
<td>0.5522</td>
<td>0.7237</td>
</tr>
<tr>
<td>OR-TPCA</td>
<td>0.7927</td>
<td>0.3851</td>
<td>0.5955</td>
</tr>
<tr>
<td>TLRR-DFT</td>
<td>0.9550</td>
<td>0.5094</td>
<td>0.6812</td>
</tr>
<tr>
<td>TLRR-DCT</td>
<td>0.9573</td>
<td>0.5488</td>
<td>0.7103</td>
</tr>
</tbody>
</table>

Table 7: AUC of outlier detection and clustering results (ACC, NMI and PUR) on ORL-MIRFLICKR-25k dataset for missing data experiments.

<table>
<thead>
<tr>
<th>Methods</th>
<th>δ = 10%</th>
<th></th>
<th></th>
<th></th>
<th>δ = 20%</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>NMI</td>
<td>PUR</td>
<td></td>
<td>ACC</td>
<td>NMI</td>
<td>PUR</td>
<td></td>
</tr>
<tr>
<td>TNN+TRPCA-DFT</td>
<td>0.9552</td>
<td>0.5551</td>
<td>0.7260</td>
<td>0.5806</td>
<td>0.9353</td>
<td>0.5493</td>
<td>0.7224</td>
<td>0.5753</td>
</tr>
<tr>
<td>TNN+TRPCA-DCT</td>
<td>0.9581</td>
<td>0.5513</td>
<td>0.7241</td>
<td>0.5774</td>
<td>0.9583</td>
<td>0.5529</td>
<td>0.7244</td>
<td>0.5786</td>
</tr>
<tr>
<td>TNN+OR-TPCA-DFT</td>
<td>0.6970</td>
<td>0.3772</td>
<td>0.5871</td>
<td>0.4025</td>
<td>0.6752</td>
<td>0.3735</td>
<td>0.5820</td>
<td>0.3976</td>
</tr>
<tr>
<td>TNN+TLRR-DFT</td>
<td>0.9537</td>
<td>0.5077</td>
<td>0.6766</td>
<td>0.5336</td>
<td>0.9570</td>
<td>0.4847</td>
<td>0.6587</td>
<td>0.5105</td>
</tr>
<tr>
<td>TNN+TLRR-DCT</td>
<td>0.9580</td>
<td>0.5420</td>
<td>0.7136</td>
<td>0.5690</td>
<td>0.9578</td>
<td>0.5504</td>
<td>0.7175</td>
<td>0.5773</td>
</tr>
<tr>
<td>TNN+OR-TRPCA-DFT</td>
<td>0.9384</td>
<td>0.5853</td>
<td>0.7475</td>
<td>0.6108</td>
<td>0.9376</td>
<td>0.5843</td>
<td>0.7481</td>
<td>0.6132</td>
</tr>
<tr>
<td>TNN+OR-TRPCA-DCT</td>
<td>0.9445</td>
<td>0.5722</td>
<td>0.7441</td>
<td>0.6009</td>
<td>0.9450</td>
<td>0.5674</td>
<td>0.7409</td>
<td>0.5949</td>
</tr>
<tr>
<td>TLRR-EWZF-DFT</td>
<td>0.9495</td>
<td>0.5088</td>
<td>0.6760</td>
<td>0.5341</td>
<td>0.9544</td>
<td>0.4892</td>
<td>0.6590</td>
<td>0.5152</td>
</tr>
<tr>
<td>TLRR-EWZF-DCT</td>
<td>0.9568</td>
<td>0.5398</td>
<td>0.7128</td>
<td>0.5687</td>
<td>0.9568</td>
<td>0.5398</td>
<td>0.7128</td>
<td>0.5674</td>
</tr>
<tr>
<td>OR-TLRR-EWZF-DFT</td>
<td>0.9391</td>
<td>0.5813</td>
<td>0.7449</td>
<td>0.6089</td>
<td>0.9407</td>
<td>0.5802</td>
<td>0.7417</td>
<td>0.6080</td>
</tr>
<tr>
<td>OR-TLRR-EWZF-DCT</td>
<td>0.9456</td>
<td>0.5608</td>
<td>0.7382</td>
<td>0.5899</td>
<td>0.9468</td>
<td>0.5631</td>
<td>0.7331</td>
<td>0.5898</td>
</tr>
</tbody>
</table>

6.2.1 Application to Outlier Detection

Here we evaluate the effectiveness of OR-TLRR on outlier detection and clustering tasks. For the complete data experiments, we compare OR-TLRR-DFT/OR-TLRR-DCT with other state-of-the-art low-rank matrix/tensor factorization methods including R-PCA [Candes et al., 2011], OR-PCA [Zhang et al., 2015], LRR [Liu et al., 2013a], TRPCA-DFT [Lu, 2021], TRPCA-DCT [Lu, 2021], OR-TPCA [Zhou and Feng, 2017], TLRR-DFT [Zhou et al., 2021] and TLRR-DCT [Yang et al., 2022]. For TRPCA/OR-TPCA, let the estimated clean “inlier” data be $\mathcal{L}$. We first compute a matrix $L = \sum_{k=1}^{n_k} L^{(k)}$ and perform SVD on $L = U S V^T$. Then we apply spectral clustering on $V U^T$ to obtain the result. For the case of data having missing entries, we compare OR-TLRR-EWZF/TRPCA-EWZF with a baseline that first completes the unknown entries of $\mathcal{A}$ using tensor nuclear norm based tensor completion model [Lu et al., 2018] and then do clustering using TRPCA [Lu et al., 2020] [Lu, 2021], OR-TPCA [Zhou and Feng, 2017], TLRR [Zhou et al., 2021] and OR-TLRR with the same linear transform that is used in the tensor completion step. The percentage of missing entries $\delta$ is again set to be 10% and 20%.

Unless otherwise stated, all regularization parameters involved in the competing methods were either tuned or selected as suggested in the respective papers.

We create two datasets by combining ORL/COIL20 with the MIRFLICKR-25k dataset (containing 25,000 images) [Huiskes and Lew, 2008], which we call ORL-MIRFLICKR-25k and COIL20-MIRFLICKR-25k, respectively. For ORL-MIRFLICKR-25k, we randomly select 100 images from MIRFLICKR-25k as outliers and the random selection is repeated 20 times. Fig. 1 (a) and Fig. 1 (f) show some examples of ORL and MIRFLICKR-25k, respectively. For COIL20-MIRFLICKR-25k, the outliers consist of 100 or 200 images selected from MIRFLICKR-25k. Theorem 2 implies the optimal solution $\mathcal{E}$ can help detect outliers in the data. Since all the methods have the sparse component $\mathcal{E}$, in this paper, we use k-means to cluster all the $\|E(:, j, :)\|_F^2$’s into two classes (outliers vs. non-outliers) for outlier detection. The performance of outlier detection is evaluated by AUC. While investigating the segmentation performance, we first remove the outliers detected by k-means (some normal samples may be removed, and these samples are given wrong labels) and apply Ncut [Shi and Malik, 2000] on the remaining samples (possibly include undetected outliers) for clustering. We evaluate the clustering performance of the normal samples using three met-
metrics, including ACC, NMI [Vinh et al., 2010] and PUR [Manning et al., 2010].

Table 9 summarizes the results for the complete data experiments. From these results, we can find that matrix-based algorithms seem to work better than tensor-based ones in terms of outlier detection. OR-TLRR-DFT always achieves the best clustering performance. On the widely used ACC metric, OR-TLRR-DFT respectively improves by 3.9%, 7.6% and 1.5% over the runner-up on the three testing cases (left-right). Such improvement can be attributed to the reason that (1) it takes advantage of the multi-dimensional structure of tensor data; (2) it uses the $\ell_{2,1}$ norm which can better depict outliers than the $\ell_1$ norm. From Table 7 and Table 10 (in the supplementary material), we observe that TNN+OR-TLRR-DFT outperforms all other methods in terms of clustering on the ORL-MIRFLICKR-25k dataset, and it has very marginal improvement over the second best, OR-TLRR-EWZF-DFT. As for the COIL20-MIRFLICKR-25k dataset, OR-TLRR-EWZF-DCT consistently achieves the best clustering performance in ACC, NMI and PUR. This may be explained because the tensor completion step fails as the data tensor is not low-rank.

### 6.2.2 Application to Image Clustering

Here, we conduct experiments on Umist and FRDUE datasets for face clustering. Due to shadows and facial expressions on face images displayed in Fig. 1(c) and Fig. 1(d), it can be argued that the $\ell_{2,1}$ norm can characterize the noise better than the $\ell_1$ norm. Table 8 presents the clustering results for all the methods. As can be seen from this table, OR-TLRR-DFT shows noticeable improvement in all the metrics compared to other algorithms. The accuracy outperforms the second best by 5.9% and 3.6% on Umist and FRDUE datasets, respectively. Similar to previous results, we observe from Table 9 that TNN+OR-TLRR-DFT performs the best on Umist dataset and OR-TLRR-EWZF-DFT ourperforms other methods on FRDUE dataset. Understanding the root cause behind this phenomenon is the subject of future research. We also examine the robustness of our methods for dealing with sample-specific corruptions, and we include these results in the supplementary material.

### 7 CONCLUSION

In this work, we proposed an outlier-robust tensor low-rank representation method for tensor data clustering in the presence of outliers. We proved that OR-TLRR can recover the row space of the authentic data and identify the outliers with high probability. We further extended the proposed method to the missing data scenario. Extensive numerical results on synthetic and real data demonstrated the effectiveness of our algorithms. In this work, we directly use the raw tensor data as the dictionary. While the performance and the corresponding theoretical guarantee of other possible options for the dictionary, e.g., apply TRPCA on the raw data and use the estimation of the clean data as the dictionary, will be investigated in future work. Our future work also includes learning the optimal linear transform for different types of data.
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A EXTENSION OF PRELIMINARIES

A.1 Notations

The operator norm of an operator on tensor is \( \| \mathcal{L} \| = \sup_{\| \mathcal{A} \| = 1} \| \mathcal{L}(\mathcal{A}) \|_F \). The inner product between two matrices \( \mathcal{A} \) and \( \mathcal{B} \) in \( \mathbb{C}^{n_1 \times n_2} \) is defined as \( \langle \mathcal{A}, \mathcal{B} \rangle = \text{tr}(\mathcal{A}^H \mathcal{B}) \), whereas the inner product between two tensors \( \mathcal{A} \) and \( \mathcal{B} \) in \( \mathbb{C}^{n_1 \times n_2 \times n_3} \) is defined as \( \langle \mathcal{A}, \mathcal{B} \rangle = \sum_{n=1}^{n_3} \langle \mathcal{A}^{(n)} \rangle, \mathcal{B}^{(n)} \rangle \). The dual norm of tensor \( \ell_{2,\infty} \) norm is the tensor \( \ell_{2,\infty} \) norm, which is defined as \( \| \mathcal{A} \|_{2,\infty} = \max_{\| (\cdot, j, \cdot) \|_F} \| \mathcal{A} \|_F \). The infinity norm of \( \mathcal{A} \) is \( \| \mathcal{A} \|_\infty = \max_{i,j,k} |\mathcal{A}_{i,j,k}| \).

**Definition 7** (Tensor pseudo-inverse [Zhou et al., 2021]). For an arbitrary tensor \( \mathcal{A} \in \mathbb{C}^{n_1 \times n_2 \times n_3} \), its pseudo-inverse under \( \mathcal{L} \) is defined as a tensor \( \mathcal{A}^\dagger \in \mathbb{C}^{n_2 \times n_1 \times n_3} \) which satisfies (i) \( \mathcal{A} \mathcal{L} \mathcal{A}^\dagger = \mathcal{A} \), (ii) \( \mathcal{A}^\dagger \mathcal{L} \mathcal{A}^\dagger = \mathcal{A}^\dagger \), (iii) \( \mathcal{A}^\dagger \mathcal{L} \mathcal{A}^\dagger \mathcal{A} = \mathcal{A} \), and (iv) \( \mathcal{A}^\dagger = (\mathcal{A}^\dagger)^\dagger \).

**Definition 8** (Standard tensor basis [Lu et al., 2019b]). The tensor **column basis** with respect to the transform \( \mathcal{L} \), denoted as \( \mathcal{e}_{ij} \), is a tensor of size \( n_1 \times 1 \times n_3 \) with the entries of the \( (i,1) \)-th tube of \( \mathcal{L}(\mathcal{e}_{ij}) \) equaling 1 and the rest equaling 0. Similarly, the **row basis** \( \mathcal{e}^H_{jk} \) is of size \( 1 \times n_2 \times n_3 \) with the entries of the \( (1,j) \)-th tube of \( \mathcal{L}(\mathcal{e}^H_{jk}) \) equaling to 1 and the rest equaling 0. The **tube basis** \( \mathcal{e}_{ijk} \) is a tensor of size \( 1 \times 1 \times n_3 \) with the \( (1,1,k) \)-th entry of \( \mathcal{L}(\mathcal{e}_{ijk}) \) equaling 1 and the rest equaling 0.

Denote \( \mathcal{e}_{ijk} \) as a unit tensor with only the \( (i, j, k) \)-th entry equaling 1 and others equaling 0. Based on Definition 8, \( \mathcal{e}_{ijk} \) can be expressed as \( \mathcal{e}_{ijk} = \mathcal{L}(\mathcal{e}_{i} \mathcal{L} \mathcal{e}_{j} \mathcal{L} \mathcal{e}_{k}^H) \). Then for any tensor \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we have \( \mathcal{A}_{i,j,k} = \langle \mathcal{A}, \mathcal{e}_{ijk} \rangle \) and \( \mathcal{A} = \sum_{i,j,k} \langle \mathcal{A}, \mathcal{e}_{ijk} \rangle \mathcal{e}_{ijk} \).

Next, we define some commonly used operators in this document. Assume that \( \mathcal{U}_X \mathcal{L} \mathcal{S}_X \mathcal{L} \mathcal{V}^H = \mathcal{U}_0 \mathcal{L} \mathcal{S}_0 \mathcal{L} \mathcal{V}^H \), and \( \mathcal{U} \mathcal{L} \mathcal{S} \mathcal{L} \mathcal{V}^H \) are the skinny t-SVDs of \( \mathcal{A} \), \( \mathcal{L}_0 \) and \( \mathcal{Z} \), respectively. The projection onto the column space \( \mathcal{U} \) is given by \( \mathcal{P}_\mathcal{U}(\mathcal{A}) = \mathcal{U} \mathcal{L} \mathcal{U}^H \mathcal{L} \mathcal{A} \), and similarly for the row space \( \mathcal{P}_\mathcal{V}(\mathcal{A}) = \mathcal{A} \mathcal{L} \mathcal{V}^H \mathcal{L} \mathcal{A} \). Sometimes, we need to apply \( \mathcal{P}_\mathcal{V} \) on the left side of a tensor. This special operator is denoted by \( \mathcal{P}_{\mathcal{V}}(\mathcal{A}) = \mathcal{V} \mathcal{L} \mathcal{V}^H \mathcal{L} \mathcal{A} \).

The tensor \( \mathcal{P}_{\Theta}(\mathcal{A}) \) is obtained from \( \mathcal{A} \) by setting tensor column \( \mathcal{A}(\cdot, j, \cdot) \) to zero for all \( j \notin \Theta \). The projection onto the space spanned by \( \mathcal{U} \) and \( \mathcal{V} \) is given by \( \mathcal{P}_{\mathcal{T}}(\mathcal{A}) = \mathcal{P}_{\mathcal{U}}(\mathcal{A}) + \mathcal{P}_{\mathcal{V}}(\mathcal{A}) - \mathcal{P}_{\mathcal{U}} \mathcal{P}_{\mathcal{V}}(\mathcal{A}) \), where \( \mathcal{P}_{\mathcal{U}} \mathcal{P}_{\mathcal{V}}(\mathcal{A}) = \mathcal{U} \mathcal{L} \mathcal{U}^H \mathcal{L} \mathcal{A} \mathcal{L} \mathcal{V}^H \mathcal{V}^H \mathcal{L} \mathcal{A} \). The complementary operators, \( \mathcal{P}_{\mathcal{U}^\perp}, \mathcal{P}_{\mathcal{V}^\perp}, \mathcal{P}_{\mathcal{L}^\perp} \) and \( \mathcal{P}_{\mathcal{T}^\perp} \) are defined as usual.

Finally, we use \( \Theta^c \) to denote the complement of \( \Theta \) and \( \mathcal{P}_{\Theta^c} \) is the projection onto \( \Theta^c \).

A.2 Preliminaries

We consider the invertible linear transform \( L : \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{C}^{n_1 \times n_2 \times n_3} \) defined as follows:

\[
\mathcal{A} = L(\mathcal{A}) = \mathcal{A} \times_3 L,
\]

where \( \times_3 \) denotes the mode-3 tensor-matrix product, and \( L \in \mathbb{C}^{n_3 \times n_3} \) is an arbitrary invertible matrix. In this document, we always use \( L \) satisfying

\[
LL^H = L^H L = \tau I_{n_3},
\]

where \( \tau > 0 \). Using (15), we have the following properties:

\[
\| \mathcal{A} \|_F = \frac{1}{\sqrt{\tau}} \| \mathcal{A} \|_F = \frac{1}{\sqrt{\tau}} \| \mathcal{A} \|_F \quad \text{and} \quad \langle \mathcal{A}, \mathcal{B} \rangle = \frac{1}{\tau} \langle \mathcal{A}, \mathcal{B} \rangle = \frac{1}{\tau} \langle \mathcal{A}, \mathcal{B} \rangle.
\]
B  Optimization Details of OR-TLRR

In this section, we elaborate the details of our optimization strategy to solve problem \((7)\) in the manuscript. To solve \((7)\) in an efficient manner, we resort to “variable splitting” of \(Z\), which transforms \((7)\) into the following:

\[
\min_{Z', J, E} \|Z'\|_* + \lambda\|E\|_{2,1} \quad \text{s.t.} \quad Z' = J, E = D *_L J + E.
\]

The augmented Lagrangian function of \((16)\) is

\[
\mathcal{L}_1(Z', J, E, Y_1, Y_2, \beta) = \|Z'\|_* + \lambda\|E\|_{2,1} + \langle Y_1, Z' - J \rangle + \langle Y_2, E - D *_L J - E \rangle
\]

\[
+ \frac{\beta}{2} (\|Z' - J\|^2_F + \|E - D *_L J - E\|^2_F),
\]

where the tensors \(Y_1\) and \(Y_2\) comprise Lagrange multipliers and \(\beta > 0\) is a penalty parameter. The optimization of \((17)\) can be done iteratively by minimizing \(\mathcal{L}_1\) with respect to \(Z', J\) and \(E\) over one tensor at a time while keeping the others fixed.

**Updating \(Z'\):** When other variables are fixed, the problem of updating \(Z'\) can be written as

\[
Z'^{(t+1)} = \arg \min_{Z'} \|Z'\|_* + \frac{\beta(t)}{2} \|B_1^{(t+1)} - Z'\|^2_F,
\]

where \(B_1^{(t+1)} = J^{(t)} - \frac{Y_1^{(t)}}{\beta(t)}\). We can optimize its equivalent problem:

\[
\mathcal{Z}^{(t+1)} = \arg \min_{\mathcal{Z}} \|\mathcal{Z}\|_* + \frac{\beta(t)}{2} \|\mathcal{B}_1^{(t+1)} - \mathcal{Z}\|^2_F,
\]

where \(\mathcal{B}_1^{(t+1)} = \text{bdag}(B_1^{(t+1)})\) and \(\mathcal{B}_1^{(t+1)} = L(B_1^{(t+1)})\). Since \(\mathcal{Z}\) is a block diagonal matrix, we only need to update all the diagonal block matrices \(Z^{(k)}\) by

\[
Z^{(k)(t+1)} = Y_1^{(t)} (B_1^{(k)(t+1)}),
\]

where \(Y_1(\cdot)\) denotes singular value thresholding (SVT) operator [Cai et al., 2010]. Finally, we can compute \(Z^{(t+1)} = L^{-1}(Z^{(t+1)})\).

**Updating \(E\):** We can update \(E\) by solving

\[
E^{(t+1)} = \arg \min_{E} \lambda\|E\|_{2,1} + \frac{\beta(t)}{2} \|B_2^{(t+1)} - E\|^2_F,
\]

where \(B_2^{(t+1)} = \chi - D *_L J^{(t)} + \frac{Y_2^{(t)}}{\beta(t)}\). Then the closed-form solution for \(E\) is given by

\[
E^{(t+1)}_{(j)} = \begin{cases} \frac{\|B_2^{(t+1)}\|_F - \frac{\lambda}{\beta(t)} B_2^{(t+1)}_{2(j)}}{\|B_2^{(t+1)}\|_F} B_2^{(t+1)}_{2(j)}, & \text{if } \|B_2^{(t+1)}\|_F > \frac{\lambda}{\beta(t)}; \\ 0, & \text{otherwise}, \end{cases}
\]

where \(B_2^{(t+1)} = B_2^{(t+1)}(:, j, :)\).

**Updating \(J\):** Keeping other tensors in \((17)\) fixed, the subproblem of updating \(J\) at the \((t+1)\)-th iteration has the form

\[
J^{(t+1)} = \arg \min_{J} \|P_1^{(t+1)} - J\|^2_F + \|P_2^{(t+1)} - D *_L J\|^2_F
\]

\[
= (D^H *_L D + I_{r \chi})^{-1} *_L \left(P_1^{(t+1)} + D^H *_L P_2^{(t+1)}\right),
\]

where \(P_1^{(t+1)} = \mathcal{P}_1^{(t+1)} - D *_L J^{(t)} + \frac{Y_1^{(t)}}{\beta(t)}\) and \(P_2^{(t+1)} = \chi - D *_L J^{(t)} - \frac{Y_2^{(t)}}{\beta(t)}\).
where \( P_1^{(t+1)} = Z'^{(t+1)} + \frac{\nu_1^{(t)}}{\beta(t)} \) and \( P_2^{(t+1)} = X - E^{(t+1)} + \frac{\nu_2^{(t)}}{\beta(t)} \). We can transform \( \mathbf{J}_{\Omega} \) into the transform domain and it can be shown that the \( k \)-th frontal slice of \( \mathbf{J}^{(t+1)} \), denoted by \( \mathbf{J}^{(k(t+1))} \), has the following closed-form solution:

\[
\mathbf{J}^{(k(t+1))} = \mathbf{Q}^{(k)} \left( \mathbf{P}_1^{(k(t+1))} + (\mathbf{D}^{(k)})^H \mathbf{P}_2^{(k(t+1))} \right),
\]

where \( \mathbf{Q} = (\mathbf{D}^H \ast_L \mathbf{D} + I_{r_X})^{-1} \). The update for \( \mathbf{J}^{(t+1)} \) can be expressed as \( \mathbf{J}^{(t+1)} = L^{-1}(\mathbf{J}^{(t+1)}) \).

After obtaining a solution \( (\mathbf{Z}, \mathbf{E}) \) to the problem \( 7 \), the optimal solution to \( 4 \) in the manuscript can be recovered by \( (\mathbf{V}_X \ast_L \mathbf{Z}, \mathbf{E}) \). The ADMM framework for solving \( 4 \) in the manuscript can be summarized in Algorithm 3. Since problem \( 10 \) is a convex problem, whose convergence behavior can be guaranteed by leveraging the results in [Lin et al., 2011].

**Complexity Analysis.** At each iteration, when updating \( \mathbf{J}^{(t+1)} \), the computational cost for the matrix product and inverse transform is \( O(r_X n_1 n_2 n_3 + r_X (n_1 + n_2) n_3^2) \). The major cost of updating \( \mathbf{Z}'^{(t+1)} \) includes \( n_3 \) SVDs on \( r_X \times n_2 \) matrices at the cost of \( r_X^2 n_2 n_3 \) and computing the inverse transform at the cost of \( O(r_X n_2 n_3^2) \). As for updating \( \mathbf{E}^{(t+1)} \), the step of computing tensor product \( \mathbf{D} \ast_L \mathbf{J}^{(t+1)} \) takes \( O(r_X n_1 n_2 n_3 + r_X (n_1 + n_2) n_3^2) \). Thus the total cost of Algorithm 3 is \( O(r_X n_1 n_2 n_3 + r_X (n_1 + n_2) n_3^2) \) per iteration. We conclude this section by noting that for some special invertible linear transforms \( L \), e.g., DFT, since the application of DFT on an \( n_3 \)-dimensional vector requires \( O(n_3 \log(n_3)) \) operations, the per-iteration complexity is \( O(r_X n_1 n_2 n_3 + r_X (n_1 + n_2) n_3 \log(n_3)) \).

**Algorithm 1** Outlier-Robust Tensor LRR (OR-TLRR)

**Input:** Data tensor \( \mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), linear transform \( L \), and parameter \( \lambda \).

**Initialize:** \( \mathbf{D} = \mathbf{U}_X \ast_L \mathbf{S}_X \) with the skinny t-SVD \( \mathbf{U}_X \ast_L \mathbf{S}_X \) of \( \mathbf{X} \). \( \mathbf{Z}^{(0)} = \mathbf{J}^{(0)} = \mathbf{Y}_1^{(0)} = \mathbf{Y}_2^{(0)} = \mathbf{0} \in \mathbb{R}^{r_X \times n_2 \times n_3} \), \( \mathbf{E}^{(0)} = \mathbf{0} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), \( \gamma = 1.1, \beta(0) = 10^{-5}, \beta_{\text{max}} = 10^8, \epsilon = 10^{-5} \), and \( t = 0 \).

1: while not converged do
2: Fix other variables and update \( \mathbf{Z}' \) via \( 18 \).
3: Fix other variables and update \( \mathbf{E} \) via \( 19 \).
4: Fix other variables and update \( \mathbf{J} \) via \( 21 \).
5: Update Lagrange multipliers:
   \[ \mathbf{Y}_1^{(t+1)} = \mathbf{Y}_1^{(t)} + \beta(t)( \mathbf{Z}'^{(t+1)} - \mathbf{J}^{(t+1)} ) \]
   \[ \mathbf{Y}_2^{(t+1)} = \mathbf{Y}_2^{(t)} + \beta(t)( \mathbf{X} - \mathbf{D} \ast_L \mathbf{J}^{(t+1)} - \mathbf{E}^{(t+1)} ) \]
6: \( \beta(t+1) = \min(\beta_{\text{max}}, \gamma \beta(t)) \).
7: Check the convergence conditions:
   \[ \max \left( \frac{\| \mathbf{Z}'^{(t+1)} - \mathbf{Z}'^{(t)} \|_\infty}{\| \mathbf{J}^{(t+1)} - \mathbf{J}^{(t)} \|_\infty}, \frac{\| \mathbf{E}^{(t+1)} - \mathbf{E}^{(t)} \|_\infty}{\| \mathbf{Z}'^{(t+1)} - \mathbf{Z}'^{(t)} \|_\infty}, \frac{\| \mathbf{X} - \mathbf{D} \ast L \mathbf{J}^{(t+1)} - \mathbf{E}^{(t+1)} \|_\infty}{\| \mathbf{X} - \mathbf{D} \ast L \mathbf{J}^{(t+1)} - \mathbf{E}^{(t+1)} \|_\infty} \right) \leq \epsilon. \]
8: \( t = t + 1 \).
9: end while

**Output:** \( \mathbf{Z}_* = \mathbf{V}_X \ast_L \mathbf{Z}^{(t+1)} \) and \( \mathbf{E}_* = \mathbf{E}^{(t+1)} \).

**C Optimization Details of OR-TLRR with Missing Entries**

In this section, we present our algorithm to solve problem \( 13 \) in the manuscript. By introducing two auxiliary variables \( \mathbf{J} \) and \( \mathbf{H} \), we make the objective function of \( 13 \), separable and reformulate \( 13 \) as

\[
\min \| \mathbf{Z}' \|_* + \lambda \| \mathbf{P}_\Omega(\mathbf{E}) \|_{2,1}
\]

s.t. \( \mathbf{Z}' = \mathbf{J}, \mathbf{H} = \mathbf{D} \ast_L \mathbf{J} + \mathbf{E}, \mathbf{P}_\Omega(\mathbf{X}_{\text{miss}}) = \mathbf{P}_\Omega(\mathbf{H}). \)

\[ (22) \]
The corresponding augmented Lagrangian function of (22) is
\[
\mathcal{L}_2(\mathcal{E}', \mathcal{J}, \mathcal{H}, \mathcal{E}, \mathcal{Y}_1, \mathcal{Y}_2, \beta) = \|\mathcal{E}'\|_\kappa + \lambda \|\mathcal{P}_\Omega(\mathcal{E})\|_{2,1} + \Psi_\Omega(\mathcal{X}_{\text{miss}} - \mathcal{H}) + \langle \mathcal{Y}_1, \mathcal{E}' - \mathcal{J} \rangle + \langle \mathcal{Y}_2, \mathcal{H} - \mathcal{D} * \mathcal{J} - \mathcal{E} \rangle + \frac{\beta}{2} (\|\mathcal{E}' - \mathcal{J}\|_\kappa^2 + \|\mathcal{H} - \mathcal{D} * \mathcal{J} - \mathcal{E}\|_F^2),
\]
where \(\Psi_\Omega(\cdot)\) denotes the indicator function
\[
\Psi_\Omega(\mathcal{A} - \mathcal{B}) = \begin{cases} 0, & \text{if } \mathcal{A}_\Omega = \mathcal{B}_\Omega, \\ \infty, & \text{otherwise}. \end{cases}
\]

The difference between the optimization of (23) and that of (17) mainly lies in the step of updating \(\mathcal{E}\) and one additional step for updating \(\mathcal{H}\). Concretely, the \(\mathcal{H}\)-subproblem is
\[
\mathcal{H}^{(t+1)} = \arg \min_{\mathcal{H}} \|\mathcal{H} - \mathcal{D} * \mathcal{J}^{(t)} - \mathcal{E}^{(t)} + \frac{\mathcal{Y}_2^{(t)}}{\beta(t)}\|_F^2 + \Psi_\Omega(\mathcal{X}_{\text{miss}} - \mathcal{H}).
\]

Thus, we have \(\mathcal{H}^{(t+1)} = \mathcal{P}_\Omega(\mathcal{D} * \mathcal{J}^{(t)} + \mathcal{E}^{(t)} - \frac{\mathcal{Y}_2^{(t)}}{\beta(t)}) + \mathcal{P}_\Omega(\mathcal{X}_{\text{miss}})\), where \(\mathcal{O}^c\) is the complement of \(\Omega\). On the other hand, the variable \(\mathcal{E}\) can be updated by solving
\[
\mathcal{E}^{(t+1)} = \arg \min_{\mathcal{E}} \lambda \|\mathcal{P}_\Omega(\mathcal{E})\|_{2,1} + \frac{\beta(t)}{2} \|\mathcal{B}^{(t+1)} - \mathcal{E}\|_F^2,
\]
where \(\mathcal{B}^{(t+1)} = \mathcal{H}^{(t+1)} - \mathcal{D} * \mathcal{J}^{(t)} + \frac{\mathcal{Y}_2^{(t)}}{\beta(t)}\). Then the closed-form solution of \(\mathcal{E}\) is given by
\[
\mathcal{E}^{(t+1)}_{(j)} = \begin{cases} \frac{\|\mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j\|_F - \lambda \mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j}{\|\mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j\|_F} & \text{if } \|\mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j\|_F > \lambda \frac{\beta(t)}{\beta(t)}, \\ 1 - \mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j, & \text{otherwise}, \end{cases}
\]
where \(\mathcal{B}^{(t+1)}_j = \mathcal{B}^{(t+1)}(:,j,:).\) The implementation of the ADMM algorithm is outlined in Algorithm 2. We dub this approach \textit{Outlier-Resistant Tensor LRR by Entry-Wise Zero-Fill} (OR-TLRR-EWZF). We conclude this section by noting that we can also robustify TLRR [Zhou et al., 2021] by replacing \(\lambda \|\mathcal{P}_\Omega(\mathcal{E})\|_{2,1}\) in (12) with \(\lambda \|\mathcal{P}_\Omega(\mathcal{E})\|_1\) as a means of performing TLRR with missing data. Effectively, the overall optimization process also relies on Algorithm 2 with the difference being that the closed-form solution of \(\mathcal{E}\) can now be computed by
\[
\mathcal{E}^{(t+1)}_{(j)} = \Pi_{\lambda \frac{\beta(t)}{\beta(t)}} \left(\mathcal{W}_j \odot \mathcal{B}^{(t+1)}_j\right) + (1 - \mathcal{W}_j) \odot \mathcal{B}^{(t+1)}_j,
\]
where \(\Pi_{\lambda \frac{\beta(t)}{\beta(t)}}(\cdot)\) is the soft-thresholding operator [Donoho, 1995]. We call the resulting algorithm TLRR-EWZF in our experiments.

**D PROOF OF THEOREM 1**

**Proof.** Let \(x_j = \text{vec}(\mathcal{X}(j))\) and \(X_j = \text{squeeze}(\mathcal{X}_{(j)}) \in \mathbb{R}^{n_1 \times n_3}\). Then, we can obtain
\[
x_j = \begin{bmatrix} X_je_1 \\ \\ X_je_{n_3} \end{bmatrix},
\]
where \(e_q \in \mathbb{R}^{n_3}\) is the \(q\)-th standard basis of \(\mathbb{R}^{n_3}\) whose \(q\)-th entry is 1 and the rest is 0. Next, we define a tensor \(\mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) with \(\mathcal{A}_{(j)} = \text{i vec}(a_j)\), and let \(A_j = \text{squeeze}(\mathcal{A}_{(j)}) \in \mathbb{R}^{n_1 \times n_3}, j = 1, \ldots, p\). Then we can write \(x_j = Az_j\) as its equivalent form:
\[
\begin{bmatrix} X_je_1 \\ \\ X_je_{n_3} \end{bmatrix} = \begin{bmatrix} A_1e_1 & \ldots & A_pe_1 \\ \\ A_1e_{n_3} & \ldots & A_pe_{n_3} \end{bmatrix} z_j.
\]
We further define

\[ D = \mathcal{U}_X * L S_X \] with the skinny t-SVD \( \mathcal{U}_X * L S_X \) of \( X \) miss, \( \mathcal{Z}^{(0)} = J^{(0)} = \mathcal{Y}^{(0)} = 0 \in \mathbb{R}^{R \times x_{n_2} \times n_3} \), \( \mathcal{E}^{(0)} = H^{(0)} = \mathcal{Y}^{(0)} = 0 \in \mathbb{R}^{R \times x_{n_2} \times n_3} \), \( \gamma = 1.1 \), \( \beta = 10^{-5} \), \( \lambda_{\text{max}} = 10^8 \), \( \epsilon = 10^{-5} \), and \( t = 0 \).

1. while not converged do
2. Fix other variables and update \( H \) by solving \((24)\).
3. Fix other variables and update \( Z' \) by solving:

\[
Z'^{(t+1)} = \arg \min_{Z'} \|Z'\|_s + \frac{\mu^{(t)}}{2} \|Z' - J^{(t)} + \mathcal{Y}^{(t)}\|_F^2.
\]

4. Fix other variables and update \( E \) by solving \((25)\).
5. Fix other variables and update \( J \) by solving:

\[
J^{(t+1)} = \arg \min_{J} \|Z'^{(t+1)} - J + \mathcal{Y}^{(t)}\|_F^2 + \|H^{(t+1)} - D * L J - E^{(t+1)}\|_F^2.
\]

6. Update Lagrange multipliers:

\[
\mathcal{Y}^{(t+1)}_1 = \mathcal{Y}^{(t)}_1 + \beta^{(t)} (Z'^{(t+1)} - J^{(t+1)}),
\]

\[
\mathcal{Y}^{(t+1)}_2 = \mathcal{Y}^{(t)}_2 + \beta^{(t)} (H^{(t+1)} - D * L J^{(t+1)} - E^{(t+1)}).
\]

7. \( \beta^{(t+1)} = \min(\beta_{\text{max}}, \gamma \beta^{(t)}) \).

8. Check the convergence conditions:

\[
\max \left\{ \|Z'^{(t+1)} - Z^{(t)}\|_\infty, \|J^{(t+1)} - J^{(t)}\|_\infty \right\} \leq \epsilon.
\]

9. \( t = t + 1 \).
10. end while

Output: \( Z_s = \mathcal{V}_X * L \mathcal{Z}^{(t+1)} \) and \( E_s = E^{(t+1)} \).

For the \( s \)-th row of \( L \) \((s = 1, \ldots, n_3)\), we have

\[
X_l T = \sum_{q=1}^{n_3} L_{s,q} X_q e_q
\]

\[
= \sum_{q=1}^{n_3} L_{s,q} [A_1 e_q, \ldots, A_p e_q] z_j
\]

\[
= [A_1, \ldots, A_p] \sum_{q=1}^{n_3} L_{s,q} \begin{bmatrix} e_q \\ \vdots \\ e_q \end{bmatrix} z_j
\]

\[
= [A_1, \ldots, A_p] \begin{bmatrix} I_{s,T}^T \\ \vdots \\ I_{s,T}^T \end{bmatrix} z_j
\]

\[
= [A_1 I_{s,T}^T, \ldots, A_p I_{s,T}^T] z_j.
\]

We further define

\[
A_{l,s,T} = [A_1 I_{s,T}^T, \ldots, A_p I_{s,T}^T] \in \mathbb{C}^{n_1 \times n}\]
and a tensor $\mathbf{Z} \in \mathbb{R}^{p \times n_2 \times n_3}$ with $\mathbf{Z}(; j, k) = z_j \in \mathbb{R}^p$, $k = 1, \ldots, n_3$. The tensor $\mathbf{Z}$ can be computed by setting $\mathbf{Z} = L^{-1}(\mathbf{Z})$. Note that the block diagonal matrix $\mathbf{A}$ can now be written as

$$
\mathbf{A} = \begin{bmatrix}
A_{l_1, T} & \cdots \\
& \ddots \\
& & A_{l_{n_3}, T}
\end{bmatrix}.
$$

Let $\mathbf{X}_j = \text{bdiag}(L(\mathbf{X}(j)))$ and $\mathbf{Z}_j = \text{bdiag}(L(\mathbf{Z}(j)))$, we can establish that

$$
\mathbf{X}_j = \begin{bmatrix}
X_{j, l_{1}, T} & \cdots \\
& \ddots \\
& & X_{j, l_{n_3}, T}
\end{bmatrix}
\begin{bmatrix}
z_j \\
& \ddots \\
& & z_j
\end{bmatrix}
= \mathbf{A} \mathbf{Z}_j.
$$

So for any $z_j$, we have

$$
\mathbf{X}(j) = \mathbf{A} \ast_L \mathbf{Z}(j), \quad \forall j = 1, \ldots, n_2.
$$

(27)

Conversely, for any tensor linear representation (27), $\mathbf{Z}(j)$ may not satisfy $\mathbf{Z}(; j, k) = z_j$, i.e., there may not exist $z_j$ such that $\mathbf{x}_j = \mathbf{A} z_j$. Thus, if the linear representation relationship in vector space holds, then there exists a feasible solution such that the tensor linear representation also holds. However, there is no guarantee that the reverse is also true.

E PROOFS OF LEMMA 1 AND LEMMA 2

Before proving Lemma 1, we first give the following lemma which is used in the proof.

**Lemma 3.** Let $\mathbf{A} \in \mathbb{R}^{n_1 \times n_4 \times n_3}$ be a nonzero dictionary and $\mathbf{X} = \mathbf{A} \ast_L \mathbf{Z}$ has feasible solutions, i.e., $\mathbf{X} \in \text{Range(\mathbf{A})}$. Then the following problem

$$
\min_{\mathbf{Z}} \|\mathbf{Z}\|_*, \quad \text{s.t.} \quad \mathbf{X} = \mathbf{A} \ast_L \mathbf{Z}
$$

has a unique minimizer defined by

$$
\mathbf{Z}_* = \mathbf{A}^\dagger \ast_L \mathbf{X}.
$$

Proof. For the problem

$$
\min_{\mathbf{Z}} \|\mathbf{Z}\|_*, \quad \text{s.t.} \quad \mathbf{X} = \mathbf{A} \ast_L \mathbf{Z}
$$

(28)

is equivalent to

$$
\min_{\mathbf{Z}} \|\mathbf{Z}\|_*, \quad \text{s.t.} \quad \mathbf{X} = \mathbf{A} \mathbf{Z}.
$$

(29)

Since $\mathbf{X}$, $\mathbf{A}$ and $\mathbf{Z}$ are three block-diagonal matrices, (29) can be divided into $n_3$ simple problems.

$$
\min_{\mathbf{Z}(k)} \|\mathbf{Z}(k)\|_*, \quad \text{s.t.} \quad \mathbf{X}(k) = \mathbf{A}(k) \mathbf{Z}(k), k = 1, \ldots, n_3.
$$

(30)

Since $\mathbf{X} \in \text{Range(\mathbf{A})}$, we have $\mathbf{X}(k) \in \text{Span(}\mathbf{A}(k))$, where $\text{Span(}\mathbf{B})$ denotes the linear space spanned by the columns of a matrix $\mathbf{B}$ [Liu et al., 2013a]. Then, by [Liu et al., 2013a, Theorem 4.1], we have that $\mathbf{Z}(k) = (\mathbf{A}(k))^\dagger \mathbf{X}(k)$ is the unique optimal solution to (30). Hence, we can obtain the unique solution $\mathbf{Z} = (\mathbf{A})^\dagger \mathbf{X}$ to problem (29). Furthermore, the unique solution to (28) is $\mathbf{Z} = \mathbf{A}^\dagger \ast_L \mathbf{X}$. The proof is completed.
E.1 Proof of Lemma 1

**Proof.** Note that OR-TLRR problem \( \{Z, E\} \) always has feasible solutions, e.g., \( (Z = 0, E = X) \). Thus, an optimal solution, denoted as \( (Z_*, E_*) \), exists. By Lemma 3, we have

\[
Z_* = \arg \min_{Z} \|Z\|_* \quad \text{s.t.} \quad X - E_* = X + L \cdot Z
\]

which simply leads to \( Z_* \in \mathcal{P}_{YX}^{L} \).

E.2 Proof of Lemma 2

**Proof.** Suppose the skinny t-SVDs of \( X, L_0 \) and \( E_0 \) are \( U_0 X L_0 S_0 Y_0 L_0 V_0^H \) and \( U_0 E_0 L_0 S_0 Y_0 L_0 V_0^H \), respectively. Let \( U_0^\perp \) and \( U_0^\perp \) be the orthogonal complements of \( U_0 \) and \( U_0 \), respectively. Since Range(\( L_0 \)) and Range(\( E_0 \)) are independent, Span(\( U_0^{(k)} \)) and Span(\( U_0^{(k)} \)) are independent, \( \forall k = 1, \ldots, n \), which further suggests that \( [U_0^{(k)}] \perp U_0^{(k)} \) spans the whole space. Thus the following system has feasible solutions \( Y_0^{(k)} \) and \( Y_0^{(k)} \):

\[
U_0^{(k)} \left( U_0^{(k)} \right)^H Y_0^{(k)} \perp U_0^{(k)} \left( U_0^{(k)} \right)^H Y_0^{(k)} = I_{n_1}.
\]

Denote \( Y^{(k)} = I_{n_1} - U_0^{(k)} \left( U_0^{(k)} \right)^H Y_0^{(k)} \), then it can be verified that

\[
(L_0^{(k)})^H Y^{(k)} = (L_0^{(k)})^H \text{ and } (E_0^{(k)})^H Y^{(k)} = 0.
\]

We have that \( (X^{(k)})^H Y^{(k)} = (L_0^{(k)})^H, \forall k = 1, \ldots, n \). Hence the system \( X^H Y = L_0^H \) has a feasible solution \( Y \), which simply leads to \( X L_0 S_0 X L_0 U_0^H Y L_0 U_0^H S_0 = V_0 \) and thus \( V_0 \in \mathcal{P}_{YX}^{L} \).

F PROOFS OF THEOREM 2

Now we prove Theorem 2 in manuscript. Section F.1 identifies the necessary and sufficient conditions (called equivalent conditions) for any pair \( (Z, E) \) to produce the exact recovery results. Section F.2 gives the dual conditions under which OR-TLRR succeeds. Then we construct a dual certificate in Section F.3 such that the dual conditions hold. Section F.4 gives the proofs of some lemmas which are used in Section F.3. For convenience, we consider the general Bernoulli sampling. Specifically, for \( \Theta_0 = \{j|\delta_j = 1\} \), \( \delta_j \) are i.i.d. Bernoulli variables and take value 1 with probability \( \rho \) and 0 with probability \( 1 - \rho \). Thus, we denote the Bernoulli sampling by \( \Theta_0 \sim \text{Ber}(\rho) \).

F.1 Equivalent Conditions

**Theorem 3.** Let the pair \( (Z', E') \) satisfy \( X = X L L_0 Z' + E' \). Denote the skinny t-SVD of \( Z' \) as \( U^* L S^* L V^H \), and the column support of \( E' \) as \( \Theta' \). If \( \mathcal{P}_{\Theta_0}(Z') = Z' \) and \( \mathcal{P}_{\Theta_0}(E') = E' \), then \( U^* L V^H = V_0 L Y_0^H \) and \( \Theta' = \Theta_0 \).

**Proof.** Since \( \mathcal{P}_{\Theta_0}(Z') = Z' \) implies that \( U' \) is a subspace of \( V_0 \), to prove \( U^* L V^H = V_0 L Y_0^H \), it is sufficient to prove \( \text{rank}(Z') \geq \text{rank}(L_0) \). Note that \( \mathcal{P}_{\Theta_0}(X) = L_0 \). We have

\[
L_0 = \mathcal{P}_{\Theta_0}(X) = \mathcal{P}_{\Theta_0}(X L L_0 Z' + E') = \mathcal{P}_{\Theta_0}(X L L_0 Z') = X L \mathcal{P}_{\Theta_0}(Z').
\]

Therefore, we can establish that

\[
\text{rank}(L_0) = \text{rank}(L_0) \leq \text{rank}(\mathcal{P}_{\Theta_0}(Z')) \leq \text{rank}(\mathcal{P}_{\Theta_0}(Z')) \leq \text{rank}(Z').
\]

Next, since \( \mathcal{P}_{\Theta_0}(E') = E' \) implies that \( \Theta' \subseteq \Theta_0 \), if we can prove \( \Theta_0 \cap (\Theta')^c = \emptyset \), then we can have \( \Theta' = \Theta_0 \). In order to do so, we first have

\[
\mathcal{P}_{\Theta_0}(L_0) = 0 \Rightarrow U_0 L S_0 L \mathcal{P}_{\Theta_0}(V_0^H) = 0
\]

\[
\Rightarrow \mathcal{P}_{\Theta_0}(V_0^H) = 0
\]

\[
\Rightarrow V_0 L \mathcal{P}_{\Theta_0}(V_0^H) = 0.
\]
Also, $\mathcal{V}_0 \in \mathcal{P}_{\mathcal{V}_X}^L$ implies that $\mathcal{V}_0 *_L \mathcal{V}_X^H = \mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{V}_X *_L \mathcal{V}_X^H$, which then leads to $\mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{V}_X *_L \mathcal{P}_{\Theta_0}(\mathcal{V}_X^H) = \mathcal{V}_0 *_L \mathcal{P}_{\Theta_0}(\mathcal{V}_X^H) = 0$. Because $\Theta_0 \cap (\Theta)^c \subseteq \Theta_0$, we can obtain $\mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{V}_X^H) = 0$. On the other hand, note that $\Theta_0 \cap (\Theta)^c \subseteq (\Theta)^c$, we have the following:

$$\mathcal{X} = \mathcal{X} *_L \mathcal{Z}' + \mathcal{E}'$$

$$= \mathcal{P}_{\Theta_0 \cap (\Theta)^c} (\mathcal{X}) = \mathcal{X} *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z})$$

$$= \mathcal{U}_X *_L \mathcal{S}_X *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{V}_X^H)$$

$$= \mathcal{U}_X *_L \mathcal{S}_X *_L \mathcal{V}_X^L *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z})$$

$$\Rightarrow \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{V}_X^H) = \mathcal{V}_X *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z})$$

$$= \mathcal{V}_0 *_L \mathcal{V}_X *_L \mathcal{V}_X^H *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z})$$

$$\Rightarrow \mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{V}_X *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z}) = 0$$

$$\Rightarrow \mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{V}_X *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z}) = 0$$

$$\Rightarrow \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z}) = 0,$$

where (1) holds because $\mathcal{Z}' \in \mathcal{P}_{\mathcal{V}_X}^L$, and (2) holds because $\mathcal{Z}' = \mathcal{V}_0 *_L \mathcal{V}_X^H *_L \mathcal{H}'$. It follows from $\mathcal{X} = \mathcal{L}_0 + \mathcal{E}_0$ that $\mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{E}_0) = \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{X} - \mathcal{L}_0) = \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{X}) = \mathcal{X} *_L \mathcal{P}_{\Theta_0 \cap (\Theta)^c}(\mathcal{Z}') = 0$. Hence, $\Theta_0 \cap (\Theta)^c = \emptyset$. □

This theorem implies that the exact recovery is equivalent to two constraints: $\mathcal{P}_{\mathcal{V}_X}(\mathcal{Z}) = \mathcal{Z}$ and $\mathcal{P}_{\Theta_0}(\mathcal{E}) = \mathcal{E}$. As will be seen in the following, this can largely facilitate the proof of Theorem 2.

### F.2 Dual Conditions

We now prove the dual conditions of the OR-TLRR problem [4].

#### Lemma 4 (Dual conditions for OR-TLRR).

Assume that $\text{Range}(\mathcal{L}_0) = \text{Range}(\mathcal{P}_{\Theta_0}(\mathcal{L}_0))$, $\mathcal{E}_0(\cdot, j, j) \notin \text{Range}(\mathcal{L}_0)$ for $j \in \Theta_0$, and $(\mathcal{Z}_*, \mathcal{E}_*) = (\mathcal{V}_0 *_L \mathcal{V}_X^H + \mathcal{H}, \mathcal{E}_0 - \mathcal{X} *_L \mathcal{H})$ is an arbitrary solution to [4]. Let $\hat{\mathcal{Z}} = \mathcal{V}_0 *_L \mathcal{V}_X^H + \mathcal{P}_{\Theta_0}(\mathcal{H})$ and $\hat{\mathcal{E}} = \mathcal{E}_0 - \mathcal{X} *_L \mathcal{P}_{\Theta_0}(\mathcal{H})$. Suppose that $\|\mathcal{P}_{\Theta_0}(\mathcal{V})\| < 1$, $\lambda > 2 \sqrt{\frac{\mu^2}{n^2 \tau}}$, and $\hat{\mathcal{L}} = \mathcal{X} *_L \hat{\mathcal{Z}}$ obeys the tensor column-incoherence condition. Then the column space of $\mathcal{Z}_*$ is the same as the row space of $\mathcal{L}_0$ and $\mathcal{E}_*$ has the same column indices as those of $\mathcal{E}_0$, provided that there exists a pair $(\mathcal{W}, \mathcal{F})$ obeying

$$\mathcal{W} = \lambda (\mathcal{X} *_L \mathcal{B}(\mathcal{E}) + \mathcal{F}),$$

with $\mathcal{P}_{\Theta}(\mathcal{W}) = 0$, $\|\mathcal{W}\| \leq 1/2$, $\mathcal{P}_{\Theta}(\mathcal{F}) = 0$ and $\|\mathcal{F}\|_{2, \infty} \leq 1/2$.

#### Proof.

The gradients of tensor nuclear norm and tensor $\ell_{2,1}$ norm can be written as

$$\partial_{\mathcal{Z}} \|\mathcal{Z}\|_* = \{\hat{\mathcal{U}} *_L \hat{\mathcal{V}}^H + \hat{\mathcal{Q}}|\mathcal{P}_{\mathcal{Q}}(\mathcal{Q}) = 0, \|\mathcal{Q}\| \leq 1\};$$

$$\partial_{\mathcal{E}} \|\mathcal{E}\|_{2,1} = \{\mathcal{B}(\mathcal{E}) + \hat{\mathcal{C}}|\mathcal{P}_{\Theta}(\mathcal{C}) = 0, \|\mathcal{C}\|_{2, \infty} \leq 1\}.$$

We denote the skinny t-SVDs of $\hat{\mathcal{Z}}$ and $\hat{\mathcal{L}}$ as $\hat{\mathcal{U}} *_L \hat{\mathcal{S}} *_L \hat{\mathcal{V}}^H$ and $\hat{\mathcal{U}}_* \hat{\mathcal{S}} *_L \hat{\mathcal{V}}^H$, respectively. Since $\hat{\mathcal{L}} = \mathcal{X} *_L \hat{\mathcal{Z}}$, we have

$$\mathcal{V}_L^H = \mathcal{S}_L^* *_L \mathcal{U}_L^* *_L \mathcal{X} *_L \hat{\mathcal{U}} *_L \hat{\mathcal{S}} *_L \hat{\mathcal{V}}^H,$$

which implies that the horizontal slices, i.e., the tensor rows of $\hat{\mathcal{V}}^H$ are the tensor rows of $\mathcal{V}_L^H$. Notice that $\mathcal{V}_L^H$ is row orthonormal, there exists a row orthonormal tensor $\mathcal{R}$ such that $\hat{\mathcal{V}}^H = \mathcal{R} *_L \mathcal{V}_L^H$. Then we have

$$\|\hat{\mathcal{U}} * \hat{\mathcal{V}}^H\|_{2, \infty} = \max_j \|\hat{\mathcal{U}} *_L \hat{\mathcal{V}}^H *_L \hat{\mathcal{V}}^H_j\|_F = \max_j \|\hat{\mathcal{V}}^H *_L \hat{\mathcal{V}}^H_j\|_F$$

$$= \max_j \|\mathcal{R} *_L \mathcal{V}_L^H *_L \mathcal{V}_L^H_j\|_F \leq \max_j \|\mathcal{V}_L^H *_L \mathcal{V}_L^H_j\|_F \leq \sqrt{\frac{\mu^2}{n^2 \tau}}.$$
Let $\mathcal{H}_1 = P_{\Theta_0} P_{V_0}^L (\mathcal{H})$ and $\mathcal{H}_2 = P_{\Theta_0} P_{V_0}^L (\mathcal{H}) + P_{\Theta_0} P_{V_0}^L (\mathcal{H}) + P_{\Theta_0} P_{V_0}^L (\mathcal{H})$. Note that $(\hat{Z}, \hat{E})$ satisfies $X = X * L \hat{Z} + \hat{E}$, $P_{V_0}^L (\hat{Z}) = \hat{Z}$ and $P_{\Theta_0} (\hat{E}) = \hat{E}$. Then by Theorem 3, we have $P_{\hat{U}} = P_{V_0}^L$ and $\Theta = \Theta_0$. We can obtain that

$$
\|Z_*\|_* + \lambda \|E_*\|_{2,1} - \|\hat{Z}\|_* - \lambda \|\hat{E}\|_{2,1}
\geq (\hat{U} * L \hat{V}^H + Q, Z_* - Z) + \lambda \langle B(\hat{E}), \mathcal{X} * L P_{V_0}^L (\mathcal{H}) \rangle - \lambda \langle \mathcal{X}^H * L \hat{E}, Z_{\perp} P_{V_0}^L (\mathcal{H}) \rangle
\geq (\hat{U} * L \hat{V}^H + \hat{Q}, H_2) - \lambda \langle B(\hat{E}), \mathcal{X} * L P_{V_0}^L (\mathcal{H}) \rangle - \lambda \langle \mathcal{X}^H * L \hat{E}, Z_{\perp} P_{V_0}^L (\mathcal{H}) \rangle
\geq (\hat{U} * L \hat{V}^H, P_{\Theta_0} (\mathcal{H})) + (Q, P_{V_0}^L (\mathcal{H})) - \lambda \langle B(\hat{E}), \mathcal{X} * L P_{V_0}^L (\mathcal{H}) \rangle - \lambda \langle \mathcal{X}^H * L \hat{E}, Z_{\perp} P_{V_0}^L (\mathcal{H}) \rangle
\geq (\hat{U} * L \hat{V}^H, P_{\Theta_0} (\mathcal{H})) + (Q, P_{V_0}^L (\mathcal{H})) - \lambda \langle \mathcal{X}^H * L \hat{E}, Z_{\perp} P_{V_0}^L (\mathcal{H}) \rangle - \lambda \langle \mathcal{X}^H * L \hat{E}, Z_{\perp} P_{V_0}^L (\mathcal{H}) \rangle.
$$

By the duality between the tensor nuclear norm and the tensor spectral norm, there exists a tensor $Q_0$ such that $\langle Q_0, P_{V_0}^L P_{V_0}^L (\mathcal{H}) \rangle = \|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_*$ and $\|Q_0\|_1 = 1$. We set $Q = P_{V_0}^L P_{V_0}^L (Q_0) \in P_{T_1}$. Similarly, thanks to the duality between the $\ell_{2,1}$ norm and $\ell_{2,\infty}$ norm, we can pick $\hat{C} \in P_{\Theta^*}$ such that $\langle \mathcal{X}^H * L \hat{C}, P_{\Theta_0}^* (\mathcal{H}) \rangle = -\|P_{\Theta_0}^* (\mathcal{H})\|_{2,1}$. On the other hand, we can establish that

$$
\|\mathcal{V} - \lambda \mathcal{F}, P_{V_0}^L (\mathcal{H})\|_* + \lambda \|\mathcal{W}, P_{V_0}^L (\mathcal{H})\|_* + \lambda \|P_{\Theta_0}^* (\mathcal{H})\|_{2,1}
\leq \frac{1}{2} \|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_* + \lambda \|\mathcal{W}, P_{V_0}^L (\mathcal{H})\|_* + \frac{\lambda}{2} \|P_{\Theta_0}^* P_{V_0}^L (\mathcal{H})\|_{2,1},
$$

where the last inequality holds because $\mathcal{W} \in P_{V_0}^L$ and $\mathcal{F} \in P_{\Theta^*}$. Hence, we have

$$
\|Z_*\|_* + \lambda \|E_*\|_{2,1} - \|\hat{Z}\|_* - \lambda \|\hat{E}\|_{2,1}
\geq \|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_* - \sqrt{\frac{\mu \nu}{n_2 \tau}} \|P_{\Theta_0}^* (\mathcal{H})\|_{2,1} + \lambda \|P_{\Theta_0}^* (\mathcal{H})\|_{2,1} - \frac{1}{2} \|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_* - \frac{\lambda}{2} \|P_{\Theta_0}^* P_{V_0}^L (\mathcal{H})\|_{2,1}
\geq \frac{1}{2} \|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_* + \left(\frac{1}{2} - \sqrt{\frac{\mu \nu}{n_2 \tau}}\right) \|P_{\Theta_0}^* (\mathcal{H})\|_{2,1}.
$$

Note that $(Z_*, E_*) = (V_0 * L V_0^H + H, E_0 - X * L H)$ is an arbitrary optimal solution, the above inequality shows $\|P_{V_0}^L P_{V_0}^L (\mathcal{H})\|_* = \|P_{\Theta_0}^* P_{V_0}^L (\mathcal{H})\|_{2,1} = \|P_{\Theta_0}^* (\mathcal{H})\|_{2,1} = 0$, i.e., $P_{V_0}^L (\mathcal{H}) \in P_V \cap P_\Theta$ and $H \in P_{\Theta_0}$. By the assumption that $\|P_{\Theta_0} P_{V_0}\| < 1$, we have $P_{V_0}^L (\mathcal{H}) = 0$, and so $H \in P_{V_0}$. Thus, the solution $(Z_*, E_*)$ also satisfies $P_{V_0}^L (Z_*) = Z_*$ and $P_{\Theta_0} (E_*) = E_*$. It can be concluded that the solution $(Z_*, E_*)$ also exactly recovers the row space of $L_0$ and the column support of outlier tensor $E_0$.

Lemma 4 implies that if we can find a dual certificate $W$ obeying

$$
\begin{align*}
(a) & \mathcal{W} \in P_{V_0}^L, \\
(b) & P_{\Theta} (\mathcal{W}) = \lambda X^H * L B(\hat{E}), \\
(c) & \|\mathcal{W}\| \leq 1/2, \\
(d) & \|P_{\Theta_0} (\mathcal{W})\|_{2,\infty} \leq \lambda/2,
\end{align*}
$$

then we can exactly recover the row space of $L_0$ and the column support of outlier tensor $E_0$.

F.3 Dual Certification via the Least Squares

Before we construct the dual certificate $\mathcal{W}$, we first give some key lemmas, which will be proved in Section F.4.
Lemma 5. Assume \( \Theta \sim Ber(\rho) \). Then with probability at least \( 1 - n_{(1)}^{-10} \),
\[
\| P_\vartheta - \frac{1}{\rho} P_\vartheta P_\varphi P_\vartheta \| = \epsilon,
\]
provided that \( \rho \geq c_2 \mu n_3 \log(n_{(1)})/(\epsilon^2 n_2) \) for some numerical constant \( c_2 \).

Corollary 1. Assume \( \Theta \sim Ber(\rho) \). Then with probability at least \( 1 - n_{(1)}^{-10} \),
\[
\| P_\varphi P_\varphi \| = (1 - \rho) \epsilon + \rho < 1,
\]
provided that \( 1 - \rho \geq c_2 \mu n_3 \log(n_{(1)})/(\epsilon^2 n_2) \) for some numerical constant \( c_2 \).

Now we construct the dual certificate \( W \) and verify its validity.

Lemma 6. Suppose that \( \Theta \sim Ber(\rho) \) and the assumptions in Theorem 4 are satisfied. Then with high probability,
\[
W = \lambda P_{\vartheta} \sum_{k=0}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k (X^H \ast_L B(\hat{E}))
\]
obeys the dual conditions \[31\].

Proof. Note that by Corollary 4 we have \( \| P_{\varphi} P_{\vartheta} P_{\varphi} \| = \| P_{\varphi} P_{\vartheta} \|^2 < 1 \). Thus, \( W \) is well defined. Now we verify the four conditions in \[31\] in turn.

Proof of (a): It is easy to verify that \( W \in P_{\vartheta} \).

Proof of (b): By the construction of \( W \), we have
\[
P_{\vartheta}(W) = \lambda P_{\vartheta} \sum_{k=0}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k (X^H \ast_L B(\hat{E}))
\]
\[
= \lambda P_{\vartheta}(I_{n_2} - P_{\vartheta}) \sum_{k=0}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k (X^H \ast_L B(\hat{E}))
\]
\[
= \lambda P_{\vartheta}(I_{n_2} - P_{\vartheta} P_{\varphi} P_{\vartheta}) \sum_{k=0}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k (X^H \ast_L B(\hat{E}))
\]
\[
= \lambda P_{\vartheta}(\sum_{k=0}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k - \sum_{k=1}^{+\infty} (P_{\vartheta} P_{\varphi} P_{\vartheta})^k) (X^H \ast_L B(\hat{E}))
\]
\[
= \lambda P_{\vartheta}(X^H \ast_L B(\hat{E}))
\]
\[
= \lambda X^H \ast_L B(\hat{E}).
\]

Thus, \( W \) obeys the condition \[31\](b).

Proof of (c): Let \( G = \sum_{k=0}^{+\infty} (P_{\varphi} P_{\varphi} P_{\varphi})^k \). Since \( \| B(\hat{E}) \| \leq \sqrt{\log(n_2)/\theta} \), we have
\[
\| W \| \leq \lambda \| P_{\vartheta} \| \| G \| \| X \| \| B(\hat{E}) \| \leq \frac{\lambda}{1 - \sigma^2} \| X \| \frac{\sqrt{\log(n_2)}}{\theta},
\]
where \( \sigma = \sqrt{\rho + \epsilon(1 - \rho)} \). If \( \lambda \leq \frac{\theta(1 - \sigma^2)}{2 \| X \| \sqrt{\log(n_2)}} \), then \( \| W \| \leq 1/2 \). Note that in Lemma 4 we require that \( \lambda > 2 \sqrt{\mu n_2} \). Thus, \( \lambda \in \left( \frac{\theta(1 - \sigma^2)}{2 \| X \| \sqrt{\log(n_2)}} \right) \).

Proof of (d): We can rewrite \( P_{\Theta \perp}(W) \) as
\[
P_{\Theta \perp}(W) = \lambda P_{\Theta \perp} P_{\varphi} G(X^H \ast_L B(\hat{E}))
\]
\[
= \lambda P_{\Theta \perp}(I_{n_2} - P_{\varphi}) G(X^H \ast_L B(\hat{E}))
\]
\[
= -\lambda P_{\Theta \perp} P_{\varphi} G(X^H \ast_L B(\hat{E})).
\]
Note that $\epsilon_{ijk}$ is the unit tensor with the $(i, j, k)$-th entry equaling to 1 and the rest equaling to 0. Thus, the $(i, j)$-th tube of $\hat{e}_{ijk}$ is the only nonzero tube and it equals $L(\hat{e}_k)$, which further suggests that the $(i, j)$-th tube of $L(\hat{e}_{ijk})$ equals $L(L(\hat{e}_k))$. We have

$$
\max_j \sum_{i,k} \| \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})) \|_F^2 \\
= \max_j \sum_{i,k} \| L(\hat{e}_i * L \hat{e}_k * \hat{e}_j^H) * L \mathbf{\hat{V}} * L \mathbf{\hat{V}}^H \|_F^2 \\
= \max_j \sum_{i,k} \| L(\hat{e}_i * L \hat{e}_k * \hat{e}_j^H) * L \mathbf{\hat{V}} \|_F^2 \\
= \max_j \sum_{i,k} \frac{1}{\tau} \| L(\hat{e}_i) \odot L(L(\hat{e}_k)) \odot L(\hat{e}_j^H) \odot L(\mathbf{\hat{V}}) \|_F^2 \\
= \max_j \sum_{i,k} \frac{1}{\tau} \| L(L(\hat{e}_k)) \odot L(\hat{e}_j^H) \odot L(\mathbf{\hat{V}}) \|_F^2.
$$

Define $\mathcal{Q} = \hat{e}_j^H * L \mathbf{\hat{V}}$. Then $\| L(L(\hat{e}_k)) \odot \mathcal{Q} \|_F^2 = \sum_q |L_q| \| \mathcal{Q}(\cdot, \cdot, q) \|_F^2 \leq \sum_q (\max_q |L_q|^2) \| \mathcal{Q}(\cdot, \cdot, q) \|_F^2 \leq \tau \sum_q \| \mathcal{Q}(\cdot, \cdot, q) \|_F^2 = \tau \| \mathcal{Q} \|_F^2 = \tau^2 \| \mathcal{Q} \|_F^2$. Hence,

$$
\max_j \sum_{i,k} \| \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})) \|_F^2 \leq \tau \max_j \sum_{i,k} \| \hat{e}_j^H * L \mathbf{\hat{V}} \|_F^2 = \frac{\mu r n_1 n_3}{n_2^2}.
$$

Then, we can obtain

$$
\| \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})) \|_{2, \infty}^2 \\
= \max_b \sum_{i,k} \langle \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})), \hat{e}_{ibk} \rangle^2 \\
= \max_b \sum_{i,k} \langle \chi^H * L B(\mathbf{\hat{e}}), \mathbf{G} \mathbf{P}_\mathbf{V} (\hat{e}_{ibk}) \rangle^2 \\
= \max_b \sum_{i,k} \sum_j \langle \chi^H * L B(\mathbf{\hat{e}}) \odot L \hat{e}_j, \mathbf{G} \mathbf{P}_\mathbf{V} (\hat{e}_{ibk}) \odot L \hat{e}_j \rangle^2 \\
\leq \max_b \sum_{i,j,k} \| \chi^H * L B(\mathbf{\hat{e}}) \|_{2, \infty}^2 \| \mathbf{G} \mathbf{P}_\mathbf{V} (\hat{e}_{ibk}) \|_F^2 \\
= \max_b \sum_{i,k} \| \chi^H * L B(\mathbf{\hat{e}}) \|_{2, \infty}^2 \| \mathbf{G} \mathbf{P}_\mathbf{V} (\hat{e}_{ibk}) \|_F^2 \\
\leq \frac{\mu r n_1 n_3}{n_2^2} \left( \frac{1}{1 - \sigma^2} \right) \| \chi^2 \|_F^2 \\
\leq \frac{1}{4},
$$

where the last inequality holds because we require $r \leq n_2 (1 - \sigma^2)^2 / (4 \mu n_1 n_3 \| \chi^2 \|_F^2)$. In the meanwhile, when proving Corollary 2 we require $r \leq (1 - \rho) \epsilon^2 n_2 / (c_2 \rho n_3 \log(n_1))$. Thus, we can further obtain

$$
\| \mathbf{P}_{\hat{\Theta}^\perp}(\mathbf{W}) \|_{2, \infty} = \lambda \| \mathbf{P}_{\hat{\Theta}^\perp} \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})) \|_{2, \infty} \\
\leq \lambda \| \mathbf{P}_\mathbf{V} \mathbf{G}(\chi^H * L B(\hat{e})) \|_{2, \infty} \\
= \lambda \frac{1}{2}.
$$
So \( \mathcal{W} \) obeys the condition (31)(d).

**Checking the ranges of \( \lambda \) and \( r \):** When we prove Corollary 1 and bound \( \| \mathcal{P}_{\Phi^*} (\mathcal{W}) \|_{2, \infty} \), we require
\[
r \leq \min \left( \frac{n_2(1 - \sigma^2)^2}{4\mu_1 n_3 \| \mathcal{X} \|^2}, \frac{(1 - \rho)\epsilon^2 n_2}{c_2 \mu_3 \log(n_1)} \right).
\]

Thus we have \( r \leq \frac{\rho_\epsilon n_2}{\mu_1 n_3 \| \mathcal{X} \|^2} \), where \( \rho_\epsilon \) is a constant. On the other hand, we require
\[
\lambda \in \left( 2 \sqrt{\frac{n_2}{n_2 \epsilon^2}}, \frac{(1 - \sigma^2)}{2\| \mathcal{X} \| \sqrt{\log(n_2)}} \right).
\]

Let \( \rho \leq 1/2 - \epsilon \), we then have \( 2(1 - \sigma^2) \geq 1 \). Accordingly, we can obtain
\[
\lambda \in \left( \min \left( \frac{1}{\sqrt{n_2 \epsilon^2}}, \frac{2\epsilon}{\sqrt{c_2 \tau n_3 \log(n_1)}} \right), \frac{\theta}{4\sqrt{\log(n_2)}} \right).
\]

So we can set \( \lambda = \frac{\theta}{4\sqrt{\log(n_1)} \| \mathcal{X} \|} \). The proof is completed.

**F.4 Proofs of Some Lemmas**

We first introduce Lemma 7 which will be used in the proof of Lemma 5.

**Lemma 7.** [Tropp, 2012] Consider a finite sequence \( \{ X_i \in \mathbb{R}^{d_1 \times d_2} \} \) of independent, random matrices that satisfy the assumption that \( \mathbb{E}[X_i] = 0 \) and \( \| X_i \| \leq \nu \). Let \( \omega = \max(\| \sum_i \mathbb{E}[X_i X_i^H] \|, \| \sum_i \mathbb{E}[X_i^H X_i] \|) \). Then, for any \( t \geq 0 \), we have
\[
\mathbb{P} \left[ \sum_i \| X_i \| \geq t \right] \leq (d_1 + d_2) \exp \left( - \frac{t^2}{2\omega + \frac{t^2}{8\omega}} \right) \leq (d_1 + d_2) \exp \left( - \frac{3t^2}{8\omega} \right), \quad \text{for } t \leq \omega/\nu.
\]

**F.4.1 Proof of Lemma 5**

**Proof.** Define a set \( \phi = \{ (Z_1, Z_2) \mid \| Z_1 \|_F \leq 1, Z_2 = \pm Z_1 \} \). Since \( (\rho^{-1} \mathcal{P}_\mathcal{W} \mathcal{P}_{\Phi} \mathcal{P}_\mathcal{W} - \mathcal{P}_\mathcal{W}) \) is a self-adjoint operator, we can use the variational form of the operator norm to compute its operator norm as follows:
\[
\| \frac{1}{\rho} \mathcal{P}_\mathcal{W} \mathcal{P}_{\Phi} \mathcal{P}_\mathcal{W} - \mathcal{P}_\mathcal{W} \| = \sup_{\phi} \sum_{i,j,k} \left( \frac{\delta_j - \rho}{\rho} \right) \langle \mathcal{P}_\mathcal{W}(Z_1), \bar{c}_{ijk} \rangle \langle \mathcal{P}_\mathcal{W}(Z_2), \bar{c}_{ijk} \rangle
\]
\[
= \sup_{\phi} \sum_{i,j,k} \frac{\delta_j - \rho}{\rho} \langle bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})), Z_1 \rangle \langle bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})), Z_2 \rangle
\]
\[
= \left\| \sum_{i,j,k} \frac{\delta_j - \rho}{\rho} bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})) \right\| \cdot \left\| \sum_{i,j,k} bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})) \right\|
\]
where \( \delta_j \) obeys i.i.d. Bernoulli distribution Ber(\( \rho \)). Define a set \( \psi = \{ (\bar{D}_1, \bar{D}_2) \mid \| \bar{D}_1 \|_F \leq 1, \bar{D}_2 = \pm \bar{D}_1 \} \). Note that \( bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})) \) is a diagonal matrix and thus \( \bar{D}_1 \) and \( \bar{D}_2 \) are also diagonal matrices and there exist two tensors \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) such that \( \bar{D}_1 = bdiag(L(\mathcal{D}_1)) \) and \( \bar{D}_2 = bdiag(L(\mathcal{D}_2)) \). For brevity, we further define
\[
\hat{H}_j = \frac{\delta_j - \rho}{\rho} \sum_{i,k} bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})) \cdot bdiag(\mathcal{P}_\mathcal{W}(\bar{c}_{ijk})),
\]
and have

$$\| P_{\mathcal{V}}(A) \|_{2,\infty}^2 = \max_{i,k} \sum \langle A, P_{\mathcal{V}}(\tilde{e}_{ijk}) \rangle^2$$

By the above definitions, $\tilde{H}_j$ is self-adjoint and $E[\tilde{H}_j] = 0$. To prove the result by the non-commutative Bernstein inequality, we need to bound $\|\tilde{H}_j\|$ and $\| \sum_j E[\tilde{H}_j H_j^T] \|$. Firstly, we give an useful inequality:

$$\| P_{\mathcal{V}}(A) \|_{2,\infty}^2$$

$$= \max_{i,k} \sum \langle A, P_{\mathcal{V}}(\tilde{e}_{ijk}) \rangle^2$$

$$= \max_{i,k} \sum \langle A, L(\tilde{e}_i \ast L \tilde{e}_k \ast L \tilde{v}_j^H) \ast L \tilde{v} \ast L \tilde{v}_j^H \rangle^2$$

$$= \max_{i,k} \sum \frac{1}{\tau^2} \langle A, L(\tilde{e}_i) \circ L(L(\tilde{e}_k)) \circ L(\tilde{v}_j^H) \circ L(\tilde{v}) \circ L(\tilde{v}_j^H) \rangle^2$$

$$= \max_{i,k} \sum \frac{1}{\tau^2} \langle A, L(\tilde{e}_k^H) \circ L(\tilde{v}_j^H) \circ L(\tilde{v}_j^H) \circ L(\tilde{v}) \circ L(\tilde{v}_j^H) \rangle^2$$

$$\leq \max_{i,k} \sum \frac{1}{\tau^2} \langle A, L(\tilde{e}_k^H) \circ L(\tilde{v}_j^H) \circ L(\tilde{v}_j^H) \circ L(\tilde{v}) \circ L(\tilde{v}_j^H) \rangle^2$$

Then we can bound $\|\tilde{H}_j\|$ in the following:

$$\|\tilde{H}_j\|$$

$$= \sup_{\psi} \frac{\delta_j}{\rho} \sum \langle \text{bdiag}(P_{\mathcal{V}}(\tilde{e}_{ijk})) , \tilde{D}_1 \rangle \langle \text{bdiag}(P_{\mathcal{V}}(\tilde{e}_{ijk})) , \tilde{D}_2 \rangle$$

$$\leq \sup_{\psi} \frac{\tau}{\rho} [\delta_j - \rho] \sum \| [\mathcal{D}_1, P_{\mathcal{V}}(\tilde{e}_{ijk})] \| [\mathcal{D}_2, P_{\mathcal{V}}(\tilde{e}_{ijk})]$$

$$= \sup_{\psi} \frac{\tau}{\rho} [\delta_j - \rho] \sum \| [P_{\mathcal{V}}(\mathcal{D}_1), \tilde{e}_{ijk}] \|^2$$

$$\leq \sup_{\psi} \frac{\tau}{\rho} \sum \| P_{\mathcal{V}}(\mathcal{D}_1) \|^2$$

$$\leq \sup_{\psi} \frac{\tau}{\rho} \sum \| P_{\mathcal{V}}(\mathcal{D}_1) \|^2_{2,\infty}$$

$$\leq \sup_{\psi} \frac{\tau}{\rho} \| P_{\mathcal{V}}(\mathcal{D}_1) \|^2_{2,\infty}$$

$$\leq \frac{\mu \tau n_3}{n_2} \| D_1 \|^2_{2,\infty}$$

$$\leq \frac{\mu \tau n_3}{n_2} : = \nu.$$
Note that $\mathbb{E}[(\rho^{-1}\delta_j - 1)^2] = \rho^{-1}(1 - \rho) \leq \rho^{-1}$. We further obtain

$$
\|\sum_j \mathbb{E}[H_j H_j^*]\|
= \sup_{\psi} \sum_j \mathbb{E}[(\rho^{-1}\delta_j - 1)^2] \geq \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \langle D_2, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
\leq \frac{\tau^2}{\rho} \sup_j \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \langle D_2, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
= \frac{\tau^2}{\rho} \sup_j \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
= \frac{\tau^2}{\rho} \mu n_3 \sup_j \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
= \frac{\tau^2}{\rho} \mu n_3 \sup_j \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
\leq \frac{\tau^2}{\rho} \mu n_3 \sup_j \left( \sum_{i,k} \langle D_1, P_{\hat{V}}(\hat{\xi}_{ijk}) \rangle \right)^2
\leq \frac{\mu n_3}{\rho} : = \omega.
$$

Since $\epsilon$ is small, $\omega/\nu = 1 > \epsilon$. By Lemma 7, we have

$$
\mathbb{P}(\|P_{\hat{V}} - \frac{1}{\rho}P_{\hat{V}}P_{\hat{V}}P_{\hat{V}}\| > \epsilon)
= \mathbb{P}(\|\sum_j \mathbb{E}[H_j]\| > \epsilon)
\leq (n_1 + n_2)n_3 \exp\left( -\frac{3\epsilon^2}{8\omega} \right)
\leq (n_1 + n_2)n_3 \exp\left( -\frac{3\epsilon^2\rho n_2}{8\mu n_3} \right).
$$

Let $\rho \geq \epsilon_2 \mu n_3 \log(n(1))/(\epsilon^2 n_2)$. Then the following inequality holds.

$$
\mathbb{P}(\|P_{\hat{V}} - \frac{1}{\rho}P_{\hat{V}}P_{\hat{V}}P_{\hat{V}}\| \leq \epsilon)
= 1 - \mathbb{P}(\|P_{\hat{V}} - \frac{1}{\rho}P_{\hat{V}}P_{\hat{V}}P_{\hat{V}}\| > \epsilon)
\geq 1 - (n_1 + n_2)n_3 \exp\left( -\frac{3\epsilon^2\rho n_2}{8\mu n_3} \right)
\geq 1 - 2n_3(n(1))^{-\frac{3\epsilon^2}{8\mu n_3} + 1}.
$$

By choosing an appropriate $\epsilon_2$, we have $\mathbb{P}(\|P_{\hat{V}} - \frac{1}{\rho}P_{\hat{V}}P_{\hat{V}}P_{\hat{V}}\| \leq \epsilon) \geq 1 - n(1)^{10}$. The proof is completed. 

**F.4.2 \ Proof of Corollary 1**

*Proof.* From Lemma 5 we have

$$
\|P_{\hat{V}} - \frac{1}{1 - \rho}P_{\hat{V}}P_{\hat{V}}P_{\hat{V}}\| \leq \epsilon,
$$
provided that $1 - \rho \geq c_2 \mu n_3 \log(n_1)/(\epsilon^2 n_2)$. Note that $\mathcal{I} = \mathcal{P}_\Theta + \mathcal{P}_{\hat{\Theta}}$, we have
\[
\|\mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} - \frac{1}{1 - \rho} \mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} \| = \frac{1}{1 - \rho} \|\mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} - \mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} \mathcal{P}_\mathcal{V} \|.
\]
Then, by the triangular inequality
\[
\|\mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} \mathcal{P}_\mathcal{V} \| \leq \|\mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} \mathcal{P}_\mathcal{V} - \mathcal{P}_\Theta \mathcal{P}_\mathcal{P}_\mathcal{V} \mathcal{P}_\mathcal{V} \| + \|\mathcal{P}_\Theta \mathcal{P}_\mathcal{P}_\mathcal{V} \mathcal{P}_\mathcal{V} \| \leq (1 - \rho) \epsilon + \rho.
\]
The proof is completed by using $\|\mathcal{P}_\Theta \mathcal{P}_{\hat{\Theta}} \|^2 = \|\mathcal{P}_\Theta \mathcal{P}_\Theta \mathcal{P}_\mathcal{V} \|$.

**G ADDITIONAL EXPERIMENTS**

**G.1 Application to Outlier Detection**

Here, we provide results for the missing data experiments on the COIL20-MIRFLICKR-25k dataset in Table 10.

**G.2 Application to Image Clustering**

In order to study the robustness of our methods for dealing with sample-specific corruptions, we add white Gaussian noise to 20% of the images in the Umist dataset, and we use $\Theta$ to denote the indices of the selected images. We use $\mathbf{X}_\text{noise}$ to denote the noisy samples. For each sample $\mathbf{X}_\text{noise}(\cdot, j)$, $j \in \Theta$, $\mathbf{X}_\text{noise}(\cdot, j)$ can be expressed as $\mathbf{X}_\text{noise}(\cdot, j) = \text{ivec}(\text{vec}(\mathbf{X}(\cdot, j)) + \varphi_j)$, where $\varphi_j \in \mathbb{R}^{m \times 1}$ is additive white Gaussian noise with zero mean and variance $\sigma^2 \|X(\cdot, j)\|^2_2$. In this experiment, $\sigma^2$ ranges from 0.1 to 0.4 and for each $\sigma^2$, we generate $\mathbf{X}_\text{noise}$ 10 times. We can again observe from Table 11 that OR-TLRR-DFT achieves the highest clustering accuracy, which suggests the effectiveness of the proposed method for clustering the corrupted data.
We finally consider the USPS dataset, which contains 9298 images of $16 \times 16$ handwritten digits. In this experiment, 100 images are randomly selected from each of the 10 digits; hence $n_2 = 1000$. For each image, we randomly shift the digit horizontally with respect to the center by 3 pixels either side (left or right). Then we generate noisy data by adding white Gaussian noise to different percentages of the shifted image samples, where the sampling rate (SR) is set to be 0.3, 0.5 and 0.7. The noise level $\sigma^2$ is now fixed to be 0.2. One can infer from Table 12 that OR-TLRR-DFT consistently outperforms other compared methods. By introducing column-sparse noise, the robustness of the proposed method is also verified.