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Abstract

A novel data-driven method for formal verifi-
cation is proposed to study complex systems
operating in safety-critical domains. The
proposed approach is able to formally verify
discrete-time stochastic dynamical systems
against temporal logic specifications only us-
ing observation samples and without the
knowledge of the model, and provide a prob-
abilistic guarantee on the satisfaction of the
specification. We first propose the theoreti-
cal results for using non-parametric estima-
tion to estimate an asymptotic upper bound
for the Lipschitz constant of the stochastic
system, which can determine a finite abstrac-
tion of the system. Our results prove that the
asymptotic convergence rate of the estima-

tion is O(n−
1

3+d ), where d is the dimension
of the system and n is the data scale. We
then construct interval Markov decision pro-
cesses using two different data-driven meth-
ods, namely non-parametric estimation and
empirical estimation of transition probabili-
ties, to perform formal verification against a
given temporal logic specification. Multiple
case studies are presented to validate the ef-
fectiveness of the proposed methods.

1 INTRODUCTION

For safety-critical systems, formal verification plays an
essential role in analysing the system and providing
formal safety guarantees (Baier and Katoen, 2008),
which promotes the development of autonomous sys-
tems such as self-driving cars, power grids, medical
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robotics, and unmanned aircraft. Formal verification
requires the knowledge of a model of the system under
study (Baier and Katoen, 2008; Clarke et al., 1994).
Complex systems interacting with unpredictable envi-
ronments are challenging to model (Yeh, 2018; Corso
et al., 2021). The availability of large amounts of data
from such systems necessitates developing data-driven
formal verification techniques with a weak dependence
on the information of the system’s model.

Formal verification focuses on checking whether a sys-
tem satisfies a given specification described using tem-
poral logic (Belta et al., 2017; Doyen et al., 2018;
Tabuada, 2009). Formal verification of stochastic sys-
tems has been studied by abstracting the system with
a continuous state space into a finite Markov deci-
sion process (MDP) (Baier and Katoen, 2008; Clarke
et al., 1994). For systems with an unknown model,
constructing the MDP is not available, due to the dif-
ficulty in (i) guaranteeing the closeness between the
specifications of the original unknown system and its
finite abstraction, and in (ii) the construction of transi-
tion probabilities between states of the finite abstrac-
tion. The first difficulty can be addressed by intro-
ducing the Lipschitz constant (LC) of the transition
kernel of the unknown system, which is the under-
lying assumption in many abstraction-based verifica-
tion and synthesis approaches (Soudjani and Abate,
2013; Lavaei et al., 2022). The second difficulty can
be addressed by developing data-driven verification
methods that would allow verification to be carried
out solely based on data, with no prior knowledge of
the system’s model. In this paper, we will use non-
parametric estimation and an empirical approach to
develop such data-driven verification methods.

Non-parametric methods, such as Gaussian process re-
gression (Rasmussen, 2003), non-parametric estima-
tion (NPE) (Härdle et al., 2004; Scott, 2015), and non-
parametric least squares estimator (Ziemann et al.,
2022), are widely used to study the dynamics of un-
known systems based only on data. For example,
reachability (Jackson et al., 2021) and safety (Jagtap
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Figure 1: Workflow of the proposed data-driven formal
verification framework.

et al., 2020; Ahmadi et al., 2017) are studied for un-
known dynamical systems by estimating a model with
Gaussian process regression. NPE has been used pre-
viously to approximate the invariant density of dynam-
ical systems (Hang et al., 2018). Among the afore-
mentioned non-parametric methods, NPE has advan-
tages in studying problems with no parametric form
(Härdle et al., 2004; Scott, 2015). For instance, NPE
is able to estimate the probability density function
(PDF) of a random variable based on sampled data,
ensuring it satisfies the statistical characteristics such
as mean and variance and can be used for function
regression. For data-driven formal verification of un-
known dynamical systems, the NPE can be employed
to estimate the conditional stochastic kernel associated
with the system dynamics. The LC of this estimated
stochastic kernel provides a measure on the closeness
between the system and its finite MDP abstraction.
The transition probabilities between different states in
the finite MDP can also be approximated using sam-
pled data. It should be noted that the LC estima-
tion lacks well-established statistical guarantees, such
as the bias of the LC, which affects the accuracy of the
closeness mentioned in difficulty (i). This motivated us
to give theoretical discussions on deriving asymptotic
upper bound of the LC using NPE. We present our
results for the global LC of the stochastic kernel on a
given domain. The same approach can be applied for
computing LC locally on partitions of the state space,
which then can be integrated with more efficient veri-
fication approaches based on local partitioning of the
state space (Soudjani and Abate, 2013).

The primary contribution of this paper is to present a
data-driven formal verification approach for unknown
stochastic systems based on the LC estimation as in-

dicated in Fig. 1. We first adopt NPE to quantify an
asymptotic upper bound for the LC estimation, which
shows the LC estimating range has asymptotic conver-

gence rate of O(n−
1

3+d ) with d ≥ 1 being the state di-
mension of the system and n being the data scale. This
bound gives closeness guarantees between the system
and its finite MDP abstraction. The process of deter-
mining the required partitioning for constructing the
MDP abstraction is Step 2 in Fig. 1, and is presented in
Section 3. Then, two data-driven methods (an empiri-
cal approach and NPE), are used to construct an inter-
val Markov decision processes (IMDPs) (Givan et al.,
2000) for the unknown stochastic system (Step 3 in
Fig. 1), which are presented in Section 4. Finally, we
carry out formal verification on the constructed IMDP
to verify the system against a given temporal logic
specification, as presented in Section 5. Because of
space limitations, the supplementary material in the
appendix contains some preliminaries, proofs of state-
ments, and numerical discussions.

Related Work. A number of papers have studied
the data-driven approaches for formal verification of
dynamical systems. For systems with partial informa-
tion of the model, safety and stability are studied using
Bayesian framework (Schön et al., 2023) and chance-
constrained optimisation (Kenanian et al., 2019). In
addition, recently, formal verification for general un-
known dynamical systems has drawn a lot of inter-
est. For example, Salamati et al. (2024) verify the
safety of unknown systems using barrier certificates
which is construed by solving a scenario convex pro-
gram based on sampled trajectories. Wicker et al.
(2021) have studied reachability properties by employ-
ing Bayesian neural networks to make iterative pre-
dictions of the probability distributions of the system
outputs and leveraging bound propagation techniques
and backward recursion. Hashemi et al. (2023) have
proposed a data-driven approach for reachability anal-
ysis of stochastic systems with conformal inference.

A data-driven compositional reachability analysis
framework is proposed by Fan et al. (2017) for hybrid
systems. Data-driven abstraction-based methods are
studied by Makdesi et al. (2021); Kazemi et al. (2024)
for control synthesis of non-probabilistic systems with
formal guarantees. Also, many data-driven formal ver-
ification approaches adopt Gaussian process regression
to approximate the unknown system based on data
and then take different formal verification techniques,
such as IMDP abstraction (Lahijanian et al., 2015)
and barrier certificates (Prajna and Jadbabaie, 2004),
to conduct formal verification (Jackson et al., 2021;
Jagtap et al., 2020).

Non-parametric estimation has been widely used in
many fields including engineering, economics and bi-
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ology (Härdle et al., 2004; Tsybakov, 2009). Para-
metric estimation assumes knowing a parameterised
model of the system, and focuses on estimating the pa-
rameters. In contrast, non-parametric estimation does
not assume any knowledge on the underlying model
and estimates directly the model based on the ob-
served data. Non-parametric estimation has been used
for deep learning and short-term forecasting (Huber-
man et al., 2021), estimation of graphical models (Zhu
et al., 2017), conditional information and divergence
estimation (Póczos and Schneider, 2012), and high-
dimensional regression (Izbicki and Lee, 2015). Pre-
diction of the LC of an unknown deterministic non-
linear function using the trajectory data is studied
by Chakrabarty et al. (2020). Approximation of the
invariant density of dynamical systems is studied by
Hang et al. (2018).

2 PRELIMINARIES

2.1 Problem Formulation

We consider a discrete-time stochastic control system
(DTSCS), which is a tuple Σss = (S, U, w, f), where
S ⊂ Rn is the state space of the system, U is the input
space of the system, w is a sequence of independent
and identically-distributed (i.i.d.) random variables
from a sample space Ω to the set Vw, i.e., w := {w(k) :
Ω → Vw, k ∈ N}, and f : S × U × Vw → S is a
measurable function characterising the state evolution
of Σss as

x(k + 1) = f(x(k), a(k), w(k)), (1)

k ∈ N, x(k) ∈ S, a(k) ∈ U and w(k) ∈ Vw.

Also, we define a set Ua that is the collection of se-
quences {a(k) : Ω → U, k ∈ N}. a(k) is independent
of w(t) for any k, t ∈ N and t ≥ k.

In this paper, we assume that the system is unknown
but data from sampled trajectories is available. For a
compact presentation of the results, we focus on veri-
fying the above system against temporal specifications
through the data-driven construction of finite IMDPs
when Σss is an autonomous system (i.e., the input
space U is a singleton). The presented approach is
also applicable for control synthesis.

2.2 Non-parametric Estimation of Density
Functions

Let X = (X1, . . . , Xd)
T denote a d-dimensional ran-

dom vector which has a continuous probability den-
sity function fX(·). For a given set of i.i.d. random
samples {X̂i = (X̂i1, . . . , X̂id)

T , i = 1, . . . , n}, the gen-
eral form of the multivariate kernel density estimator

of fX(·) is

f̂X(x) =
1

n

n∑
i=1

KH(x− X̂i), ∀x ∈ Rd, (2)

where KH(u) = 1
|H|K(H−1u) and K : Rd → R≥0 is

a multivariate kernel function satisfying two moment
conditions

∫
K(u) du = 1 and

∫
uK(u) du = 0. H

is a non-singular bandwidth matrix and |H| denotes
the determinant of H. Examples of the univariate
kernel function K(·) include uniform, triangle, quar-
tic, and Gaussian kernel functions (see Appendix A.1).
Multivariate kernel functions are typically chosen to
be the product of univariate kernel functions (Härdle
et al., 2004), i.e., the same kernel function with differ-
ent bandwidths in each dimension:

K(u1, u2, . . . , ud) = k(u1)k(u2) . . . k(ud)

for some univariate kernel function k : R → R≥0, and
bandwidth matrix H = diag(h1, . . . , hd). A popular
choice for the kernel function is the Gaussian kernel
k(u) = 1√

2π
exp(−u2/2), which leads to the following

estimator for fX(·)

f̂X(x)=
(2π)−d/2

nh1 · · ·hd
·

n∑
i=1

d∏
j=1

exp

−1

2

(
xj − X̂ij

hj

)2
 ,
(3)

with xj and X̂ij being the jth elements of x and X̂i,
respectively. We will use this estimator in the rest of
this paper to establish our theoretical results.

The accuracy of the estimation is widely assessed us-
ing the mean integrated squared error (MISE), which
is used for selecting the kernel function and the band-
width matrix. The asymptotic MISE, bias, and vari-
ance of the estimation is generally obtained by elim-
inating the higher-order terms. The asymptotic bias
and variance of f̂X(x) in equation (2) are derived by
Härdle et al. (2004) as

Bias[f̂X(x)] ≈ 1

2
µ2(K) tr(HTHf (x)H)

Var[f̂X(x)] ≈ 1

n |H|
∥K∥22fX(x),

where µ2(K) is a constant defined with∫
uuTK(u) du = µ2(K)Id, Hf (x) is the Hes-

sian matrix of second partial derivatives of f , tr(·)
denotes the trace of a matrix, and ∥K∥2 is the
L2-norm of K. Then, the asymptotic mean integrated
squared error (AMISE) can be formulated as

AMISE(f̂X)=
1

4
µ2
2(K)

∫
tr(HTHf (x)H)2dx+

∥K∥22
n|H|

.

The AMISE is primarily determined by the choice of
the bandwidth, with the kernel function having a mi-
nor effect only through specific characteristics such as
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the order of its first nonzero moments (Härdle et al.,
2004; Scott, 2015). In addition, the optimal choice
of the bandwidth improves the performance of kernel
density estimators and keeps the balance between the
bias and the variance. Otherwise, the unsuitable band-
widths can result in a large variance and small bias
(under-smoothing), or a small variance and large bias
(over-smoothing). A tradeoff between over- and under-
smoothing of the density estimator can be achieved by
minimising the AMISE. Related works on important
properties of kernels and the choice of the bandwidth
are presented in Appendix A.1. In this paper, we
mainly adopt Scott’s formula shown in Appendix A.1
to calculate the bandwidths.

Estimating Conditional Density Functions.
Rosenblatt (1969) introduced the standard kernel es-
timator of a conditional density function (CoDF) by
replacing the estimates of the joint and marginal den-
sities in the definition of the CoDF. Using a kernel
estimator in equation (2) that is the product of ker-
nels for two random vectors X and Y , the estimator of
the joint density function of (Y,X) and the marginal
density function of X are given by

f̂(Y,X)(y,x) =
1

n

n∑
i=1

KHx(x− X̂i) ·KHy(y − Ŷi)

f̂X(x) =
1

n

n∑
j=1

KHx(x− X̂j),

where KHx and KHy are kernels with bandwidth ma-
trices Hx and Hy, respectively. Thus, the kernel esti-
mator of fY |X is given by

f̂Y |X(y,x) =
f̂(Y,X)(y,x)

f̂X(x)

=

∑n
i=1KHx(x− X̂i) ·KHy(y − Ŷi)∑n

j=1KHx(x− X̂j)
. (4)

The asymptotic bias and variance of the conditional
density estimator (4) have been obtained by Hynd-
man et al. (1996) for univariate X and Y , and can be
found in the supplementary material in equation (13)
and equation (14). In the following sections, we use
equation (4) to estimate the conditional density func-
tion of equation (1), which gives the density function
of the next state as a random vector conditioned on
the current state.

2.3 Interval Markov Decision Processes

Interval Markov Decision Process (IMDP) is a type of
Markov decision process that has transition probabil-
ities taking values inside given intervals (Givan et al.,
2000).

Definition 2.1 (IMDP). An IMDP is a tuple Σ =
(Q,Sa, Plo, Pup, AP, L), where Q is a finite set of
states, Sa is a finite set of actions and Sa(q) is the
set of actions at state q ∈ Q, Plo : Q× Sa ×Q→ [0, 1]
is a function representing the lower bound of the tran-
sition probability from q ∈ Q to q∗ ∈ Q under action
a ∈ Sa, Pup : Q × Sa ×Q → [0, 1] is a function repre-
senting the upper bound of the transition probability
from q to q∗ under action a ∈ Sa, AP is a finite set of
atomic propositions, and L : Q → 2AP is a labelling
function assigning possibly several elements of AP to
each state q.

For any q, q∗ ∈ Q and a ∈ Sa(q), it is true that
Plo(q, a, q

∗) ≤ Pup(q, a, q
∗) and

∑
q∈Q Plo(q, a, q

∗) ≤
1 ≤

∑
q∈Q Pup(q, a, q

∗).The set of probability distri-
butions over Q is denoted by D(Q). θaq ∈ D(Q) rep-
resents a feasible distribution initiated from q ∈ Q
to all successor states in Q under a, and satisfies
Plo(q, a, q

∗) ≤ θaq (q
∗) ≤ Pup(q, a, q

∗), where q∗ is the
successor state. The set of all feasible distributions
initiated from q under a is denoted by Θa

q . A path

ν = q0
a0−→ q1

a1−→ q2
a2−→ . . . , ai ∈ Sa(qi), represents

a path of the IMDP and satisfies Pup(qi, ai, qi+1) > 0
for all i ∈ N. The last state of a finite path νfin is
denoted by last(νfin). The sets of all finite and infinite
paths are denoted by Pathsfin and Paths, respectively.
Let a function ϖ : Pathsfin → Sa denote a strategy on
the IMDP Σ, which maps a finite path νfin of Σ onto
an action in Sa. The set of all such strategies is de-
noted by Π. An MDP is an IMDP with all probability
intervals being a singleton (i.e., with Plo = Pup).

Definition 2.2 (Adversary). Consider an IMDP Σ.
An adversary is a function κ : Pathsfin × Sa → D(Q),
which maps the path-action pair (νfin, a) with a ∈
Sa(last(ν

fin)) to a feasible distribution θaq ∈ Θa
last(νfin).

The set of all adversaries is denoted by K.

2.4 IMDP Verification

Here, we give an introduction of IMDP verification
and policy synthesis against a specification described
in probabilistic computation tree logic (PCTL) (Baier
and Katoen, 2008). The details of PCTL are provided
in Appendix A.2. For a PCTL path formula ψ starting
from an initial state q ∈ Q, the lower and upper bound
of probabilities that the paths initialised at q satisfy ψ
in k steps can be defined as

P k
lo(q)=


1, if q ∈ Q1,

0, if q ∈ Q0,

0, if q /∈ (Q0 ∪Q1) ∧ k = 0,

mina minθa
q

∑
q∗ θ

a
q (q

∗)P k−1
lo (q∗), otherwise,

(5)
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P k
up(q)=


1, if q ∈ Q1,

0, if q ∈ Q0,

0, if q /∈ (Q0 ∪Q1) ∧ k = 0,

maxa maxθa
q

∑
q∗ θ

a
q (q

∗)P k−1
up (q∗), otherwise,

(6)

where Q1 is the set of states that always satisfy the
path formula ψ, Q0 is the set of states that never sat-
isfy ψ, and θaq (q

∗) ∈ [Plo(q, a, q
∗), Pup(q, a, q

∗)], for any
q∗ ∈ Q. The adversaries obtained from the proce-
dures above determine a series of actions that lead to
maximum and minimum probabilities satisfying path
formula ψ for each state. The above recursive compu-
tation of the probability bounds can be performed in a
finite number of steps for specifications with bounded
until (U≤k). The number of steps can be tuned with
respect to any desired accuracy for specifications with
unbounded until (U).

3 LC ESTIMATION METHOD AND
CLOSENESS GUARANTEE

In this section, we propose a novel algorithm using
NPE to estimate the Lipschitz constant (LC) of the
CoDF of a stochastic system Σss, and give an asymp-
totic upper bound for the estimation of the LC. This
upper bound is useful to find a partitioning strat-
egy to guarantee the closeness between the satisfac-
tion probabilities of the specifications on Σss and on
its finite abstraction Σ. Determining the partitioning
strategy according to this upper bound is provided by
Soudjani and Abate (2013) as briefly discussed in Ap-
pendix B.1. In addition, the effectiveness of this es-
timation method is demonstrated by studying several
cases in Appendix B.4.

3.1 Estimation Method for LC

We propose a method to estimate the LC of a CoDF
fY |X on a given domain DX ×DY using equation (4).
The estimation method is presented in Algorithm 1,
which is based on taking samples of X uniformly on
DX , then taking samples of Y from (Y |X) associ-

ated with samples of X, constructing f̂Y |X accord-

ing to equation (4), taking partial derivative of f̂Y |X ,
and finally computing the maximum absolute values of
derivatives on the domain DX×DY and across dimen-
sions. The algorithm also iterates over these steps and
compute the empirical mean of the results in Step 8.
Note that the max operator in Step 9 corresponds to
using infinity norm in the definition of the LC. Other
norms could be used similarly.

In the rest of this section, we formulate bounds on
the bias and variance of the estimator L̂µ for one- and

Algorithm 1 Estimating the Lipschitz constant of
fY |X(y,x)

Input: Domain DX × DY , sample generators of
(Y |X), number of iterations m

1: for µ = 1 : m do
2: Select bandwidths Hx and Hy and kernel K(·)
3: Select samples {X̂i, i = 1, . . . , n} uniformly from

DX

4: For each X̂i, generate a sample Ŷi ∈ DY from
(Y |Xi), i ∈ {1, 2, . . . , n}

5: Construct f̂Y |X(y,x) using equation (4), sam-

ples (Ŷi, X̂i), and kernel K(·)
6: For each j ∈ {1, . . . , d}, compute L̂µj as

L̂µj := max
(x,y)∈DX×DY

∣∣∣∣ ∂∂xj f̂Y |X(y,x)

∣∣∣∣ (7)

7: end for
8: Compute the empirical means L̂j :=

1
m

∑m
µ=1 L̂µj

9: Compute L̂ = max{L̂1, L̂2, . . . , L̂d}
Output: Estimated LC L̂

multi-dimensional cases and discuss how to select the
bandwidths Hx and Hy (cf. Step 2 of Algorithm 1)
to tune the asymptotic bias of the estimation. The
total variance of the estimation can be reduced by in-
creasing the iteration numberm of the algorithm. Our
theoretical results are established for the uniform dis-
tribution in Step 3 of the algorithm. Similar results
can be obtained for other distributions.

3.2 Univariate Systems

For the CoDF fY |X(y, x) with one-dimensional X and
Y and being continuously differentiable with respect
to x, the LC on the domain DX ×DY ⊂ R2 is

L := max
(x,y)∈DX×DY

| d
dx
fY |X(y, x)|, (8)

with the LC estimator from one iteration of Algo-
rithm 1:

L̂ := max
(x,y)∈DX×DY

| d
dx
f̂Y |X(y, x)|. (9)

Our main task is to show that the bias and variance of
this L̂ has nice asymptotic properties with respect to
the data scale n. We raise the following assumption.

Assumption 1. (a) There exists a constant Cf > 0
such that |fY |X(y, x)| ≤ Cf for all (x, y) ∈ DX ×DY .
(b) There exist positive constants Cb1 and Cb2 such

that | d3

dxdy2 fY |X(y, x)| ≤ Cb1 and | d3

dx3 fY |X(y, x)| ≤
Cb2 for all (x, y) ∈ DX ×DY .
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Remark. Note that for the purpose of our discus-
sions, it is sufficient to know any rough upper bounds
Cf , Cb1, Cb2. In general, it is common to require some
information on higher derivatives to make certain con-
clusions. For example, polynomial interpolation with
degree n requires a bound on the (n + 1)st deriva-
tive to give the interpolation error. Otherwise, the
convergence of the interpolation cannot be guaranteed
(Burden et al., 2015). Another example is the uncon-
strained optimisation with the second order necessary
condition that requires the Hessian matrix to be pos-
itive definite (Ruszczynski, 2011). In order to ensure
the mean square error (MSE) of non-parametric den-
sity estimation of fX has certain asymptotic proper-
ties, the Hessian matrix Hf (x) of fX should satisfy
the condition that pTHf (x)p is bounded for all p ∈ Rd

(Härdle et al., 2004). Thus, it is natural and reason-
able to require the rough upper bound of third deriva-
tives as mentioned in Assumption 1(b).

We first give upper bounds for the asymptotic bias
and variance of d

dx f̂Y |X(y, x) based on the approach
of Hyndman et al. (1996) on the asymptotic bias and
variance of univariate conditional density estimators.
We use the symbol ≲ to denote the asymptotic bound
when n → +∞ by eliminating higher order terms. In
this subsection, we use K : R → R to be the Gaussian
kernel function in the estimator (4) with bandwidths
hx and hy. We also denote Gji :=

∫
νiKj(ν)dν for

i, j ∈ {0, 1, 2, . . . , 6}, j ≥ 1.

Lemma 3.1. Suppose that fY |X(y, x) satisfies As-
sumption 1(a). For any (x, y) ∈ DX ×DY , hx, hy > 0,
we have that for large n if nh3xhy → +∞ and hx, hy → 0
as n→ +∞, then

Var

[
d

dx
f̂Y |X(y, x)

]
≲

C1

nh3xhy
,

where ≲ denotes an asymptotic bound for large n and
C1 := Vol(DX)G20(K)Cf with Vol(·) indicating the
volume (Lebesgue measure) of a set.

Lemma 3.2. Suppose fY |X(y, x) satisfies Assump-
tion 1. We have that if hx, hy → 0 as n→ +∞, then∣∣∣∣E [ d

dx
f̂Y |X(y, x)

]
− d

dx
fY |X(y, x)

∣∣∣∣ ≲ h2x
2
A,

with A := G12(K)[
h2
y

h2
x
Cb1 + Cb2].

We get the following result by combining Lemmas 3.1–
3.2.

Theorem 3.3. Suppose that fY |X(y, x) satisfies As-
sumption 1. For any (x, y) ∈ DX ×DY , hx, hy > 0, we
have that for large n if nh3xhy → +∞ and hx, hy → 0
as n→ +∞, then

E

[(
d

dx
f̂Y |X(y, x)− d

dx
fY |X(y, x)

)2
]
≲ ϵ3,

where ϵ3 := C1

nh3
x hy

+
h4
x

4 A
2.

The above theorem has already presented an up-
per bound of the MSE between d

dx f̂Y |X(y, x) and
d
dxfY |X(y, x), which can be used to give the following
main result.

Theorem 3.4 (Bias of the Estimation). Suppose
fY |X(y, x) satisfies Assumption 1. For any (x, y) ∈
DX × DY , hx, hy > 0, we can have for large n if
nh3xhy → +∞ and hx, hy → 0 as n→ +∞, then

|E[L̂]− L| ≲ ϵ
1
2
3 ,

with ϵ3=
C1

nh3
x hy

+
h4
x

4 A
2 defined in Theorem 3.3.

Remark. The bandwidths should be selected appro-
priately such that ϵ3 → 0 for large n. The best con-
vergence rate for ϵ3 is O(n−1/2), which is obtained by

setting hx = hy in the order of n−
1
8 . Hence, ϵ

1
2
3 has the

best convergence rate of O(n−
1
4 ).

Remark. For a given precision ϵ∗, we can use The-
orem 3.4 to select a large enough data scale n and
bandwidths hx = hy = n−

1
8 such that the bias in the

output of the estimation algorithm is at most ϵ∗.

3.3 Multi-variate Systems

The results obtained in Section 3.2 can be extended
to high-dimensional cases d ≥ 2. Consider the original
and estimated LC across each dimension defined as

Li = max
(x,y)∈DX×DY

| ∂
∂xi

fY |X(y,x)|,

L̂i = max
(x,y)∈DX×DY

| ∂
∂xi

f̂Y |X(y,x)|,

for i ∈ {1, . . . , d} with DX , DY ⊂ Rd. Thus, the
original and estimated LC are L := maxi=1,...,d{Li}
and L̂ := maxi=1,...,d{L̂i}.
Assumption 2. (a) There exists a constant Cf > 0
such that |fY |X(y,x)|≤Cf , for all (x,y) ∈ DX×DY .
(b) There exist constants Cij > 0, i, j ∈ {1, . . . , d},
such that | ∂3

∂xi∂y2
j
fY |X(y,x)| ≤ Cij , for all (x,y) ∈

DX ×DY . (c) There exist constants Cxi > 0, i ∈
{1, . . . , d}, such that | ∂3

∂xi∂x2
ς
fY |X(y,x)| ≤Cxi, for all

(x,y) ∈ DX×DY and i ̸= ς, ς ∈ {1, . . . , d}.

Following a similar method as before, we have

Var[
∂

∂xi
f̂Y |X(y,x)]

≈ 1

nh2xi
∏d

j=1hxjhyj
G2d−1

2,0 (K)Vol(DX)fY |X(y,x),
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∂xi
fY |X(y,x)

∣∣∣∣
≈ 1

2
h2xi

∣∣∣∣ d∑
j=1

h2yj
h2xi

∂3

∂xi∂y2j
fY |X(y,x)

+

d∑
ς ̸=i

h2xς
h2xi

∂3

∂xi∂x2ς
fY |X(y,x)

∣∣∣∣, i ∈ {1, . . . , d},

if nh2xi
∏d

j=1hxjhyj → +∞ and hxj , hyj → 0, j ∈
{1, . . . , d}, as n → +∞, where x := (x1, . . . , xd)

T ∈
DX , y := (y1, . . . , y2)

T ∈ DY , hxj and hyj , j ∈
{1, . . . , d} are the bandwidths of d-dimensional ran-
dom vector X̂ and Ŷ . Assuming that Ai :=∑d

j=1

h2
yj

h2
xi

∂3

∂xi∂y2
j
fY |X(y,x)+

∑d
ς ̸=i

h2
xς

h2
xi

∂3

∂xi∂x2
ς
fY |X(y,x)

and Ĉ := Vol(DX)G2d−1
20 (K)Cf . Then, we can guar-

antee that ∣∣∣E[L̂i]− Li

∣∣∣ ≲ ϵ
1
2
3i,

where ϵ3i :=
Ĉ

nh2
xi

∏d
j=1hxjhyj

+
h4
xi

4 A
2
i , i ∈ {1, . . . , d}.

The bandwidths should be selected appropriately such
that ϵ3i → 0 for large n. The best convergence rate

for ϵ3i is O(n−
2

3+d ), which is obtained by setting hxi =
hxj = hyi = hyj , i ̸= j, i, j ∈ {1, . . . , d}, in the order of

n−
1

6+2d . Hence, ϵ
1
2
3,i has the best convergence rate of

O(n−
1

3+d ).

3.4 Compositional Estimation for Structured
Systems

In this subsection, we discuss how the computation of
the LC can be adapted to any structure of the sys-
tem. Consider the dynamical system in the form of
x(k + 1) = g(x(k),w(k)), k ∈ {0, 1, 2, . . .}, written
explicitly with its states x = [x1, . . . , xd]

T , the vec-
tor field g = [g1, . . . , gd]

T , and stochastic disturbances
w = [w1, . . . , wd]

T , as follows:

x1(k + 1) = g1(x1(k), x2(k), . . . , xd(k), w1(k)),

x2(k + 1) = g2(x1(k), x2(k), . . . , xd(k), w2(k)),

...

xd(k + 1) = gd(x1(k), x2(k), . . . , xd(k), wd(k)).

If w1, . . . , wd are independent, the CoDF of the system
will take the following product form

T (x̄|x) = T1(x̄1|x)× T2(x̄2|x)× . . .× Td(x̄d|x), (10)

where x̄ = [x̄1, . . . , x̄d]
T , the function Ti : R × Rd →

R≥0 depends on gi and the distribution of wi. The es-
timation of the LC of T (x̄|x) in equation (10) can be
reduced to the estimation of the LC of each Ti. More-
over, any additional information on the dependency of

the functions gi to xj can be reflected into the struc-
ture of Ti. This will result in estimating the LC of
conditional densities that have smaller number of vari-
ables, thus improving the computational efficiency of
the estimation. The asymptotic upper bound of each
LC of Ti can be derived utilising the theories presented
in the section. We demonstrate in Appendix B.4 the
estimation of the LC for a 7-dimensional autonomous
vehicle (Althoff, 2019) using its structure. The model
is in Appendix B.5 for reference.

4 DATA-DRIVEN CONSTRUCTION
OF IMDP

4.1 IMDP Based on an Empirical Approach

Here, we use an empirical approach and Chebyshev’s
inequality to construct an IMDP as a finite abstrac-
tion of the system Σss = (S, U, w, f) with formal
closeness guarantees. First consider an MDP Σ̂ss =
(Q,Sa, P,AP,L) with Q representing a partition of the
state space S with partition sets denoted by q ∈ Q.
The input space Sa = U . For the transition proba-
bilities P a

ij , select representative points q̄ ∈ q for each
partition set. Define P a

ij := Probw(f(q̄i, a, w) ∈ qj).

Next we build an IMDP Σ̄ss = (Q,Sa, Plo, Pup, AP, L)
from the empirical estimation of P a

ij . By gathering Nij

pair of sampled trajectories (x(k) = q̄i, x(k+1) = qmj ),
m ∈ {1, 2, . . . , Nij} we can define the empirical value

for P a
ij as P̄ a

ij = 1
Nij

∑Nij

m=1 1(q
m
j ∈ qj |x(k) = q̄i),

where 1(·) is an indicator function which is one if
qmj ∈ qj and zero otherwise. By a-priori fixing a

threshold ϵ̄ ∈ (0, 1] and a confidence β̄ ∈ (0, 1), ac-
cording to Chebyshev’s inequality (Saw et al., 1984),
we have

P{P̄ a
ij − ϵ̄ ≤ P a

ij ≤ P̄ a
ij + ϵ̄} ≥ 1− β̄, (11)

where Nij ≥ 1
4β̄ϵ̄2

. The inequality (11) gives the prob-

ability interval [P̄ a
ij − ϵ̄, P̄ a

ij + ϵ̄] for P a
ij , which holds

with confidence at least 1− β̄.

The probability of verification against PCTL path for-
mula using the empirical approach can be bounded to a
certain range around its true probability by appropri-
ately choosing ϵ̄ satisfying the following lemma. The
proof of the following lemma is shown in Appendix C.1.

Lemma 4.1. Given ϵg ∈ (0, 1), if ϵ̄ =
ϵg

2knQ
, where nQ

is the number of elements of Q and k is the time step,
then

|P k
up(q)− P̂ k

up(q)| ≤ ϵg,

where P k
up(q) is the solution of (6) obtained for the

IMDP Σ̄ss and P̂
k
up(q) is the solutions of (6) computed

for the MDP Σ̂ss.
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Using this lemma, we establish the closeness between
DTSCS Σss and its finite abstraction based on empir-
ical data as follows.

Theorem 4.2. Let Σss be the DTSCS and Σ̄ss be
its finite abstraction based on empirical data with
its transition probabilities are obtained from equation
(11). For any given PCTL specification ψ through a
certain strategy ϖ ∈ Π satisfying procedure (6), if
ϵ̄ =

ϵg
2knQ

, ϵg ∈ (0, 1), then we can have

|P (Σss ⊨ ψ)− P (Σ̄ss ⊨ ψ)| ≤ ϵ+ ϵg,with ϵ = kδBLL,

where P (Σss ⊨ ψ) is the probability that Σss satisfies
the specification ψ under the strategy ϖ, k is the num-
ber of steps, nQ is the number of elements of Q, δ is the
state discretisation parameter, BL is the asymptotic
upper bound of LC, and L is the Lebesgue measure of
the specification set.

4.2 IMDP Based on Non-Parametric
Estimation

In this section, NPE is used to construct the IMDP
from data. The upper and lower bounds of the tran-
sition probability from qi ∈ Q to qj ∈ Q, i, j ∈
{1, . . . , nQ}, can be represented as

Plo(qi, qj) = min
x∈qi

∫
qj

f̂Y |X(y, x)dy,

Pup(qi, qj) = max
x∈qi

∫
qj

f̂Y |X(y, x)dy,

where f̂Y |X is the estimator of CoDF, shown in equa-
tion (4). Then, we can conduct formal verification
against a PCTL path formula using NPE. In case the
system has control input a, f̂Y |X must be computed for
each value of the input, thus Plo and Pup will also de-
pend on a. It should be pointed out that the reliability
of this method can be assessed based on its statistical
properties, such as variance, bias, and AMISE (Härdle
et al., 2004; Scott, 2015).

5 CASE STUDIES

Example 5.1 (Verification). Consider an unknown
linear stochastic system X(k + 1) = AX(k) + W (k)
with noiseW (·) ∼ N (µ,Σ). Its CoDF and relevant pa-
rameters are shown in Appendix D.1. Labels D and O
are the destination and avoiding regions, respectively.
The PCTL formula ψ = ¬OU≤3D requires that the
system does not visit O until visiting D in 3 steps. We
assume that the upper bounds of the third derivatives
of the system’s CoDF is 0.2. We select ϵg = 0.2 for
the empirical approach and data scale n = 2000 for
the NPE. Based on Algorithm 1 and Theorem 3.4, the

c

e

d

a b

f

Figure 2: The upper and lower bounds on the probabil-
ity of satisfying the specification by the linear system
with δ = 0.4 in the left and δ = 0.1 in the right, and
O = [1.2, 2] × [1.6, 2] and D = [0, 0.8] × [0, 0.4]. The
panels (a) and (b) show the results from a model-based
approach. The panels (c) and (d) show the results of
the data-driven approximation using the empirical ap-
proach. The panels (e) and (f) are for NPE.

asymptotic upper bound of the LC is 0.0722. Thus,
we can determine the state discretisation parameter
δ = 0.1 that ensures the distance between the satis-
faction probabilities of the specification on the system
and its finite abstraction is less than 0.1.

We apply the results under two different state discreti-
sation parameters as shown in Fig. 2 with δ = 0.4 in
the left and δ = 0.1 in the right. The top panels are
the results of the model-based approach, the middle
panels show the results of the empirical approach, and
the bottom panels are for the NPE approach. The dis-
tance between the upper and lower bounds of the sat-
isfaction probabilities decreases with smaller δ for the
model-based and the NPE approaches, but does not
change significantly for the empirical approach. The
main reason is that we use the approach in Lemma 4.1
to allocate a value to ϵ̄. This phenomenon can be over-
come using the approach in Lemma 4.1, while relying
on more data for obtaining P̄ij in equation (11). Mean-
while, for NPE, the probabilities in Fig. 2f are close to
the results of the model-based approach in Fig. 2b and
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c

e

d

f

a b

Figure 3: The upper and lower bounds on the prob-
ability of satisfying the specification by the switched
system with δ = 0.4 in the left and δ = 0.1 in the right,
and O = [1.2, 2]×[1.6, 2] andD = [0, 0.8]×[0, 0.4]. The
panels (a) and (b) show the results from a model-based
approach. The panels (c) and (d) show the results of
the data-driven approximation using the empirical ap-
proach. The panels (e) and (f) are for NPE.

exhibit greater variation as a function of state than the
results in Fig. 2e.

Example 5.2 (Synthesis). Consider an unknown
switched system with two actions Sa = {a1, a2}, dy-
namics X(k+1) = AiX(k)+W (k) for each action ai,
i = 1, 2, and noise W ∼ N (µ,Σ). Its CoDF and rele-
vant parameters are shown in Appendix D.2. In this
example, we also consider the same specification ψ as
in the previous example. We assume that the upper
bounds of the third derivatives of its CoDF are 0.2.
Select ϵg = 0.2 for the empirical approach and data
scale n = 2000 for the NPE. The asymptotic upper
bound of the LC is 0.0918. Thus, we can determine
the state discretisation parameter δ = 0.1 that ensures
the distance between the satisfaction probabilities of
the specification on the system and its finite abstrac-
tion is less than 0.1.

We apply the results under two different state discreti-
sation parameters as shown in Fig. 3 with δ = 0.4 in
the left and δ = 0.1 in the right. The top panels are
the results of the model-based approach, the middle

panels show the results of the empirical approach, and
the bottom panels are for the NPE approach. The dis-
tance between the upper and lower bounds of the sat-
isfaction probabilities decreases with smaller δ for the
model-based and the NPE approaches, but does not
change significantly for the empirical approach. This
can be overcome by relying on more data for obtain-
ing P̄ij in equation (11). In addition, the details of
how to select an action at each state are presented in
Figs. 7–8, as shown in Appendix D.2.

6 CONCLUSION

In this paper, we proposed a data-driven approach
to perform verification of unknown stochastic systems
with a guaranteed closeness relying on the asymptotic
upper bound of the Lipschitz constant (LC) estima-
tion. We provided theoretical results on quantifying
the asymptotic bias of the LC estimation, and showed
that the provided upper bound converges to the ac-
tual LC. This bound determines the partitioning size
of the continuous space for building a finite abstrac-
tion and gives the distance between satisfaction prob-
abilities of the specification on the original system
and its abstraction. Then, two data-driven methods
were used to construct interval Markov decision pro-
cesses containing the unknown finite abstraction. The
effectiveness of the proposed data-driven framework
was validated through formal verification and synthe-
sis against PCTL specifications. In the future, we plan
to integrate our estimation method with discretisation-
free approaches for control synthesis to design control
policies for complex unknown systems and satisfy high-
level temporal requirements.
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Formal Verification of Unknown Stochastic Systems via
Non-parametric Estimation: Supplementary Material

A SUPPLEMENTARY OF SECTION 2

A.1 Supplementary of Section 2.2

Choice of the Kernel Function. For two different kernel functions, in practice it is possible to get approxi-
mately the same degree of smoothness by multiplying one of the bandwidths with an adjustment factor (Härdle
et al., 2004). This adjustment factor for two kernels A and B can be computed from hB = hAδ

B
0 /δ

A
0 where δ0 is

the canonical bandwidth. Table 1 gives commonly used kernels and their canonical bandwidths. For the selection
of the kernel, the conservative recommendation is the kernel which is smooth, clearly unimodal, and symmetric
around the origin. Also, some factors (e.g., ease of computation and differentiability) should be considered,
rather than concerning the loss of efficiency.

Table 1: Commonly used kernels and their canonical bandwidths

Kernel Equation Canonical Bandwidths
Uniform 1

2I(|u| ≤ 1) 1.3510
Triangle (1− |u|)I(|u| ≤ 1) 1.8890
Epanechnikov 3

4 (1− u2)I(|u| ≤ 1) 1.7188
Quartic (Biweight) 15

16 (1− u2)2I(|u| ≤ 1) 2.0362
Triweight 35

32 (1− u2)3I(|u| ≤ 1) 2.3122
Gaussian k(u) = 1√

2π
exp(−u2/2) 0.7764

Related Works on the Selection of Bandwidth. There are several data-driven methods for choosing the
optimal bandwidth. For example, Härdle et al. (2004) proposed using Silverman’s rule-of-thumb bandwidth for
unimodal distributions that are fairly symmetric and are not heavy-tailed, and using the cross-validation method
which is fairly independent of the special structure of the parameter or function estimate. Tsybakov (2009) have
employed the cross-validation method to choose the ideal value of the bandwidth and then constructed unbiased
risk estimators using the Fourier analysis of density estimators. Sheather (2004) have provided a practical
description of kernel density estimation methods and compared the performance of three methods for selecting
the value of the bandwidth, including Rules of Thumb, Cross-Validation, and Plug-in Methods. Wand (1992)
have demonstrated numerical minimisation of the AMISE for general H, which can be used as a data-driven
method for choosing the optimal bandwidth using a plug-in approach. Several papers have recommended to
construct a family of density estimates based on a number of values of the bandwidth (Marron and Chung, 2001;
Scott, 2015). In general, the above methods for selection of the bandwidth is with respect to keeping the balance
between the bias and the variance to avoid under-smoothing and over-smoothing scenarios.

Scott’s Formula for Selecting the Bandwidth. Scott’s formula provides a method for selecting the band-
width of the estimator for a normal distribution with covariance matrix Σ = diag(σ2

1 , . . . , σ
2
d), and ensures

the optimal convergence rate O(n−
4

4+d ) for the AMISE (Härdle et al., 2004). The optimal bandwidth is
H = n−1/(d+4)Σ̂1/2, with Σ̂ := 1

n

∑n
i=1(X̂i − X̄)2 and X̄ := 1

n

∑n
i=1 X̂i.
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Cross-Validation. The cross-validation (CV) method finds the best bandwidth by minimising an unbiased or
approximately unbiased estimator of MISE instead of minimising MISE. The CV selects the optimal bandwidth
HCV by performing the minimisation

HCV =argmin
H>0

CV (H), with (12)

CV (H) =
1

n2|H|

n∑
i=1

n∑
j=1

K ⋆K{H−1(X̂j − X̂i)} −
2

n(n− 1)

n∑
i=1

n∑
j=1 j ̸=i

K{H−1(X̂j − X̂i)},

where K⋆K(u) :=
∫
K(u− v)K(v)dv.

The asymptotic bias and variance of the univariate conditional density estimator (4) are as follows

Bias[f̂Y |X(y, x)] =
h2xG

2
12(K)

2

{
2
f ′X(x)

fX(x)

d

dx
fY |X(y, x) +

d2

d2x
fY |X(y, x) +

h2y
h2x

d2

dy2
fY |X(y, x)

}

+O(h4x) +O(h4y) +O(h2xh
2
y) +O(

1

nhx
), (13)

and

Var[f̂Y |X(y, x)] =
G20(K)fY |X(y, x)

nhyhxfX(x)
[G20(K)− hyfY |X(y, x)] +O(

1

n
) +O(

hy
nhx

) +O(
hx
nhy

), (14)

where G12(K) =
∫
u2K(u)du and G20(K) =

∫
K2(u)du, if hx, hy → 0 and n→ +∞.

A.2 Review of Probabilistic Computation Tree Logic (PCTL)

PCTL (Baier and Katoen, 2008) is a formal language for expressing the requirements on complex behaviours of
stochastic systems.

Definition A.1 (Syntax of PCTL). For a given set of atomic propositions AP , formulas in PCTL can be
recursively defined as follows:

State Formula ϕ := true | ρ | ¬ϕ | ϕ ∧ ϕ | P▷◁p[ψ],

Path Formula ψ := Xϕ | ϕ U≤k ϕ | ϕ U ϕ,

where ρ ∈ AP , ¬ is the negation operator, ∧ is the conjunction operator, P▷◁p is the probabilistic operator,
▷◁∈ {≤, <,≥, >} is a relation placeholder, and p ∈ [0, 1]. X (next), U≤k (bounded until), and U (until) are
temporal operators.

Definition A.2 (PCTL Semantics). For a labelling function L : Q → 2AP , the satisfaction relation ⊨ is
defined inductively as follows. For any state q ∈ Q, (1) q ⊨ true for all q ∈ Q; (2) q ⊨ ρ ⇐⇒ ρ ∈ L(q); (3)
q ⊨ (ϕ1 ∧ ϕ2) ⇐⇒ (q ⊨ ϕ1) ∧ (q ⊨ ϕ2); (4) q ⊨ ¬ϕ ⇐⇒ q ⊭ ϕ; (5) q ⊨ P▷◁p[ψ] ⇐⇒ Probq(ψ) ▷◁ p, where
Probq(ψ) is the probability that infinite trajectories initialised at q satisfy ψ. Also, for any path υ ∈ Paths, the
satisfaction relation ⊨ is defined as: (1) υ ⊨ Xϕ ⇐⇒ υ(1) ⊨ ϕ; (2) υ ⊨ ϕ1U≤kϕ2 ⇐⇒ ∃i ≤ k s.t. υ(i) ⊨
ϕ2 ∧ υ(j) ⊨ ϕ1, ∀ j ∈ [0, i); (3) υ ⊨ ϕ1Uϕ2 ⇐⇒ ∃i ≥ 0 s.t. υ(i) ⊨ ϕ2 ∧ υ(j) ⊨ ϕ1, ∀ j ∈ [0, i).

♢≤k (bounded eventually) and ♢ (eventually) are defined as P▷◁p[♢≤kϕ] ≡ P▷◁p[true U≤kϕ] and P▷◁p[♢ϕ] ≡
P▷◁p[true Uϕ] representing ϕ is satisfied within k time steps and ϕ is satisfied at some point in the future,
respectively.

B SUPPLEMENTARY OF SECTION 3

B.1 Probabilistic Closeness Guarantee Between DTSCS and its Finite Abstraction

Here, we approximate a DTSCS Σss with a finite MDP Σ̂ss = (Q,Sa, P,AP,L) with Q representing a partition of
the state space S with partition sets denoted by q ∈ Q. The input space Sa = U . For the transition probabilities
P a
ij , select representative points q̄ ∈ q for each partition set. Define P a

ij := Probw(f(q̄i, a, w) ∈ qj). Define the
state discretisation parameter δ := sup{∥x− x′∥, x, x′ ∈ q, q ∈ Q}. DTSCS Σss and its finite MDP abstraction
Σ̂ss under any strategy ϖ̂(·) ∈ Ua are denoted as Σϖ̂

ss and Σ̂ϖ̂
ss, respectively. The following theorem (Soudjani

and Abate, 2013) provides the closeness guarantee between Σss and its finite abstraction Σ̂ss.
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Theorem B.1. For a given PCTL specification ψ over a finite horizon and any strategy ϖ̂(·) ∈ Ua, the closeness
between Σϖ̂

ss and Σ̂ϖ̂
ss can be obtained as

|P (Σϖ̂
ss ⊨ ψ)− P (Σ̂ϖ̂

ss ⊨ ψ)| ≤ ϵ, with ϵ := TδLL,

where T is the finite time horizon, δ is the state discretisation parameter, L is the Lipschitz constant of the
stochastic kernel, and L is the Lebesgue measure of the specification set.

Remark. The upper bound L of the LC impacts the algorithm as follows: One can initially fix the desired
threshold ϵ in advance, and then select the partition parameter δ = ϵ

TLL according to the values of T , L, L.
This partition provides a guarantee for the verification based on MDP abstraction, which ensures the absolute
distance between the satisfaction probability of the original system and that of its finite MDP abstraction is
smaller than ϵ.

B.2 Preparation for Main Result

In order to obtain the main results in Section 3.2, we introduce the following lemmas.

Lemma B.2. Suppose that one-dimensional random variable X has density function fX(x), K : R → R is the
Gaussian kernel function with bandwidth hx, θ(x) is at least twice continuously differentiable, X̂ is the random

sample of X, and ux := X̂−x
hx

. We have that if hx → 0, then

E[K2(ux)θ(X̂)] = hxG20(K)θ(x)fX(x) +
1

2
h3xG22(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[u2xK2(ux)θ(X̂)] = hxG22(K)θ(x)fX(x) +
1

2
h3xG24(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[K(ux)θ(X̂)] = hxθ(x)fX(x) +
1

2
h3xG12(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[u2xK4(ux)θ(X̂)] = hxθ(x)fX(x)G42(K) +
1

2
h3xG44(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[u2xK3(ux)θ(X̂)] =hxθ(x)fX(x)G32(K) +
1

2
h3xG34(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[K4(ux)θ(X̂)] = hxθ(x)fX(x)G40(K) +
1

2
h3xG42(K)

d2

dx2
[θ(x)fX(x)] +O(h5x),

E[u4xK6(ux)θ(X̂)] = hxθ(x)fX(x)G64(K) +
1

2
h3xG66(K)

d2

dx2
[θ(x)fX(x)] +O(h5x)

E[uxK(ux)θ(X̂)] =h2xG12(K)
d

dx
[θ(x)fX(x)]

+
1

2
h4xG14(K)[

d

dx
θ(x)

d2

dx2
fX(x) +

d2

dx2
θ(x)

d

dx
fX(x)] +O(h6x),

E[uxK2(ux)θ(X̂)] =h2xG22(K)
d

dx
[θ(x)fX(x)]

+
1

2
h4xG24(K)[

d

dx
θ(x)

d2

dx2
fX(x) +

d2

dx2
θ(x)

d

dx
fX(x)] +O(h6x),
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E[uxK3(ux)θ(X̂)] =h2xG32(K)
d

dx
[θ(x)fX(x)]

+
1

2
h4xG34(K)[

d

dx
θ(x)

d2

dx2
fX(x) +

d2

dx2
θ(x)

d

dx
fX(x)] +O(h6x),

and

E[uxK4(ux)θ(X̂)] =h2xG42(K)
d

dx
[θ(x)fX(x)]

+
1

2
h4xG44(K)[

d

dx
θ(x)

d2

dx2
fX(x) +

d2

dx2
θ(x)

d

dx
fX(x)] +O(h6x),

where Gji =
∫
νiKj(ν)dν, j ∈ {1, . . . , 6} and i ∈ {0, . . . , 6}.

Proof. The first equation can be obtained as follows

E[K2(ux)θ(X̂)]

=

∫
K2(

µ− x

hx
)θ(µ)fX(µ)dµ

=

∫
hxK

2(z)[θ(x) + zhx
d

dx
θ(x) +

1

2
z2h2x

d2

dx2
θ(x) +

1

6
z3h3x

d3

dx3
θ(x) +O(h4x)][fX(x)

+ zhx
d

dx
fX(x) +

1

2
z2h2x

d2

dx2
fX(x) +

1

6
z3h3x

d2

dx3
fX(x) +O(h4x)]dz

where z =
µ− x

hx
and using Taylor series expansion,

=

∫
hxK

2(z)[θ(x)fX(x) + zhxθ(x)
d

dx
fX(x) +

1

2
z2h2xθ(x)

d2

dx2
fX(x) +

1

6
z3h3xθ(x)

d3

dx3
fX(x)

+ zhxfX(x)
d

dx
θ(x) + z2h2x

d

dx
θ(x)

d

dx
fX(x) +

1

2
z3h3x

d

dx
θ(x)

d2

dx2
fX(x)

+
1

2
z2h2xfX(x)

d2

dx2
θ(x) +

1

2
z3h3x

d2

dx2
θ(x)

d

dx
fX(x) +

1

6
z3h3xfX(x)

d3

dx3
θ(x) +O(h4x)]dz

=hxG20(K)θ(x)fX(x) +
1

2
h3xG22(K)

d2

dx2
[θ(x)fX(x)] +O(h5x).

Using similar derivations, the rest of the results can be obtained.

The following lemma can be derived based on Lemma B.2.

Lemma B.3. Suppose that X and Y are one-dimensional random variables, there is a CoDF fY |X(y, x) for
all (x, y) ∈ DX × DY , X is from the uniform distribution with density function fX(x), and K : R → R is
the Gaussian kernel function with bandwidths hx and hy. In addition, samples {X̂i, i = 1, . . . , n} are selected

uniformly from DX with density function fX(x), and for each X̂i, sample Ŷi is generated from (Y |X̂i) with

the CoDF fY |X(y, x), i ∈ {1, . . . , n}. Denoting uxi
:= X̂i−x

hx
and uyi

:= Ŷi−y
hy

, i ∈ {1, . . . , n}. For X̂i and Ŷi,

i ∈ {1, . . . , n}, we have that if hx, hy → 0 as n→ +∞, then

E[uxi
K(uxi

)K(uyi
)] =h2xhyG12(K)fX(x)

d

dx
fY |X(y, x)

+
1

2
h2xh

3
yG

2
12(K)fX(x)

d3

dxdy2
fY |X(y, x) +O(h2xh

5
xy) +O(h6x),

E[K(uxi)K(uyi)] =hxhyfX(x)fY |X(y, x) +
1

2
hxh

3
yG12(K)fX(x)[

d2

dy2
fY |X(y, x)

+
h2x
h2y

d2

dx2
fY |X(y, x)] +O(h5x) +O(h3xh

3
y) +O(hxh

5
y),
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E[K2(uxi)K
2(uyi)] =hxhyG

2
20(K)fX(x)fY |X(y, x)

+
1

2
hxh

3
yG20(K)G22(K)fX(x)[

d2

dy2
fY |X(y, x) +

h2x
h2y

d2

dx2
fY |X(y, x)]

+O(hxh
5
y) +O(h5x),

E[u2xi
K2(uxi

)K2(uyi
)] =hxhyG20(K)G22(K)fX(x)fY |X(y, x)

+
1

2
hxh

3
yG

2
22(K)fX(x)

d2

dy2
fY |X(y, x)

+
1

2
h3xhyG20(K)G24(K)

d2

dx2
fY |X(y, x) +O(h5x) +O(hxh

5
y)

+O(h3xh
3
y),

E[u2xi
K4(uxi)K

2(uyi)] =hxhyG20(K)G42(K)fX(x)fY |X(y, x)

+
1

2
hxh

3
yG22(K)G42(K)fX(x)

d2

dy2
fY |X(y, x)

+
1

2
h3xhyG20(K)G44(K)fX(x)

d2

dx2
fY |X(y, x) +O(h5x) +O(h3xh

3
y)

+O(hxh
5
y),

E[uxi
K2(uxi

)K(uyi
)] =h2xhyG22(K)fX(x)

d

dx
fY |X(y, x)

+
1

2
h2xh

3
yG12(K)G22(K)fX(x)

d3

dxdy2
fY |X(y, x) +O(h6x) +O(h2xh

5
y),

E[u2xi
K4(uxi)K

4(uyi)] =hxhyG40(K)G42(K)fX(x)fY |X(y, x) +
1

2
hxh

3
yG

2
42(K)fX(x)

d3

dxdy2
fY |X(y, x)

+
1

2
h3xhyG40(K)G44(K)fX(x)

d3

dxdx2
fY |X(y, x) +O(h5x) +O(hxh

5
y) +O(h3xh

3
y),

E[uxiK
2(uxi)K

2(uyi)] =h
2
xhyG20(K)G22(K)fX(x)

d

dx
fY |X(y, x) +

1

2
h2xh

3
yG

2
22(K)fX(x)

d3

dxdy2
fY |X(y, x)

+O(h2xh
5
y) +O(h6x)

E[u4xi
K6(uxi

)K4(uyi
)] =hxhyG40(K)G64(K)fX(x)fY |X(y, x) +

1

2
hxh

3
yG42(K)G64(K)fX(x)

d2

dy2
fY |X(y, x)

+
1

2
h3xhyG40(K)G66(K)fX(x)

d2

dy2
fY |X(y, x) +O(h5x) +O(h3xh

3
y) +O(hxh

5
y),

E[u2xi
K3(uxi

)K2(uyi
)] =hxhyG20(K)G32(K)fX(x)fY |X(y, x) +

1

2
hxh

3
yG22(K)G32(K)fX(x)

d2

dy2
fY |X(y, x)

+
1

2
h3xhyG20(K)G34(K)fX(x)

d2

dx2
fY |X(y, x) +O(h5x) +O(hxh

5
y) +O(h3xh

3
y),

E[uxiK
3(uxi)K(uyi)] =h

2
xhyG32(K)fX(x)

d

dx
fY |X(y, x) +

1

2
h2xh

3
yG12(K)G32(K)fX(x)

d3

dxdy2
fY |X(y, x)

+O(h2xh
5
y) +O(h6x),

and

E[uxi
K4(uxi

)K(uyi
)] =h2xhyG42(K)fX(x)

d

dx
fY |X(y, x) +

1

2
h2xh

3
yG12(K)G42(K)fX(x)

d3

dxdy2
fY |X(y, x)

+O(h2xh
5
y) +O(h6x).
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We also use Lemma 2 from Hyndman et al. (1996), which is restated as Lemma B.4 and will be applied to the
proofs in Section 3.

Lemma B.4. Supposing that {X1, . . . , Xn} is an i.i.d. sequence of random variables and q1(Xi) and q2(Xi)
are two random variables with means u1 and u2 and variances v1 and v2 respectively, and with covariance

v12. Defining Σ̂1 = 1
nΣ

n
i=1q1(Xi) , Σ̂2 = 1

nΣ
n
i=1q2(Xi) and R̂ := R̂(Σ̂1, Σ̂2) = Σ̂1

Σ̂2
. Then the second-order

approximation of E[R̂] is
E[R̂] ≈ µ1

µ2
+

1

n
(
µ1v2
µ3
2

− v12
µ2
2

), (15)

and the first-order approximation of Var[R̂] is

Var[R̂] ≈ 1

nµ2
2

(v1 +
µ2
1v2
µ2
2

− 2
µ1v12
µ2

). (16)

Remark. Let X and Y be two random variables with means ux and uy and variances vx and vy respectively,

and with covariance vxy. Let R̂ := X
Y . The second-order approximation of E[R̂] is

E[R̂(X,Y )]

≈E

[
R̂(Σ̂) +

d

dx
R̂(Σ̂)(X − ux) +

d

dy
R̂(Σ̂)(Y − uy)

+
1

2

[
d2

dx2
R̂(Σ̂)(X − ux)

2 + 2
d2

dxdy
R̂(Σ̂)(X − ux)(Y − uy) +

d2

dy2
R̂(Σ̂)(Y − uy)

2

]]

=
ux
uy

+
1

2

[
d2

dx2
R̂(Σ̂)vx + 2

d2

dxdy
R̂(Σ̂)vxy +

d2

dy2
R̂(Σ̂)vy

]
,

and the first-order approximation of Var[R̂] is

Var[R̂(X,Y )] ≈E

[(
R̂(Σ̂) +

d

dx
R̂(Σ̂)(X − ux) +

d

dy
R̂(Σ̂)(Y − uy)− R̂(Σ̂)

)2
]

=(
d

dx
R̂(Σ̂))2vx + 2

d

dx
R̂(Σ̂)

d

dy
R̂(Σ̂)vxy + (

d

dy
R̂(Σ̂))2vy

=
1

u2y

[
v2x − 2

uxvxy
uy

+
u2xvy
u2y

]
,

where Σ̂ = (ux, uy).

B.3 Proofs of the Main Theorems in Section 3

B.3.1 The Proof of Lemma 3.1.

Proof. Based on the univariate form of the kernel estimator (4), we have

d

dx
f̂Y |X(y, x) =

 n∑
j=1

K(uxj
)

−1
n∑

j=1

1

hxhy

[
uxj

K(uxj
)K(uyj

)−
∑n

i=1 uxi
K(uxi

)K(uxj
)K(uyj

)∑n
i=1K(uxi)

]
, (17)

where uxi
= X̂i−x

hx
and uyi

= Ŷi−y
hy

.

In order to obtain the variance of d
dx f̂Y |X(y, x), according to Lemma B.4, we need to calculate the variances and

means of K(uxi
) and

λmain :=
1

hxhy

[
uxj

K(uxj
)K(uyj

)−
∑n

i=1 uxiK(uxi)K(uxj )K(uyj )∑n
i=1K(uxi

)

]
,
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and their covariance.

For λmain, we obtain that

Var

[
1

hxhy

(
uxj

K(uxj
)K(uyj

)−
∑n

i=1 uxi
K(uxi

)K(uxj
)K(uyj

)∑n
i=1K(uxi

)

)]
=

1

h2xh
2
y

Var

[∑n
i=1 uxiK(uxi)K(uxj )K(uyj )∑n

i=1K(uxi
)

]
+

1

h2xh
2
y

Var[uxj
K(uxj

)K(uyj
)]

− 2

h2xh
2
x

E
[∑n

i=1 uxi
K(uxi

)uxj
K2(uxj

)K2(uyj
)∑n

i=1K(uxi
)

]
+

2

h2xh
2
x

E
[∑n

i=1 uxiK(uxi)K(uxj )K(uyj )∑n
i=1K(uxi

)

]
E[uxj

K(uxj
)K(uyj

)], (18)

E
[

1

hxhy

(
uxj

K(uxj
)K(uyj

)−
∑n

i=1 uxiK(uxi)K(uxj )K(uyj )∑n
i=1K(uxi

)

)]
=

1

hxhy
E[uxj

K(uxj
)K(uyj

)]− 1

hxhy
E

[∑n
i=1 uxiK(uxi)K(uxj )K(uyj )∑n

i=1K(uxi
)

]
, (19)

and the covariance

Cov

[
1

hxhy

(
uxjK(uxj )K(uyj )−

∑n
i=1 uxi

K(uxi
)K(uxj

)K(uyj
)∑n

i=1K(uxi
)

)
,K(uxj )

]
=

1

hxhy
E[uxjK

2(uxj )K(uyj )]−
1

hxhy
E
[∑n

i=1 uxi
K(uxi

)K2(uxj
)K(uyj

)∑n
i=1K(uxi

)

]
+

1

hxhy
E
[∑n

i=1 uxi
K(uxi

)K(uxj
)K(uyj

)∑n
i=1K(uxi

)

]
E[K(uxj )]

− 1

hxhy
E[uxj

K(uxj
)K(uyj

)]E[K(uxj
)]. (20)

In order to calculate equation (18), (19) and (20), we have to calculate the mean and variance of

λ :=

∑n
i=1 uxiK(uxi)K(uxj )K(uyj )∑n

i=1K(uxi
)

,

and the means of

λ∗ :=

∑n
i=1 uxi

K(uxi
)K2(uxj

)K(uyj
)∑n

i=1K(uxi
)

,

and

λ̂ :=

∑n
i=1 uxiK(uxi)uxjK

2(uxj )K
2(uyj )∑n

i=1K(uxi
)

.

Thus, at this step, we need to calculate the variance and mean of λ. Similarly to the previous steps, we also first
need to calculate the variances and means of uxi

K(uxi
)K(uxj

)K(uyj
) and K(uxi

), and their covariance.

For uxi
K(uxi

)K(uxj
)K(uyj

), we have

Var[uxiK(uxi)K(uxj )K(uyj )] =E[(uxiK(uxi)K(uxj )K(uyj )− E[uxiK(uxi)K(uxj )K(uyj )])
2]

=P (i ̸= j)E[(uxi
K(uxi

)K(uxj
)K(uyj

)− E[uxi
K(uxi

)K(uxj
)K(uyj

)])2]

+ P (i = j)E[(uxi
K(uxi

)K(uxj
)K(uyj

)− E[uxi
K(uxi

)K(uxj
)K(uyj

)])2]

=
n− 1

n

(
E[u2xi

K2(uxi
)]E[K2(uxj

)K2(uyj
)]− E2[uxi

K(uxi
)]E2[K(uxj

)K(uyj
)]
)

+
1

n

(
E[u2xi

K4(uxi
)K2(uyi

)]− E2[uxi
K2(uxi

)K(uyi
)]
)
,
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E[uxi
K(uxi

)K(uxj
)K(uyj

)] =
n− 1

n
E[uxi

K(uxi
)]E[K(uxj

)K(uyj
)] +

1

n
E[uxi

K2(uxi
)K(uyi

)],

and the covariance of uxi
K(uxi

)K(uxj
)K(uyj

) and K(uxi
),

Cov[uxi
K(uxi

)K(uxj
)K(uyj

),K(uxi
)]

=E[uxi
K2(uxi

)K(uxj
)K(uyj

)]− E[uxi
K(uxi

)K(uxj
)K(uyj

)]E[K(uxi
)]

=
n− 1

n
E[uxiK

2(uxi)]E[K(uxj )K(uyj )] +
1

n
E[uxiK

3(uxi)K(uyi)]

− n− 1

n
E[uxiK(uxi)]E[K(uxj )K(uyj )]E[K(uxi)]−

1

n
E[uxiK

2(uxi)K(uyi)]E[K(uxi)].

Based on Lemma B.2 and fX(x) is the density function of the uniform distribution, we can have E[uxi
K(uxi

)] =
E[uxiK

2(uxi)] = 0, E[K(uxi)] = hxfX(x), Var[K(uxi)] = hxfX(x)(G20(K) − 1) and E[u2xi
K2(uxi)] =

hxG22(K)fX(x). In addition, based on Lemma B.3, we can obtain that

Var[uxi
K(uxi

)K(uxj
)K(uyj

)] =
n− 1

n
[h2xhyG

2
2,0(K)G22(K)f2X(x)fY |X(y, x)] +O(h2xh

3
y) +O(h4xhy)

+O(h6x) +O(
hxhy
n

) +O(
h5x
n
), (21)

E[uxiK(uxi)K(uxj )K(uyj )]

=
1

n

[
h2xhyG22(K)fX(x)

d

dx
fY |X(y, x)+

1

2
h2xh

3
yG12(K)G22(K)fX(x)

d3

dxdy2
fY |X(y, x)+O(h5x)

]
=
1

n
h2xhyG22(K)fX(x)

d

dx
fY |X(y, x) +O(

h2xh
3
y

n
) +O(

h5x
n
), (22)

and

Cov[uxi
K(uxi

)K(uxj
)K(uyj

),K(uxi
)]

=
1

n

[
h2xhyG32(K)fX(x)

d

dx
fY |X(y, x) +

1

2
h2xh

3
yG12(K)G32(K)fX(x)

d3

dxdy2
fY |X(y, x)

+O(h2xh
5
y) +O(h6x)

]
− 1

n
hxfX(x)

[
h2xhyG22(K)fX(x)

d

dx
fY |X(y, x)

+
1

2
h2xh

3
yG12(K)G22(K)fX(x)

d3

dxdy2
fY |X(y, x) +O(h6x) +O(h2xh

5
y)

]
=
h2xhy
n

fX(x) [G32(K)− hxG22(K)fX(x)]
d

dx
fY |X(y, x) +O(

h2xh
3
y

n
) +O(

h6x
n
), (23)

if hx, hy → 0 and n → +∞. Then, by substituting equation (21), (22) and (23) into equation (15) and (16), we
can obtain the variance and mean of λ as follows

E[λ] =
1

n
hxhyG22(K)

d

dx
fY |X(y, x) +O(

hxh
3
y

n
) +O(

h4x
n
) +O(

hy
n2

) +O(
h3x
n2

),

and

Var[λ] =
n− 1

n2fX(x)
hyG

2
2,0(K)G22(K)fY |X(y, x) +O(

hxh
3
y

n
) +O(

h3xhy
n

) +O(
h5x
n
) +O(

hy
hxn2

).

The next step is to calculate the mean of λ∗. To calculate its mean, we need to calculate the variance and mean
of K(uxi) and uxiK(uxi)K

2(uxj )K(uyj ), and their covariance. Since by using Lemma B.3 we have

E[uxi
K(uxi

)K2(uxj
)K(uyj

)] =
n− 1

n
E[uxi

K(uxi
)]E[K2(uxj

)K(uyj
)] +

1

n
E[uxi

K3(uxi
)K(uyi

)]

=
1

n
h2xhyG32(K)fX(x)

d

dx
fY |X(y, x) +O(

h2xh
3
y

n
) +O(

h6x
n
),
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and

Cov[uxi
K(uxi

)K2(uxj
)K(uyj

),K(uxi
)]

=E[uxi
K2(uxi

)K2(uxj
)K(uyj

)]− E[uxi
K(uxi

)K2(uxj
)K(uyj

)]E[K(uxi
)]

=
n− 1

n
E[uxi

K2(uxi
)]E[K2(uxj

)K(uyj
)]− n− 1

n
E[uxi

K(uxi
)]E[K2(uxj

)K(uyj
)]E[K(uxi

)]

+
1

n
E[uxi

K4(uxi
)K(uyi

)]− 1

n
E[uxi

K3(uxi
)K(uyi

)]E[K(uxi
)]

=
h2xhy
n

fX(x)[G42(K)− hxG32(K)fX(x)]
d

dx
fY |X(y, x) +O(

h2xh
3
y

n
) +O(

h6x
n
),

the mean of λ∗ can be obtained as follows

E[λ∗] =
1

n
hxhyG32(K)

d

dx
fY |X(y, x) +O(

hxh
3
y

n
) +O(

h5x
n
) +O(

hy
n2

) +O(
h4x
n2

),

if hx, hy → 0 and n→ +∞.

Next, we need to calculate the mean of λ̂. Similarly, the variance and mean of uxiK(uxi)uxjK
2(uxj )K

2(uyj )
and K(uxi

), and their covariance, all need to be calculated. By using Lemma B.3, we have

Var[uxi
K(uxi

)uxj
K2(uxj

)K2(uyj
)]

=
n− 1

n
(E[u2xi

K2(uxi
)]E[u2xj

K4(uxj
)K4(uyj

)]− E2[uxi
K(uxi

)]E2[uxj
K2(uxj

)K2(uyj
)])

+
1

n
(E[u4xi

K6(uxi
)K4(uyi

)]− E2[u2xi
K3(uxi

)K2(uyi
)])

=
n− 1

n
h2xhyG22(K)G40(K)G42(K)f2X(x)fY |X(y, x) +O(h2xh

3
y) +O(h4xhy)

+O(h6x) +O(
hxhy
n

) +O(
h5x
n
),

E[uxi
K(uxi

)uxj
K2(uxj

)K2(uyj
)] =

n− 1

n
E[uxi

K(uxi
)]E[uxj

K2(uxj
)K2(uyj

)] +
1

n
E[u2xi

K3(uxi
)K2(uyi

)]

=
hxhy
n

G20(K)G32(K)fX(x)fY |X(y, x) +O(
hxh

3
y

n
) +O(

h5x
n
) +O(

h3xhy
n

),

and

Cov[uxi
K(uxi

)uxj
K2(uxj

)K2(uyj
),K(uxi

)]

=
n− 1

n
E[uxi

K2(uxi
)]E[uxj

K2(uxj
)K2(uyj

)] +
1

n
E[u2xi

K4(uxi
)K2(uyi

)]

− n− 1

n
E[uxi

K(uxi
)]E[uxj

K2(uxj
)K2(uyj

)]E[K(uxi
)]

− 1

n
E[u2xi

K3(uxi
)K2(uyi

)]E[K(uxi
)]

=
1

n
hxhyG20(K)fX(x)fY |X(y, x)[G42(K)− hxG32(K)fX(x)]

+O(
hxh

3
y

n
) +O(

h3xhy
n

) +O(
h5x
n
).

Thus, the mean of λ̂ can be obtained according to Lemma B.4, as follows

E[λ̂] =
1

n
hxG20(K)G32(K)fY |X(y, x) +O(

h3y
n
) +O(

h2xhy
n

) +O(
h4x
n
) +O(

hy
hxn2

) +O(
h3x
n2

).

if hx, hy → 0 and n→ +∞.



Formal Verification of Unknown Stochastic Systems via Non-parametric Estimation

Through combining the above results, we can obtain that

Var[λmain] =
1

h2xh
2
y

Var[uxj
K(uxj

)K(uyj
)] +O(

1

h2xhyn
) +O(

h3x
h2yn

) +O(
1

h3xhyn
2
) +O(

h2x
h2yn

)

=
1

hxhy
G20(K)G22(K)fX(x)fY |X(y, x) +O(

hy
hx

) +O(
hx
hy

) +O(
1

h2xhyn
)

+O(
h3x
h2yn

) +O(
1

h3xhyn
2
) +O(

h2x
h2yn

2
),

E[λmain] =hxfX(x)
d

dx
fY |X(y, x) +O(hxh

2
y) +O(

h5x
hy

) +O(
1

n
) +O(

h3x
hyn

) +O(
1

hxn2
) +O(

h2x
hyn2

),

and

Cov[λmain] =
1

hxhy
E[uxj

K2(uxj
)K(uyj

)]− 1

hxhy
E[uxj

K(uxj
)K(uyj

)]E[K(uxj
)]

+O(
1

n
) +O(

h4x
hyn

) +O(
h2y
n2

) +O(
h3x
hyn2

)

=hxG22(K)fX(x)
d

dx
fY |X(y, x)− h2xG12(K)f2X(x)

d

dx
fY |X(y, x) +O(hxh

2
y) +O(

h5x
hy

)

+O(
1

n
) +O(

h4x
hyn

) +O(
h2y
n2

) +O(
h3x
hyn2

),

if hx, hy → 0 and n→ +∞.

Finally, based on Lemma B.4, we can have

Var

[
d

dx
f̂Y |X(y, x)

]
=

1

nh3xhyfX(x)
G20(K)G22(K)fY |X(y, x) +O(

hy
nh3x

) +O(
1

nhxhy
) +O(

h7x
nh2y

) +O(
1

n2h4xh
2
y

)

+O(
1

n3h5xh
2
y

) +O(
1

n4h4xh
2
y

) +O(
1

n5h5xh
2
y

)

=
1

nh3xhyfX(x)
G20(K)G22(K)fY |X(y, x) +O(

hy
nh3x

) +O(
1

nhxhy
) +O(

h7x
nh2y

) +O(
1

n2h5xh
2
y

)

Also, we have that for large n if nh3xhy → +∞ and hx, hy → 0 as n→ +∞, then

Var

[
d

dx
f̂Y |X(y, x)

]
≲

1

nh3xhy
C1,

where
C1 = Vol(DX)(x)G20(K)G22(K) max

(x,y)∈DX×DY

fY |X(y, x),

and Vol(·) indicates the volume (Lebesgue measure) of a set.

B.3.2 The Proof of Lemma 3.2

Proof. Based on equation (13), if hx → 0, hy → 0 and n→ +∞, we can derived

E
[
d

dx
f̂Y |X(y, x)

]
− d

dx
fY |X(y, x) =

h2xG12(K)

2

[
h2y
h2x

d3

dxdy2
fY |X(y, x) +

d3

dx3
fY |X(y, x)

]
+O(h2xh

2
y)

+O(h4y) +O(h4x) +O(
1

nhx
) ≲

h2x
2
A, (24)

where

A := G12(K)

[
h2y
h2x

max
(x,y)∈DX×DY

∣∣∣∣ d3

dxdy2
fY |X(y, x)

∣∣∣∣+ max
(x,y)∈DX×DY

∣∣∣∣ d3dx3
fY |X(y, x)

∣∣∣∣
]
.



Zhi Zhang, Chenyu Ma, Saleh Soudijani, Sadegh Soudjani

B.3.3 The Proof of Theorem 3.3

Proof. Based on Lemmas 3.1–3.2 and the following property

E

[(
d

dx
f̂Y |X(y, x)− d

dx
fY |X(y, x)

)2
]

=E

[(
d

dx
f̂Y |X(y, x)− E[

d

dx
f̂Y |X(y, x)]

)2
]
+

(
E
[
d

dx
f̂Y |X(y, x)

]
− d

dx
fY |X(y, x)

)2

,

we have that for large n if nh3xhy → +∞ and hx, hy → 0 as n→ +∞

E

[(
d

dx
f̂Y |X(y, x)− d

dx
fY |X(y, x)

)2
]
≲ ϵ3, where ϵ3 :=

C1

nh3xhy
+
h4x
4
A2.

B.3.4 The Proof of Theorem 3.4

Proof. In order to give the bound, we need to introduce a sequence {(xj , yj)|∥(xj+1, yj+1)− (xj , yj)∥ = DB

M , j =
1, . . . ,M,M = n, and DB := max(x,y),(x′,y′)∈DX×DY

∥(x, y) − (x′, y′)∥}. Then, the following inequality can be
obtained

E
[

max
(x,y)∈DX×DY

∣∣∣∣ ddxf̂Y |X(y, x)

∣∣∣∣]− max
(x,y)∈DX×DY

∣∣∣∣ ddxfY |X(y, x)

∣∣∣∣
≤E

[
max

1≤j≤M

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣]− max
1≤j≤M

∣∣∣∣ ddxfY |X(y, x)

∣∣∣∣
+ E

 max
(x,y),(x′,y′)
∈DX×DY :

∥(x,y)−(x′,y′)∥≤DB
M

∣∣∣∣ ddxf̂Y |X(y, x)− d

dx
f̂Y |X(y′, x′)

∣∣∣∣
 (25)

To get the upper bound of the second line of equation (25), we need to consider

exp

(
tE
[

max
1≤j≤M

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣]− t max
1≤j≤M

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣)
=expE

[
t max
1≤j≤M

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣− t max
1≤j≤M

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣], where t > 0.

Then, we can divide equality into two different situations: Df̂ ≥ 0 and Df̂ < 0, where Df̂ := d
dx f̂Y |X(yj∗ , xj∗)

and (xj∗ , yj∗) = argmax1≤j≤M

∣∣∣ d
dx f̂Y |X(yj , xj)

∣∣∣. Thus, we have

expE
[

max
1≤j≤M

t

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣− max
1≤j≤M

t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]
=expE

[
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣] expE [− max
1≤j≤M

t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]
=exp

[
E
[
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣ | Df̂ ≥ 0

]
P (Df̂ ≥ 0)

]
exp

[
E
[
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣ | Df̂ < 0

]
P (Df̂ < 0)

]
expE

[
− max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]
=exp

(
− max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣)[ expE [t ∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣ | Df̂ ≥ 0

]]P (Df̂≥0)

[
expE

[
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣ | Df̂ < 0

]]P (Df̂<0)

. (26)
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In addition, we have

expE
[

max
1≤j≤M

t

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣]
≤
[
E
[
exp

(
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣) | Df̂ ≥ 0

] ]P (Df̂≥0)[
E
[
exp

(
t

∣∣∣∣ ddxf̂Y |X(yj∗ , xj∗)

∣∣∣∣) | Df̂ < 0

] ]P (Df̂<0)

=

[
E
[
exp

(
t
d

dx
f̂Y |X(yj∗ , xj∗)

)
| Df̂ ≥ 0

] ]P (Df̂≥0)[
E
[
exp

(
−t d

dx
f̂Y |X(yj∗ , xj∗)

)
| Df̂ < 0

] ]P (Df̂<0)

≤
M∑
j=1

[
E
[
exp

(
t
d

dx
f̂Y |X(yj , xj)

)
| Df̂ ≥ 0

] ]P (Df̂≥0)

·
[
E
[
exp

(
−t d

dx
f̂Y |X(yj , xj)

)
| Df̂ < 0

] ]P (Df̂<0)

≤M max
1≤j≤M

[
E
[
exp

(
t
d

dx
f̂Y |X(yj , xj)

)
| Df̂ ≥ 0

] ]P (Df̂≥0)

·
[
E
[
exp

(
−t d

dx
f̂Y |X(yj , xj)

)
| Df̂ < 0

] ]P (Df̂<0)

.

(27)

At the next step, we need to approximate E
[
exp (t d

dx f̂Y |X(yj , xj))
]
using the second-order Taylor expansion.

Now assuming that z := d
dx f̂Y |X(yj , xj) which is a random variable, and

ulc1 := E[z | Df̂ ≥ 0], vlc1 := Var[z | Df̂ ≥ 0] = E[(z − ulc1)
2 | Df̂ ≥ 0],

ulc2 := E[z | Df̂ < 0], vlc2 := Var[z | Df̂ < 0] = E[(z − ulc2)
2 | Df̂ < 0]. (28)

Then, the second-order Taylor expansion around the means and variances, as shown in equation (28), can be
obtained, as following,

E
[
exp (t

d

dx
f̂Y |X(yj , xj)) | Df̂ ≥ 0

]
= E

[
exp (tz) | Df̂ ≥ 0

]
≈E

[
exp(tulc1) +

d

dz
exp(tulc1)(z − ulc1) +

1

2

d2

dz2
exp(tulc1)(z − ulc1)

2 | Df̂ ≥ 0

]
=exp(tulc1) +

1

2

d2

dz2
exp(tulc1)vlc1 = exp(tulc1) +

1

2
t2 exp(tulc1)vlc1, (29)

and

E
[
exp (−t d

dx
f̂Y |X(yj , xj)) | Df̂ < 0

]
= E

[
exp (−tz) | Df̂ < 0

]
≈E

[
exp(−tulc2) +

d

dz
exp(−tulc2)(z − ulc2) +

1

2

d2

dz2
exp(−tulc2)(z − ulc2)

2 | Df̂ > 0

]
=exp(−tulc2) +

1

2

d2

dz2
exp(−tulc2)vlc2 = exp(−tulc2) +

1

2
t2 exp(−tulc2)vlc2. (30)
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Thus, through plugging the conditional expectation (29) and (30) into equation (27) ,we can have

expE
[

max
1≤j≤M

t

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣]
≲M max

1≤j≤M

[
exp(tulc1)+

1

2
t2 exp(tulc1)vlc1

]P (Df̂≥0)[
exp(−tulc2)+

1

2
t2 exp(−tulc2)vlc2

]P (Df̂<0)

≤M max
1≤j≤M

[
exp

(
t|ulc1|P (Df̂ ≥ 0) + t|ulc2|P (Df̂ < 0)

)
·
[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
=M max

1≤j≤M

[
exp

(
t|E[z | Df ≥ 0]|P (Df̂ ≥ 0) + t|E[z | Df < 0]|P (Df̂ < 0)

)
·
[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
≤M max

1≤j≤M

[
exp

(
tE[|z| | Df̂ ≥ 0]P (Df̂ ≥ 0) + tE[|z| | Df̂ < 0]P (Df̂ < 0)

)
·
[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
=M max

1≤j≤M

[
exp (tE[|z|])

[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
. (31)

Now, by substituting equation (31) into equation (26), we have

expE
[

max
1≤j≤M

t

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣− max
1≤j≤M

t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]
≲M max

1≤j≤M

[
exp (tE[|z|])

[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
· exp

(
−E

[
max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣])
=M max

1≤j≤M

[
exp

(
tE
[∣∣∣∣z − d

dx
fY |X(yj , xj) +

d

dx
fY |X(yj , xj)

∣∣∣∣])
·
[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
exp

(
− max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣)
≤M max

1≤j≤M

[
exp

(
tE
[∣∣∣∣z − d

dx
fY |X(yj , xj)

∣∣∣∣]+ tE
[∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣])
·
[
1 +

1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
exp

(
− max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣)
≤M max

1≤j≤M

[
exp

(
tE
[∣∣∣∣z − d

dx
fY |X(yj , xj)

∣∣∣∣]) [1 + 1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
· exp

(
tE
[

max
1≤j≤M

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]) exp

(
−E

[
max

1≤j≤M
t

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣])
=M max

1≤j≤M

[
exp

(
tE
[∣∣∣∣z − d

dx
fY |X(yj , xj)

∣∣∣∣]) [1 + 1

2
t2vlc1

]P (Df̂≥0) [
1 +

1

2
t2vlc2

]P (Df̂<0) ]
≤M exp

(
max

1≤j≤M
t

(
E
[
(z − d

dx
fY |X(yj , xj))

2

])1/2
)

·max

{
max

1≤j≤M

∣∣∣∣1 + 1

2
t2vlc1

∣∣∣∣ , max
1≤j≤M

∣∣∣∣1 + 1

2
t2vlc2

∣∣∣∣} .
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Let C2 = max1≤j≤M |vlc1| and C3 = max1≤j≤M |vlc2|. By taking logarithm and then dividing t to both sides of
the above inequality, we have

E
[

max
1≤j≤M

∣∣∣∣ ddxf̂Y |X(yj , xj)

∣∣∣∣− max
1≤j≤M

∣∣∣∣ ddxfY |X(yj , xj)

∣∣∣∣]
≲ max

1≤j≤M

(
E
[
(z − d

dx
fY |X(yj , xj))

2

])1/2

+
log(M)

t
+

log(1 + C4t
2)

t

≈ max
1≤j≤M

(
E
[
(z − d

dx
fY |X(yj , xj))

2

])1/2

,

where t is arbitrary positive value and C4 = max{C2, C3}.

Since

E

 max
(x,y),(x′,y′)
∈DX×DY :

∥(x,y)−(x′,y′)∥≤DB
M

∣∣∣∣ ddxf̂Y |X(y, x)− d

dx
f̂Y |X(y′, x′)

∣∣∣∣
 ≤ L̂df

DB

M
,

where L̂df is the LC of d
dx f̂Y |X(y, x) among DX ×DY , according to Theorem 3.3, we have

E
[

max
(x,y)∈DX×DY

∣∣∣∣ ddxf̂Y |X(y, x)

∣∣∣∣]− max
(x,y)∈DX×DY

∣∣∣∣ ddxfY |X(y, x)

∣∣∣∣
≲ max

1≤j≤M

(
E
[
(
d

dx
f̂Y |X(yj , xj)−

d

dx
fY |X(yj , xj))

2

])1/2

≲ ϵ
1/2
3 .

B.4 Validation Study of the LC Estimation

In this section, we apply our estimation algorithm to two case studies. We show that our approach gives better
results in comparison with the standard selection of bandwidths using Scott’s formula. The CV method for
selecting the bandwidths did not provide any solution for the optimisation in equation (12) within 6 hours.

Example B.1. Consider a univariate (Y |X) such that Y = aX + w, where w is a Gaussian noise with mean µ
and variance σ2. The CoDF fY |X(y, x) is

fY |X(y, x) =
1

σ
√
2π

exp

[
−1

2

(y − ax)2

σ2

]
.

We fix the parameters a = 0.5, µ = 0, σ = 1, and the domain DX = [−1, 1] and DY = [−4.38, 4.24]. We assume
that Assumption 1 holds with Cf = 1 and Cb1 = Cb2 = 0.5. We run Algorithm 1 with m = 20.

Fig. 4 shows the original CoDF together with the estimated CoDF using the bandwidth from Theorem 3.4 and
from the Scott’s formula. The estimated CoDF based on the Scott’s formula in Fig. 4(c) has many values larger
than 0.42 which are much higher than the largest value of the original CoDF, at fY |X(y, x) = 0.3989 as shown
in Fig. 4(a). This estimation presents bad smoothness in comparison with the estimation using our theoretical

bandwidths hx = hy = n−
1
8 , which has a smooth peak around 0.381 as shown in Fig. 4(b). Thus, selecting of

bandwidths according to the discussion in Section 3.2 gives a better smoothness than Scott’s formula.

Fig. 4(d) gives the asymptotic bounds on the original LC provided by Theorem 3.4 as a function of data scale
n ∈ [104, 105]. For example, L ∈ [0.042, 0.194] using n = 104, L ∈ [0.071, 0.168] using n = 6 × 104, and
L ∈ [0.078, 0.164] using n = 105, which confirms asymptotic convergence of the bound as a function of n. The
empirical mean and the 99% empirical confidence interval are shown in Fig. 4(e) using 150 runs of the algorithm
for each n. All the values are below the analytical upper bound shown in Fig. 4(d).
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Figure 4: (a) The original CoDF. (b) Estimated CoDF with hx = hy = n−
1
8 and data scale n = 6 × 104. (c)

Estimated CoDF with bandwidth from the Scott’s formula and data scale n = 6 × 104. (d) Asymptotic bound
on the original LC provided by Theorem 3.4 as a function of data scale n. The dashed line is the original LC of
the CoDF, L = 0.1210. (e) The estimated LC averaged over 150 computations with the grey area indicating the
99% empirical confidence interval (3 times the empirical standard deviation from the mean).
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Figure 5: (a) The original CoDF. (b) Estimated CoDF with hx = hy = n−
1
8 and data scale n = 6 × 104. (c)

Estimated CoDF with bandwidth from the Scott’s formula and data scale n = 6 × 104. (d) Asymptotic bound
on the original LC provided by Theorem 3.4 as a function of data scale n. The dashed line is the original LC of
the CoDF, L = 0.0968. (e) The estimated LC averaged over 150 computations with the grey area indicating the
99% empirical confidence interval (3 times the empirical standard deviation from the mean).
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Example B.2. Consider a univariate (Y |X) such that Y = aX + δw1 + (1 − δ)w2, where w1 and w2 have
Gaussian distributions with means µ1 and µ2 and variances σ2

1 and σ2
2 . The variable δ ∈ {0, 1} has Bernoulli

distribution with success probability P (σ = 1) = p. The CoDF fY |X(y, x) is

fY |X(y, x) =
p

σ1
√
2π

exp (− 1

2σ2
1

(y − ax− µ1)
2)+

1− p

σ2
√
2π

exp (− 1

2σ2
2

(y − ax− µ2)
2).

We fix the parameters a = 0.5, µ1 = 3, µ2 = −3, σ1 = σ2 = 1, p = 0.8, and the domain DX = [−1, 1]
and DY = [−7.177, 6.965]. We assume that Assumption 1 holds with Cf = 1 and Cb1 = Cb2 = 0.5. We run
Algorithm 1 with m = 20.

Fig. 5 shows the original CoDF together with the estimated CoDF using the bandwidth from Theorem 3.4 and
from the Scott’s formula. The estimated CoDF based on the bandwidths hx = hy = n−

1
8 as shown in Fig. 5(b),

is more similar to the original CoDF in Fig. 5(a) and shows better smoothness in comparison with the estimation
based on Scott’s formula in Fig. 5(c).

Fig. 5(d) gives the asymptotic bounds on the original LC L = 0.0968 provided by Theorem 3.4 as a function of
data scale n ∈ [104, 105]. For example, L ∈ [0.022, 0.175] using n = 104, L ∈ [0.050, 0.147] using n = 6× 104, and
L ∈ [0.057, 0.142] using n = 105, which confirms asymptotic convergence of the bound as a function of n. The
empirical mean and the 99% empirical confidence interval are shown in Fig. 5(e) using 150 runs of the algorithm
for each n. All the values are below the analytical upper bound shown in Fig. 5(d).

Example B.3. Consider a bivariate (Y |X) with Y = AX+W with W having Gaussian distribution with mean
µ and covariance matrix Σ. The CoDF is

fY |X(y,x) =
1

2π
√
|Σ|

exp (−1

2
(y −Ax)TΣ−1(y −Ax)). (32)

We consider two cases, one with small LC and another with large LC.

Case 1: We fix the parameters A = Σ =

[
1 0
0 1

]
, µ =

[
0
0

]
. We assume that Assumption 2 holds with Cf = 0.5,

Cij = 0.5, and Cxi = 0.5, i, j = 1, 2. We run Algorithm 1 with m = 20. Fig. 6 shows the original CoDF together
with the estimated CoDF using the bandwidth from Section 3.3 and from the Scott’s formula. For better
visualisation, we provide the estimation at y∗ = [1.4615;−1.6154] under different bandwidths. The original

CoDF in Fig. 6(a) has a similar shape with its estimation based on bandwidth hxi = hyj = n−
1
10 , i, j = 1, 2, as

shown in Fig. 6(b). The largest values of fY |X(y∗,x) in Fig. 6(a) and f̂Y |X(y∗,x) in Fig. 6(b) are respectively
0.159 and 0.111. By contrast, the difference between the original CoDF in Fig. 6(a) and its estimation in Fig. 6(c)

is large. The largest value of f̂Y |X(y∗,x) in Fig. 6(c) is around 0.7, which is much larger than the original CoDF.
In addition, the CoDF in Fig. 6(a) and estimation in Fig. 6(b) are smoother than the estimation in Fig. 6(c).

Fig. 6(d) gives the asymptotic bounds on the original LC provided by the inequality (3.3) as a function of
data scale n for DX = DY = [−0.2, 0.2]2. For example, L ∈ [0, 0.160] using n = 3 × 104, L ∈ [0, 0.142] using
n = 8 × 104, and L ∈ [0, 0.134] using n = 1.3 × 105, which confirms asymptotic convergence of the bound as a
function of n. The original LC in this domain is 0.059 and belongs to the above estimated ranges. A similar
experiment is reported in Fig. 6(e) for the domain DX = [0.2, 0.6]2 and DY = [−0.2, 0.2]2. The empirical means
and the 99% empirical confidence intervals are shown in Fig. 6(f) using 150 runs of the algorithm for each n. All
the values are below the analytical upper bound shown in Fig. 6(d) and (e).

Case 2: We fix the parameters A =

[
1 0
0 1

]
, µ =

[
0
0

]
, and Σ =

[
0.2 0
0 0.2

]
. We assume that Assumption 2 holds

with Cf = 1, Cij = 10, and Cxi = 10, i, j = 1, 2. This choice of Σ makes the LC larger, which in turn requires a
larger data scale n for the estimation. The original LC on the domain DX = [0, 0.2]2 and DY = [−0.2,−0.1]2 is
L = 1.04. The estimated LC and the asymptotic intervals computed using our approach are reported in Table 2
for n = 5× 106, n = 5× 107 and n = 108.

Example B.4. We consider the 7-dimensional model of a BMW 320i car (Althoff, 2019) reported also in
Appendix B.5 to validate the effectiveness of our proposed method. We assume the space is [x1(k);x2(k)] ∈
[0.8, 1.2]2, x3(k) ∈ [0, 0.3], [x4(k);x5(k)] ∈ [0, 0.1]2, x6(k) ∈ [0.5, 1], and x7(k) ∈ [0, 0.2]. The dynamics are

affected by the standard normal variable. We take the bound Ai = 20 with bandwidths hxi = hyj = n−
1
14 ,
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Figure 6: (a) The original CoDF at point y∗ = [1.4615;−1.6154]. (b) Estimated CoDF with hxi = hyj = n−
1
10 ,

i, j = 1, 2, with data scale n = 1.3 × 105 at point y∗. (c) Estimated CoDF with bandwidth from the Scott’s
formula with data scale n = 1.3 × 105 at point y∗. (d) Asymptotic bound on the original LC provided in
Section 3.3 as a function of data scale n for DX = DY = [−0.2, 0.2]2. The dashed line is the original LC of the
CoDF, which is L = 0.0588. (e) Asymptotic bound on the original LC provided in Section 3.3 as a function of
data scale n for DX = [0.2, 0.6]2 and DY = [−0.2, 0.2]2. The dashed line is the original LC of the CoDF, which
is L = 0.0925. (f) The estimated LCs averaged over 150 computations with the grey areas indicating the 99%
empirical confidence intervals (3 times the empirical standard deviation from the mean).

Data scale n 5× 106 5× 107 1× 108

Range of LC [0,1.428] [0.143,1.238] [0.247,1.2]

L̂ 0.563 0.691 0.724

Table 2: The estimated LC and the asymptotic ranges computed using our approach for Example B.3 (case 2)
for different values of n. The range contains the true LC L = 1.04.

i, j ∈ {1, . . . , 7}, to generate the CoDF T̂i(xi(k+1)|x(k)), i ∈ {1, . . . , 7} and estimate the LC Li. Table 3 shows
the values of L1, L3 and L7 with respect to x3(k) ∈ [0, 0.1] for fixed x1(k) = x2(k) = 1, x4(k) = x5(k) = 0.05,
x6(k) = 0.8, x7(k) = 0.1 and x(k+1) = 0. They are all located in the estimated ranges that are decreasing with
increasing data scale n.

Data scale n Value of L1, L3 and L7 Range of L1 Range of L3 Range of L7

1× 107 [0, 1.0582] [0, 1.0198] [0, 1.0062]
5× 107 0.4319, 0.3128, 0.3128 [0, 0.8672] [0, 0.8215] [0, 0.8034]
1× 108 [0, 0.7993] [0, 0.7503] [0, 0.7294]

Table 3: The estimated LC of Ti(xi(k + 1)|x(k)), i ∈ {1, 3, 7}, and their intervals computed using our approach
for Example B.4 for different values of n.
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Table 4: State variables and system parameters.

Variable Value Description
x1, x2 R Position coordinates
x3, x4 R Steering angle, heading velocity
x5, x6 R Yaw angle, Yaw rate
x7 R Slip angle

v1, v2 0, 0 The inputs of controlling the steering angle and heading velocity

lwb 2.5789 Wheelbase [kg]
m 1.093.3 Total mass of the vehicle [kg]
µ 1.0489 Friction coefficient
lf 1.156 Distance from the front axle to centre of gravity (CoG) [m]
lr 1.422 Distance from the rear axle to CoG [m]
hcg 0.574 Hight of CoG [m]
Iz 1791.6 The Moment of inertia for entire mass around z axis [kg m2]

CS,f 20.89 The front cornering stiffness coefficient [1/rad]
CS,r 20.89 The rear cornering stiffness coefficient [1/rad]
τ 0.001 The update period [s]

B.5 Introduction of 7-Dimensional Autonomous Vehicle

For |x4(k)| < 0.1:

xi(k + 1) = xi(k) + τai + 0.5wi(k), i ∈ {1, . . . , 7} \ {3, 4},
x3(k + 1) = x3(k) + τSat1(v1(k)) + 0.5w3(k),

x4(k + 1) = x4(k) + τSat2(v2(k)) + 0.5w4(k),

and for |x4(k)| ≥ 0.1:

xi(k + 1) = xi(k) + τbi + 0.5wi(k), i ∈ {1, . . . , 7} \ {3, 4},
x3(k + 1) = x3(k) + τSat1(v1(k)) + 0.5w3(k),

x4(k + 1) = x4(k) + τSat2(v2(k)) + 0.5w4(k),

where,

a1 =x4(k) cos(x5(k)), a2 = x4(k) sin(x5(k)), a5 =
x4(k)

lwb
tan(x3(k)),

a6 =
v2(k)

lwb
tan(x3(k)) +

x4(k)

lwb cos2(x3(k))
v1(k), a7 = 0,

b1 =x4(k) cos(x5(k) + x7(k)), b2 = x4(k) sin(x5(k) + x7(k)), b5 = x6(k),

b6 =
µm

Iz(lr + lf )
(lfCS,f (glr − v2(k)hcg)x3(k) + (lrCS,r(glf + v2(k)hcg)− lfCS,f (glr

− v2(k)hcg))x7(k)− (l2fCS,f (glr − v2(k)hcg) + l2rCS,r(glf + v2(k)hcg))
x6(k)

x4(k)
),

b7 =
µ

x4(k)(lr + lf )
(CS,f (glr − v2(k)hcg)x3(k)− (CS,r(glf + v2(k)hcg)

+ CS,f (glr − v2(k)hcg))x7(k)− (lfCS,f (glr − v2(k)hcg)− lrCS,r(glf + v2(k)hcg))
x6(k)

x4(k)
)− x6(k).

We consider the variables and parameters for a BMW 320i car, as shown in Table 4. In addition, Sat1(·) and
Sat2(·) are input saturation functions introduced by Althoff (2019).

C SUPPLEMENTARY of SECTION 4

C.1 Supplementary of Section 4.1

C.2 Proof of Lemma 4.1

Proof. The proof is based on induction on k and utilising the recursive relation in (6).
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C.3 Proof of Theorem 4.2

Proof. Let Σ̂ss be the finite abstraction of Σss. Based on Theorem B.1 and Lemma 4.1 we have∣∣P (Σss ⊨ ψ)− P (Σ̄ss ⊨ ψ)
∣∣ ≤ ∣∣∣P (Σss ⊨ ψ)− P (Σ̂ss ⊨ ψ) + P (Σ̂ss ⊨ ψ)− P (Σ̄ss ⊨ ψ)

∣∣∣
≤
∣∣∣P (Σss ⊨ ψ)− P (Σ̂ss ⊨ ψ)

∣∣∣+ ∣∣∣P (Σ̂ss ⊨ ψ)− P (Σ̄ss ⊨ ψ)
∣∣∣

≤ϵ+ ϵg,with ϵ = kδBLL,

where P (Σss ⊨ ψ) and P (Σ̂ss ⊨ ψ) are the probabilities that Σss and Σ̂ss satisfy the specification ψ under
strategy ϖ, P (Σ̄ss ⊨ ψ) = P k

up(q), q ∈ Q, k is the number of steps, nQ is the number of entries of Q, δ is the
state discretisation parameter, BL is the asymptotic upper bound of LC, and L is the Lebesgue measure of the
specification set.

D SUPPLEMENTARY of SECTION 5

D.1 Supplementary of Example 5.1

The unknown linear stochastic system is

X(k + 1) = AX(k) +W (k),

where A =

[
0.4 0.1
0 0.5

]
. W has Gaussian distribution with mean µ =

[
0
0

]
and variance Σ =

[
1 0
0 1

]
. The

corresponding CoDF is

fXk+1|Xk
(X(k + 1), X(k)) =

1

2π
√

|Σ|
exp (−1

2
(X(k + 1)−AX(k))TΣ−1(X(k + 1)−AX(k))).

D.2 Supplementary of Example 5.2

The unknown switched stochastic system with two actions Sa = {a1, a2} is

X(k + 1) = f(X(k), a(k)) =

{
A1X(k) +W (k), if action is a1,

A2X(k) +W (k), if action is a2,

where A1 =

[
0.4 0.1
0 0.5

]
, A2 =

[
0.4 0.1
−0.2 0.5

]
. W has Gaussian distribution with mean µ =

[
0
0

]
and variance

Σ =

[
1 0
0 1

]
. The corresponding CoDF is

fXk+1|Xk
(X(k + 1), X(k)) =



if action is a1,
1

2π
√

|Σ|
exp (− 1

2 (X(k + 1)−A1X(k))TΣ−1(X(k + 1)−A1X(k)));

if action is a2,
1

2π
√

|Σ|
exp (− 1

2 (X(k + 1)−A2X(k))TΣ−1(X(k + 1)−A2X(k))).
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a b c

d e f

Figure 7: The control policies as a function of state for minimising and maximising the satisfaction probability.
The action a1 and a2 are represented by cyan and magenta, respectively. The panels (a) and (d) show the results
from a model-based approach. The panels (b) and (e) show the results of the data-driven approximation using
the empirical approach. The panels (c) and (f) are for the NPE under δ = 0.4.
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Figure 8: The control policies as a function of state for minimising and maximising the satisfaction probability.
The action a1 and a2 are represented by cyan and magenta, respectively. The panels (a) and (d) show the results
from a model-based approach. The panels (b) and (e) show the results of the data-driven approximation using
the empirical approach. The panels (c) and (f) are for the NPE under δ = 0.1.
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