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Abstract

Model predictive control is a powerful, optimization-based approach for controlling dynamical systems. However, the computational complexity of online optimization can be problematic on embedded devices. Especially, when we need to guarantee a fixed control frequency. Thus, previous work proposed to reduce the computational burden using imitation learning approximating the MPC policy by a neural network. In this work, we instead learn the whole planned trajectory of the MPC. We introduce a combination of a novel neural network architecture PlanNetX and a simple loss function based on the state trajectory that leverages the parameterized optimal control structure of the MPC. We validate our approach in the context of autonomous driving by learning a longitudinal planner and benchmarking it extensively in the CommonRoad simulator using synthetic scenarios and scenarios derived from real data. Our experimental results show that we can learn the open-loop MPC trajectory with high accuracy while improving the closed-loop performance of the learned control policy over other baselines like behavior cloning.
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1. Introduction

Motion planning for autonomous driving is challenging due to the high uncertainty of the surrounding traffic requiring constant re-planning to adjust the plan to newly obtained information. Model predictive control (MPC) is an optimization-based approach that relies on rapidly resolving an optimal control problem (OCP) numerically, planning a trajectory at each step. However, online optimization can be a limiting computational factor if a control needs to be provided in a fixed time interval and especially if a lot of different candidate trajectories need to be planned in parallel.

To reduce the computational cost of MPC, a lot of effort was put into computing the MPC solutions offline and storing them in an appropriate representation to allow fast online evaluation during deployment. One example of this is explicit MPC. In the case of linear MPC, the MPC policy,
defined as the first control of the MPC solution, is a piece-wise linear function that can be stored as a look-up table Bemporad et al. (1999). However, for non-linear dynamics or constraints, the exact representation of an MPC policy is challenging and often done only approximately Johansen and Grancharova (2003). Another prominent example is imitation learning (IL). Here, we try to approximate the MPC policy by using function approximators like neural networks. Previous work focused on improving the safety aspects Mamedov et al. (2022) of the learned policy or replacing the loss function of standard behavior cloning (BC) Carius et al. (2020); Ghezzi et al. (2023), which tries to minimize the squared distance to the first control of the MPC solution, using objectives that are aware of the underlying OCP structure of the MPC.

In this work, instead of just learning the first control we want to learn the whole planned trajectory of the MPC solution. This is useful in the field of autonomous driving, where it is common to separate the tasks of motion planning from the task of low-level vehicle control to simplify the control problem. Additionally, we find that learning the whole planned trajectory allows us to define a simple loss formulation that uses the underlying OCP structure during training being potentially aware of the network’s approximation errors. Furthermore, learning the trajectory could be used to warm start the MPC solver for significantly faster convergence and better safety guarantees. The goal of this work is to generally improve the planning time in comparison to numerically solving the OCP. Thus, we deploy common neural network compression techniques like pruning and quantization to reduce the inference time.

The contributions of this work are threefold: (1) We propose an imitation learning framework called PlanNetX specifically for learning the planned trajectory of an MPC planner, consisting of a simple loss function and a specialized neural network architecture. (2) We validate the approach by learning a longitudinal planner for autonomous driving and extensively testing it on a handcrafted CommonRoad, Althoff et al. (2017), benchmark set consisting of real and synthetic driving data. (3) We analyze whether common neural network compression techniques like pruning and quantization allow us to reduce the inference time even further.

1.1. Related Work

Recent autonomous driving systems incorporate more and more learning-based control Kiran et al. (2022), by learning control policies via IL or reinforcement learning (RL) either from simulations or human driving data. For autonomous driving, RL was used to warm-start the MPC solver in order to mitigate the problem of the solver getting stuck in local minima Hart et al. (2019).

In the context of IL from an MPC policy, various aspects were considered: (1) Safety and Stability: Mamedov et al. (2022) use a safety filter formulation similar to Wabersich and Zeilinger (2021) to guarantee the safety of the final control policy. Using the concept of control-barrier functions, Cosner et al. (2022) show that under certain conditions the safety guarantees of a robust MPC expert can be transferred to the learned policy. (2) Verification: Schwan et al. (2023) provide an upper bound on the approximation error of the learned policy to the original MPC policy by solving a mixed-integer formulation, whereas in Hertneck et al. (2018); Karg et al. (2021) a probabilistic bound is given. (3) Improved Loss Function: Further research tries to replace the surrogate loss of standard behavior cloning, which is often the squared distance, with an objective that takes into account the underlying OCP problem: In Carius et al. (2020); Reske et al. (2021) a loss based on the control Hamiltonian is introduced, whereas in Ghezzi et al. (2023) a Q-loss is introduced by calculating the value of a fixed first control with an MPC formulation.
IL from trajectory optimization was considered by Mordatch and Todorov (2014); Levine et al. (2016) where an alternating direction method of multipliers (ADMM) method jointly optimizes a task and policy reconstruction cost. Similarly, in Levine and Koltun (2013a,b) an iterative linear quadratic regulator (iLQR) Li and Todorov (2004) is used for guiding an RL policy to low costs regions. A related learning formulation to the one presented in this work is Drgoňa et al. (2021, 2024) where the learning objective is derived from an OCP by differentiating through the dynamics to solve a tracking formulation. Our approach differs in that we first solve the OCP via numerical optimization and then use the solution as a tracking signal.

In general, apart from Drgoňa et al. (2021, 2024); Vaupel et al. (2020) most approaches focus on learning the control policy but not the planned trajectory.

2. Preliminaries

In this section, we give a quick introduction to MPC and IL.

2.1. Model Predictive Control

In the following, we introduce the notion of a parameterized discrete-time OCP. At each time step, an MPC planner observes a current state \( \bar{x}_0 \in \mathbb{R}^{n_x} \) to generate an optimal control and state trajectory \( U \in \mathbb{R}^{n_u \times N} \) and \( X \in \mathbb{R}^{n_x \times (N+1)} \) by solving the OCP

\[
\begin{align*}
\min_{X, U} & \quad T(x_N) + \sum_{k=0}^{N-1} L_k(x_k, u_k) \\
\text{s.t.} & \quad x_{k+1} = f(x_k, u_k), \quad k = 0, \ldots, N - 1, \\
& \quad h(x_k, u_k, p_k) \leq 0, \quad k = 0, \ldots, N - 1, \\
& \quad x_0 = \bar{x}_0,
\end{align*}
\]

with a planning horizon length \( N \), stage costs \( L_k \), terminal costs \( T \), and known, potentially simplified, system dynamics \( f \). Furthermore, in (1c) we assume that we can parameterize the inequality constraints \( h \) at each planning step with additional parameters \( P \in \mathbb{R}^{n_p \times N} \). For the rest of the work, we denote \( X^* \in \mathbb{R}^{n_x \times (N+1)} \) and \( U^* \in \mathbb{R}^{n_u \times N} \) as the optimal solution found by the MPC when solving the above OCP.

2.2. Imitation Learning

With IL we try to approximate the behavior of an expert by using a function approximator like a neural network. In the context of this work, the MPC planner is the expert. We differentiate between learning the control policy or control law \( \bar{x}_0 \mapsto u_0^* \) of the MPC, which is already enough to control the system, and learning the planning policy of the MPC planner, where we want to approximate the mapping \( \bar{x}_0 \mapsto (X^*, U^*) \). Note, that the second formulation contains the first one as a subproblem. In more mathematical terms, we want to approximate either the MPC control or plan by the following parameterized policies

\[
\begin{align*}
\pi_{\theta}^{\text{policy}} : \mathbb{R}^{n_x} \times \mathbb{R}^{n_p \times N} & \to \mathbb{R}^{n_u}, \\
\pi_{\theta}^{\text{plan}} : \mathbb{R}^{n_x} \times \mathbb{R}^{n_p \times N} & \to \mathbb{R}^{n_x \times (N+1)} \times \mathbb{R}^{n_u \times N},
\end{align*}
\]

\( \bar{x}_0, P \mapsto \hat{u}_0^\theta \)

\( \bar{x}_0, P \mapsto \hat{X}^\theta \times \hat{U}^\theta \)
where \( \theta \) denotes the parameter vector of the policy which could be for example the weights of a neural network. For the planning policy \( \pi^\text{plan}_\theta \), we assume that \( \hat{\mathbf{x}}^0 = \bar{\mathbf{x}}_0 \). The goal of both learning formulations is to minimize the following two objectives:

\[
L^\text{policy}(\theta) = \mathbb{E}_{\bar{\mathbf{x}}_0, \mathbf{P} \sim \mathcal{D}} \left[ \ell \left( \hat{\mathbf{u}}^\theta_0, \mathbf{u}^*_0 \right) \right], \\
L^\text{plan}(\theta) = \mathbb{E}_{\bar{\mathbf{x}}_0, \mathbf{P} \sim \mathcal{D}} \left[ \ell \left( \hat{\mathbf{U}}^\theta, \hat{\mathbf{X}}^\theta, \mathbf{U}^*, \mathbf{X}^* \right) \right],
\]

where \( \mathcal{D} \) is a given state and parameter distribution over \( \mathbb{R}^{n_x} \times \mathbb{R}^{n_p \times (N+1)} \) whereas \( \ell \) is an arbitrary pointwise loss functions.

**Behavior Cloning:** For learning just the control policy, the simplest formulation is BC which does not use any information about the underlying OCP. Instead, here we minimize the distance of our predicted control \( \hat{\mathbf{u}}^\theta_0 \) to the optimal control \( \mathbf{u}^*_0 \) quadratically

\[
L^\text{BC}(\theta) := \mathbb{E}_{\bar{\mathbf{x}}_0, \mathbf{P} \sim \mathcal{D}} \left[ \| \hat{\mathbf{u}}^\theta_0 - \mathbf{u}^*_0 \|^2 \right].
\]

Recent work tries to replace the quadratic distance with a distance measure that considers the underlying OCP structure as in Ghezzi et al. (2023); Carius et al. (2020); Reske et al. (2021).

### 3. Learning an MPC-based Planner

In the following, we want to discuss how we can use the knowledge of the experts underlying OCP structure to learn the planned trajectory. We first discuss different loss formulations and then continue with the PlanNetX architecture tailored to learning the MPC planning policy \( \pi^\text{plan}_\theta \) of (2).

#### 3.1. Loss Formulation

Given the initial state \( \bar{\mathbf{x}}_0 \) and the dynamics model \( f \), predicting the controls \( \hat{\mathbf{U}}^\theta \) is already enough to also generate the according state trajectory \( \hat{\mathbf{X}}^\theta \). One idea would be to minimize the distance \( \hat{\mathbf{U}}^\theta \) between \( \mathbf{U}^* \) as done in Vaupel et al. (2020). For this, we define the control trajectory loss

\[
L^u(\theta) := \mathbb{E}_{\bar{\mathbf{x}}_0, \mathbf{P} \sim \mathcal{D}} \left[ \frac{1}{N} \sum_{k=0}^{N-1} \gamma^k \| \hat{\mathbf{u}}^\theta_k - \mathbf{u}^*_k \|^2_W \right],
\]

where \( \gamma \) is a discount factor, with \( 0 < \gamma \leq 1 \) allowing to put more weights on early controls in the loss, and \( W \) is a positive-definite weight matrix, defining a norm via \( \| \mathbf{x} \|^2_W = \mathbf{x}^T W \mathbf{x} \). However, the loss function defined in (5) does not consider any approximation errors of the neural network. Thus, if there is a mismatch early in the predicted trajectory, there is no incentive for the network to correct it in the later parts of the predicted trajectory.

Instead of minimizing the distance between \( \hat{\mathbf{U}}^\theta \) and \( \mathbf{U}^* \) in control space, we instead minimize the distance in the state space, thus between the predicted state trajectory \( \hat{\mathbf{X}}^\theta \) and \( \mathbf{X}^* \). We define the state trajectory loss with

\[
L^\mathbf{x}(\theta) := \mathbb{E}_{\bar{\mathbf{x}}_0, \mathbf{P} \sim \mathcal{D}} \left[ \frac{1}{N} \sum_{k=1}^{N} \gamma^k \| \hat{x}^\theta_k - x^*_k \|^2_W \right].
\]

If there are specific constraints and costs regarding the control trajectory, one could also potentially combine the two loss formulations (5) and (6). Note, that using the above loss formulations we are implicitly able to learn the underlying expert cost function and the respective constraints.
3.2. PlanNetX

The motivation for the PlanNetX architecture comes from taking a look at the original OCP formulation of (1) that we solve for MPC inference. The idea is to replace the free decision variables $X, U$ with predictions of a neural network policy $\pi$, by starting a roll-out from the initial state $\bar{x}_0$ and iteratively applying our learned policy $\pi_\theta$ and the dynamics $f$. We then apply the state trajectory loss on the obtained roll-out resulting in the following formulation:

\[
\min_\theta \mathbb{E}_{\bar{x}_0, P \sim D} \left[ \frac{1}{N} \sum_{k=1}^{N} \gamma^k \left\| \hat{x}_k^\theta - \hat{x}_k^* \right\|_W^2 \right] \quad (7a)
\]

\[
\hat{x}_{k+1} = f(\hat{x}_k, \hat{u}_k), \quad \hat{u}_k = \pi_\theta(\hat{x}_k, z_k), \quad z_k = \psi_\theta^\theta(P, T), \quad \hat{x}_0 = \bar{x}_0. \quad (7b)
\]

The policy $\pi_\theta$ takes an information vector $z_k$ containing the necessary information of the inequality constraint parameter $P$. The information vector is derived from an additional constraint network $\psi_\theta^\theta$ that bundles all the information of the inequality constraint parameter $P$. We additionally introduce a time vector $T = (0, t_d, 2t_d, \ldots, (N-1)t_d)^T \in \mathbb{R}^N$ to give the policy the information, for which time step it predicts a control, where $t_d$ denotes the discretization time of the MPC planner. Note, that optimizing (7) requires backpropagating through the dynamics function $f$.

We derive two neural network architectures, see figure 1. The PlanNetX architecture does not use an additional parameter network $\psi_\theta$. Instead, we directly give the parameter $p_k$ and time $t_k$ of stage $k$ as an input. Note, that in some scenarios this is not enough to predict the control $\hat{u}_k$ correctly, and the information of the full parameter matrix $P$ consisting out of $p_1, \ldots, p_{N-1}$ is required. Thus, the second architecture PlanNetXEnc adds a Transformer encoder as described in Vaswani et al. (2017) to compress the whole parameter matrix $P$ and the time vector $T$ into a latent vector $Z \in \mathbb{R}^{n_z \times N}$, providing the policy $\pi_\theta$ with the required information. For the Transformer each parameter and time tuple $p_k$ can be considered as one token, which is first embedded with a linear layer like in Dosovitskiy et al. (2021) and then processed by the self-attention layer. The
time information is added by a learned positional encoding, as often used in Transformer models Devlin et al. (2019). We further normalize the input features by min-max normalization where the minimum and maximum values are derived from the values that would be obtained when solving the OCP numerically.

4. Experiments

In the following, we present the empirical results of this work. After introducing the longitudinal MPC Planner, we continue with our benchmarking setup, and then present and discuss the results in terms of open-loop planning performance, closed-loop performance, and worst-case inference time.

4.1. Longitudinal Planner

The following MPC formulation is adopted from Gutjahr et al. (2017) and Pek and Althoff (2021). We define the longitudinal state of the ego car with \( x = [s, v, a, j]^T \in \mathbb{R}^4 \), where \( s \) is the longitudinal position of the front of the car, \( v \) is the velocity, \( a \) is the acceleration, and \( j \) is the jerk. The input of the system is the snap given by \( u(t) = \ddot{a}(t) \in \mathbb{R} \) which is the derivative of the jerk resulting in the linear time-invariant system:

\[
\frac{d^4}{dt^4}s(t) = u(t). \tag{8}
\]

Integrating the dynamics with a time discretization \( t_d \) and assuming piecewise constant inputs we get the discrete-time dynamics system

\[
x_{k+1} = f(x_k, u_k) = A_d x_k + B_d u_k. \tag{9}
\]

The cost function \( L \) is a mixture of quadratic costs penalizing high accelerations, jerk, and controls with weights \( w_a, w_j, w_u > 0 \) for comfort and encourages the progress made in the longitudinal direction with a linear weight \( w_s > 0 \), resulting in the following loss

\[
L_k(x, u) = \gamma^k \left( w_a a^2 + w_j j^2 + w_u u^2 - w_s s \right). \tag{10}
\]

An additional discount factor \( \gamma \), can be used to favor cost minimization of short-term over long-term costs.

To guarantee the feasibility of the planned trajectory, we assume the following box constraints for the velocity \( v_{\text{min}} \leq v_k \leq v_{\text{max}} \), acceleration \( a_{\text{min}} \leq a_k \leq a_{\text{max}} \) and jerk \( j_{\text{min}} \leq j_k \leq j_{\text{max}} \) for \( k = 0, \ldots, N \). We further added a terminal acceleration box constraint, \( 0 \leq a_N \leq 0 \), such that the
final acceleration is zero. We describe the rear position of the lead vehicle that is in front of us by 
\[ \bar{x}_{\text{lead}}^0 = [\bar{x}_{\text{lead}}, \bar{v}_{\text{lead}}, \bar{a}_{\text{lead}}]^T \] and use a simple forward prediction \( \hat{X}_{\text{lead}} \in \mathbb{R}^{n_{\text{lead}}} \) that assumes that the lead car keeps its acceleration for \( t_{\text{acc}} \) seconds and then has an acceleration of zero. With the forward prediction of the lead vehicle \( \hat{X}_{\text{lead}} \), a minimum distance \( d_{\text{min}} \) and a reaction time \( t_{\text{brake}} \), the safety distance to the leading vehicle is assured by the constraint

\[
h_{\text{dist}}^k(x_k, \hat{x}_{\text{lead}}^k) := \max \left( \frac{v_k^2 - (\bar{v}_{\text{lead}}^k)^2}{2|a_{\text{max}}|} + v_k t_{\text{brake}}, d_{\text{min}} \right) - (s_{\text{lead}}^k - s_k). \tag{11}
\]

Additionally, to respect speed limits we use the following constraint

\[
h^v_k(x_k, v_{\text{max}}) := v_k - v_{\text{max}}(s_k), \quad \text{with } v_{\text{max}}(s_k) := \begin{cases} v_{\text{max}, 1} & \text{if } s_k < s_{\text{change}} \\ v_{\text{max}, 2} & \text{else} \end{cases} \tag{12}
\]

where \( v_{\text{max}} \) is a position-based function encoding the current speed limit, with \( v_{\text{max}, 1} \) being the current speed limit, \( v_{\text{max}, 2} \) the next speed limit, and \( s_{\text{change}} \) the position where the speed limit changes. Note, that in the context of (1a) the parameter \( p_k \) is given by the forward prediction \( \hat{x}_{\text{lead}}^k \) and the constant speed limit parameters \( v_{\text{max}, 1}, v_{\text{max}, 2}, s_{\text{change}} \). Additionally, we introduced a quadratic slack variable \( \zeta_{\text{dist}} \) to loosen the distance constraint of (11) with a weight \( w_{\zeta, \text{dist}} > 0 \) and a slack variable \( \zeta_{\text{a}N} \) for the terminal acceleration constraint with a weight \( w_{\zeta, \text{a}N} > 0 \).

### 4.2. CommonRoad Benchmark

To test the closed-loop performance, we benchmarked our learned models with the composable benchmark simulator CommonRoad Althoff et al. (2017) on real and synthetic scenarios. The real scenarios were created from the HighD Krajewski et al. (2018) dataset, a collection of vehicle trajectories recorded on German highways, and then transformed into the CommonRoad format. As the real scenarios do not cover the whole space of potential driving maneuvers we additionally created synthetic scenarios: (1) Breaking, involving uniformly sampled lead cars with decreasing acceleration, (2) Synthetic speed limit changes, which include uniformly sampled lead cars with either decreasing or increasing speed limit changes and (3) Synthetic cut-ins, where cut-ins in front of the ego car are generated with velocities uniformly sampled. The trajectories of the lead car were generated via the intelligent driver model (IDM) Treiber et al. (2000). The average scenario duration is around 6.5 seconds and we tested on 1540 scenarios. In figure 3 we can further see that the predicted open-loop trajectory takes into account constraints such as the terminal acceleration constraint \( a_N = 0 \).

### 4.3. Experimental Setup

**Dataset** For solving the MPC formulation we used the NLP solver acados Verschueren et al. (2021) with HPIPM Frison and Diehl (2020) using a horizon length of \( N = 30 \). For creating training data, we uniformly sampled the initial state \( \bar{x}_0 \) from the box constraints of the longitudinal planner and filtered out scenarios where a crash was inevitable. With a probability of \( 1/3 \), we sampled a speed limit change and with a probability of \( 1/3 \) we sampled that the lead car made a cut-in, leading to a different forward prediction. We created a training dataset \( D \) with \( 10^5 \) samples, a validation dataset \( D_{\text{valid}} \) with 33333, samples and a test set \( D_{\text{test}} \) with 33333 samples.
The closed-loop control plots show a trajectory generated in the CommonRoad simulator. The open-loop plan shows a predicted trajectory with sampled inputs from the test set $D_{test}$. For the open-loop behavior of BC, we only report the first control, marked with an orange cross. The position constraints are either the forward prediction (open-loop) or the driven trajectory of the leading vehicle (closed-loop). In the closed-loop control example, the dashed line jumps because of a cut-in, thus a different car becomes the leading vehicle.

**Metrics** We use the following metrics averaged over three training seeds: 1) Trajectory MSE: Is the mean squared error between the predicted trajectory and the ground truth $\hat{X}^\theta$ and $X^{MPC}$ on the test set $D_{test}$. 2) Policy MSE: Is the mean squared error between $\hat{u}_0^\theta$ and $u_0^{MPC}$ on the test set $D_{test}$. 3) Planning Time: We randomly sampled 1000 inputs and estimate their inference times. As there is some additive CPU noise e.g. from background processes, we repeated the inference benchmark 20 times for each input, taking the minimum. Across all samples, we took the 95% quantile to estimate the worst-case runtime. 4) Policy Time: Similar to the planning time estimation, we estimated the inference time, but only for the first control. 5) Avg. $\|s\|_2$, Avg. $\|v\|_2$ and Avg. $\|a\|_2$: Are the average $\ell^2$-distances between the driven trajectories of the closed-loop MPC policy and the learned policy, in terms of the position $s$, velocity $v$, and acceleration $a$.

**Hyperparameters** For each neural network architecture and loss combination, we did a hyperparameter search using the Optuna library Akiba et al. (2019). The search space was defined by $[1 \times 10^{-5}, 1 \times 10^{-2}]$ for the learning rate, $\{1, 2, 3\}$ for the number of hidden layers in $\pi_\theta$, $\{32, 64, 128, 256, 512\}$ for the width of the hidden layers and $\{8, 16, 32, 64\}$ for the batch size. For the policy part of the PlanNetX architectures and the baselines, we found that a width of 512 and a depth of 3 worked the best, while using ReLU activation functions. Thus, this was also the model...
that we used for the pruning and quantization experiments. For the PlanNetXEnc experiments we used three self-attention Transformer layers with embedding dimension 32 and 4 attention heads. For the hyperparameter search, we used 100 training epochs, whereas for the full training, we used 300 epochs. In all experiments, we used the Adam optimizer Kingma and Ba (2015). For the weight matrix $W$ in (5) and (6), we always used the identity matrix, as this gave us the best performance. For the discount factor $\gamma$ we always used a value of 0.98. For measuring the inference time, we used an AMD Ryzen 9 5950X @ 3.40 GHz CPU.

**Neural Network Compression** To reduce inference time further, we considered pruning and quantization: Pruning removes the weights of the neural network that contribute little to the prediction. We used iterative $\ell_1$-structured pruning to prune the columns of the linear layers, Li et al. (2017), which removes the columns with the smallest $\ell_1$-norm of one linear layer. In our experiments, we set the number of parameters to be pruned to 90%. Quantization is a technique that involves reducing the precision of the parameters of the network, typically from 32-bit floating-point (FP32) to 16-bit floating point (FP16) or 8-bit integer (INT8) van Baalen et al. (2023). We used uniform quantization with INT8 precision, a common method with low overhead where the mapping consists of scaling, rounding and adding an offset. To estimate the clipping ranges and scaling factors, we employ post-training static quantization using the validation dataset $D_{\text{valid}}$ to collect statistics on the data before online inference Gholami et al. (2021).

### 4.4. Results

**Open-loop performance** For the open-loop planning performance, we measured the Policy MSE and Trajectory MSE on the test dataset $D_{\text{test}}$. From table 1, we can see that the proposed methods PlanNetX and PlanNetXEnc can approximate the MPC plan policy very well especially when compared to the PlanNetX network with the $L^u$ loss. Interestingly, the Policy MSE of the PlanNetX methods that use the state-trajectory loss is significantly higher than of BC, indicating that sometimes the PlanNetX deviates from the MPC plan to find its control sequence that leads to better tracking in state space. We noticed that this was especially true when the MPC planner showed bang-bang behavior for the control sequence.

**Closed-loop performance** When applying the approach PlanNetX in simulation for closed-loop control, we find that the driven trajectories are closer to the trajectories of the MPC policy than when just using the BC baseline, see figure 3 and table 1. The PlanNetXEnc achieves a similar performance then PlanNetX, whereas the control trajectory loss from (5) leads to significantly worse results, indicating that learning the full control trajectory $U^*$ does not necessarily help for learning the first control $u^*_0$. For the inference time of the control policy, we achieve a significant speed-up over the MPC solver. Even though, for the planning time, the speed up is not as significant, we were able to reduce the planning time using structured $\ell_1$-pruning, without losing significantly in closed-loop performance. The quantization with INT8 precision resulted in faster inference, but at the cost of a severe degradation in accuracy. We suspect that during the roll-out of the PlanNetX architecture the rounding errors accumulate, leading to sub-optimal training results. We therefore further tested quantization by using FP16, which maintains approximately the same accuracy with less memory consumption. However, on a CPU we did not achieve any speedup.

<table>
<thead>
<tr>
<th>Method</th>
<th>Policy MSE</th>
<th>Trajectory MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.66</td>
<td>-</td>
</tr>
<tr>
<td>PlanNetX</td>
<td>107.68</td>
<td>0.01</td>
</tr>
<tr>
<td>PlanNetXEnc</td>
<td>96.72</td>
<td>0.02</td>
</tr>
<tr>
<td>PlanNetX with $L^u$</td>
<td>9.37</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 1: Open-loop performance
When to use the encoder? We further tested the capabilities of the encoder architecture to adapt to varying forward predictions of the lead car $\hat{X}_{\text{lead}}$. For this, we introduced a jump in the forward prediction of the lead car at a randomized time point, c.f. figure 4. In such a scenario, the PlanNetX can not infer the information of when the jump occurs from only the stage-wise parameter $p_k$, thus taking an average guess to predict $\hat{x}_k$ and $\hat{u}_k$. As we can see in figure 4, by additionally using the encoder, the PlanNetXEnc is able to fit the MPC plan, as $z_k$ encodes the combined information of the parameters of all stages. We defer a more detailed analysis of the generalization capabilities of the encoder for future research.

5. Conclusion

We found that our proposed PlanNetX framework can imitate the trajectories of the longitudinal MPC planner to high accuracy while achieving a better closed-loop control in simulation than BC and having a significantly lower inference time than the MPC planner. Using compression techniques like pruning and quantization further reduced the inference time, however only with pruning we were able to obtain comparable performance to the uncompressed network. Further, directions could be to extend the method to MPC with a non-linear model where stability issues due to vanishing or exploding gradients might arise. Here, reducing the roll-out horizon, or using an MPC-based value function Ghezzi et al. (2023) might further stabilize the training. Other interesting directions would be to investigate the generalization capabilities of the PlanNetXEnc architecture for more MPC formulations with a potentially more complex parameterization of the MPC or to compare to other state-of-the-art IL methods like Diffusion models Janner et al. (2022).
Acknowledgments

The authors thank Rudolf Reiter for providing helpful feedback throughout this work. This project has been supported by the European Union’s Horizon 2020 research and innovation programme, Marie Skłodowska-Curie grant agreement 953348, ELO-X, and by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) with grant number 428605208.

References


