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Abstract
Locally interacting dynamical systems, such as epidemic spread, rumor propagation through crowd,
and forest fire, exhibit complex global dynamics originated from local, relatively simple, and often
stochastic interactions between dynamic elements. Their temporal evolution is often driven by tran-
sitions between a finite number of discrete states. Despite significant advancements in predictive
modeling through deep learning, such interactions among many elements have rarely explored as a
specific domain for predictive modeling. We present Attentive Recurrent Neural Cellular Automata
(AR-NCA), to effectively discover unknown local state transition rules by associating the temporal
information between neighboring cells in a permutation-invariant manner. AR-NCA exhibits the
superior generalizability across various system configurations (i.e., spatial distribution of states),
data efficiency and robustness in extremely data-limited scenarios even in the presence of stochas-
tic interactions, and scalability through spatial dimension-independent prediction. Our code and
supplementary material are available in https://github.com/beomseokg/ARNCA.
Keywords: Local Interaction, Discrete Dynamical System, Neural Cellular Automata

1. Introduction

In natural systems, seemingly simple local interactions among dynamic elements give rise to com-
plex global behaviors. Consider, for instance, the spread of epidemics (Ghosh and Bhattacharya,
2020; White et al., 2007), the propagation of rumors in social networks (Wang et al., 2014; Kawachi
et al., 2008), the dynamics governing forest fires (Karafyllidis and Thanailakis, 1997; Trunfio,
2004). Their temporal evolution is often driven by transitions between a finite number of discrete
states (e.g., healthy or infected in the epidemics). Learning such systems poses interesting ques-
tions emerged from the localized dynamics. First, prediction models may not require many training
samples since few sequential observation during the system evolution involves frequent state transi-
tions. Also, the prediction in unobserved larger systems may not be degraded since the systems can
be considered duplicates of smaller systems. While data efficient and scalable learning are challeng-
ing problems for deep learning-based predictive modeling, our hypothesis is that such challenges
can be effectively resolved if models essentially learn state transition rules. However, how to dis-
cover the unknown rules governing discrete-state dynamical systems, particularly those influenced
by the local interactions, remains relatively unexplored as specific deep learning problems.

Deep learning-based predictive modeling has shown substantial advancements in recent years,
especially for learning trajectories in continuous state space. For examples, network dynamics
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(Zang and Wang, 2020), scene/video (Wang et al., 2017), and multi-agent movement (Kang and
Mukhopadhyay, 2023) predictions are related to our problem in the sense of having many dynamic
elements (e.g., nodes or pixels) in two-dimensional spatiotemporal systems. However, they do
not explicitly capture the local interactions, demonstrating specious prediction results with poor
generalizability in the above-mentioned scenarios. Conventionally, cellular automata with human-
designed state transition rules have long served as an effective computational function for simulating
discrete dynamical systems with the local interactions (Bauer et al., 2009; Macal and North, 2009;
Clarke, 2014). Recent progress in cellular automata has embraced deep learning to replace the state
transition rules with learnable non-linear functions, often referred to as neural cellular automata
(NCA) (Grattarola et al., 2021; Tesfaldet et al., 2022; Mordvintsev et al., 2020). Nonetheless, these
applications have predominantly focused on static and deterministic environments such as image
processing, where temporal information about current cells is not essential to predict future states.

In this paper, we introduce Attentive Recurrent Neural Cellular Automata (AR-NCA), which
is a novel NCA architecture specifically designed for learning locally interacting discrete dynami-
cal systems. AR-NCA involves a recurrent cellular attention module that couples long short-term
memory (LSTM) (Hochreiter and Schmidhuber, 1997) and cellular self-attention. Cellular self-
attention module associates the temporal information of each cell with its local neighborhood in a
permutation-invariant manner. It promotes the center cell and its neighboring cells from any direc-
tion to effectively contribute to the discovery of their unknown interaction rules. Our technical con-
tribution is primarily in identifying the interesting properties emerged from this novel NCA-based
architecture. For example, the permutation invariance in AR-NCA leads to efficient discovery of the
hidden interaction rules in extremely data-limited scenarios even in the presence of stochastic in-
teractions (Data efficiency). Furthermore, the cell-based processing of AR-NCA allows to train in
relatively small systems and then apply to 256× larger systems without re-training and degradation
of the performance (Scalability). AR-NCA is evaluated in the task to predict the evolution of a cer-
tain state within the three synthetic systems; forest fire (Tisue and Wilensky, 2004), host-pathogen
(Sayama, 2013), and stock market (Wei et al., 2003) models.

2. Background and Dataset

System Formulation Let us consider a system in the n × n two-dimensional space (Rn×n)
representing n2 cells, where each cell is spatially stationary and interacting with its neighboring
cells. The system includes a discrete state variable (S) that is evolved by an unknown function (g).
For example, the state of each cell at the t-th timestep, i-th row, and j-th column, is defined by
S(i,j)(t) ∈ {s1, s2, · · · , sm}, where sk is the k-th state in m-degree state space. Then, the state
is changed over time by S(i,j)(t + 1) = g(SN ′

(i,j)
(t), SN ′

(i,j)
(t − 1), ...), where SN ′

(i,j)
is the set of

states in 3×3 cells including the centered one at (i, j) and its neighboring ones N(i,j).

Problem Statement We are particularly interested in a certain state, saying s∗. In other words,
our ground truth is a n × n binary grid that represents whether the state of each cell is s∗ or not
(i.e., 1Si,j(t)=s∗). We assume that prediction models observe the first tobs timesteps from t = 0 and
predict the next tpred − tobs timesteps. Then, our objective is as follows:

min

tpred−1∑
t=tobs

∑
i,j

E(1S(i,j)(t)=s∗ , fθ(i, j, t, S(t = 0), S(t = 1), ..., S(t = tobs−1))) (1)
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Figure 1: Synthetic discrete dynamical systems (a) forest fire model, (b) host-pathogen model, (c)
stock market model. Their states are represented by distinct colors.

where fθ is a neural network-based function parameterized by θ, and E is an error metric. The
function needs to identify the unknown g from training data, possibly by a data-efficient and scalable
manner. We investigate how to learn the interactions (g) and minimize (1) from data using fθ.
Dataset We consider the three synthetic environments, forest fire, host-pathogen, and stock mar-
ket models, as examples of the above-mentioned dynamical system and our learning environments1.
Each system includes four discrete states as described in Figure 1, but driven by different temporal
dependency. For example, in the host-pathogen model, the next state is simply depending on the
current state. In contrast, we introduce an inactive state in the stock market model, which depends
on two timesteps (current and past). The forest fire model has another internal states (heat values,
q(t)), which can depend on more than two timesteps. Our implementation are based on the prior
works (Tisue and Wilensky, 2004; Sayama, 2013; Wei et al., 2003).
Forest Fire model It is a well-known example of self-organizing complex system. We modify the
interaction rule to be non-trivial based on the prior works (Rothermel, 1972; Chen et al., 1990). The
model involves empty, tree, fire, and ember cells. Our s∗ is the burning state (ember and fire). It
evolves as follows: 1) Create 64×64 grid filled with randomly distributed tree and empty cells. 2)
Define fire seeds with qseed = 6 (initial heat) at three random locations. 3) Each tree cell accumulates
the heat from neighboring fire and ember cells by q(i,j)(t+1) = q(i,j)(t)+qtransfer

∑
n∈Neighbor qn(t),

qtransfer = 0.3. 4) Check if the current heat value exceeds qthreshold = 3 (If so, tree→fire). 5) Decrease
the heat values of fire and ember cells by q(t+1) = q(t)−qdie, qdie = 1. 6) For fire cells, transitioned
to ember cells. Repeat from 3) to 6). In stochastic settings, we consider the probability pheat = 0.9
to randomly ignore the neighboring cell (i.e., qn(t) = 0) in 3).
Host-Pathogen model It is originated from the theoretical understanding of the interaction be-
tween viruses and host organisms in a population level (Sayama, 2013). The model includes empty,
dead, healthy, and infected cells. Our s∗ is the healthy state. It evolves as follows: 1) Create 64×64
grid filled with randomly distributed infected (1%), healthy (75%), and empty (the rest) cells. 2)
For dead cells, cured by each of neighboring healthy cells with the probability pcure = 0.15. 4) For
healthy cells, infected by each of neighboring infected cells with probability pinfect = 0.85. 5) For
infected cells, transitioned to dead cells. Repeat from 2) to 5).
Stock Market model The complexity of investor’s behavior in the stock market has been stud-
ied through cellular automata (Wei et al., 2003). They aimed to model the imitation behavior of
investors affected by neighboring investors. The model has hold, sell, buy, and (additional) inactive
cells. Our s∗ is the buying state. It evolves as follows: 1) Create 64×64 grid filled with randomly
chosen states (e.g., buy, sell, hold). 2) Each cell makes the stochastic state transition based on neigh-
boring cells. 3) The cells which have been in two consecutive buying states become inactive. 4) The

1. More details are available in the supplementary material.
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inactive cells in the previous sequence are transitioned to the buying state. Repeat from 2) to 4).
There is a transition matrix (Wei et al., 2003) parameterized by M = 0.05 (positive market status)
and pinvest = 0.95 to define the stochastic state transition. The dominant state of neighboring cells
determines the next state of the center cell.

3. Related Work on Learning Dynamical Systems

Prior studies on interaction learning have been performed in the context of multi-agent dynamical
systems. However, they mostly consider few agents (∼10) using a complete graph or pre-defined
interaction graph (Sankararaman et al., 2019; Liu et al., 2020; Li et al., 2021; Niu et al., 2021). Other
works, more related to our problem, investigated complex physical systems with many nodes, such
as particle systems (Sanchez-Gonzalez et al., 2020) or heat diffusion (Zang and Wang, 2020) in a
grid, using graph networks. Nonetheless, their focus lies in modeling continuous trajectories in state
space (e.g., position of particle), not classifying discrete states. In addition, they often exhibit high
computational costs, quadratically (or higher) increasing to the number of dynamic elements (Zang
and Wang, 2020; Battaglia et al., 2016). Video prediction networks have been widely employed in
various sequential modeling problems, such as physical systems (Finn et al., 2016), driving scenes
(Xu et al., 2017), and weather forecasting (Shi et al., 2015). These approaches are able to efficiently
process numerous dynamic elements, represented by pixels, without any assumption or knowledge
about the systems. Hence, we primarily compare AR-NCA with several video prediction networks.

Neural Cellular Automata The primary mechanism of NCA is in its Moore’s neighborhood (i.e.,
3×3 cells)-based operation that gradually updates the center cell through iterative inferences. This
effectively models local interactions existing in the systems. In this light, the popular application of
NCA has been image denoising (Tesfaldet et al., 2022) and texture generation (Pajouheshgar et al.,
2023; Mordvintsev et al., 2020). However, prior studies mostly employed convolutional neural
network (CNN)-based architectures, challenging to learn dynamical systems due to the following
two reasons. First, the NCAs without memory functions hinders modeling the dynamic cells if the
transition rule of cells is depending on their temporal information. Second, iterative inferences for
sequential data create a long computational graph, making both training and inference unstable and
computationally expensive.

4. Proposed Approach

AR-NCA is specifically designed for the dynamical systems to discover unknown local interactions.
Before the architectural details, we first discuss the motivation behind the design of AR-NCA.

Lack of memory function in existing NCAs Memory is an important function to model the
evolution of the dynamical systems since the next cell state can depend on not only current but also
past states. For example, in forest fire model, even if cells are in the same ember states, newer ember
cells (q ̸= 0) can still radiate heats to neighboring cells while older ones (q = 0) do not. In this
case, the time when the fire state is transitioned to the ember is important information to store in
the prediction models. However, most prior NCA networks are based on CNN (Mordvintsev et al.,
2020; Pajouheshgar et al., 2023; Gilpin, 2019). Recently, graph networks (Grattarola et al., 2021),
transformer (Tesfaldet et al., 2022), and variational autoencoder (Palm et al., 2022) are coupled
within NCAs, which do not explicitly have memory functions, such as recurrent networks.
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Figure 2: Spatial dependency on cell location in (a) convolution (Conv) and (b) self-attention (SA).

Spatial dependency in CNN-based NCAs While CNN-based architectures are prevalent in NCAs,
another challenge is the spatial dependency in estimating local interactioncs. Let us consider two
configurations of 3×3 cells as shown in Figure 2, assuming the red and blue cells are interacting
(white cell is empty). Figure 2(a) describes the convolution operation on the red cell as an inner
product between the weight vector (blue) and the encoded vector of the red cell (red). However,
the weight vector is not identical across the different cell locations, indicating that the convolution
output depends on the spatial order of neighboring cells2. In order to measure the interaction re-
gardless of the red cell’s location, all the nine weight vectors should be properly shifted together.
This requires the model to be exposed by a various set of spatial configurations, possibly by more
training samples. In contrast, Figure 2(b) shows that self-attention operation estimates the interac-
tion through attention scores (9×9 matrix), where the red cell’s location is no longer important in
the final yellow vector (i.e., permutation invariance).

4.1. Attentive Recurrent Neural Cellular Automata

Cellular automata (CA) is generally designed with the cell states and update rules as a function of the
states (Mordvintsev et al., 2020). We aim to design a neural network-based non-trivial function (i.e.,
update rules) operating on the continuous vectors that represent the states of cells. Mathematically,
our design space is primarily defined on x(i,j)(t+1) = fθ;CA(x(i,j)(t), xN(i,j)(1), ..., xN(i,j)(8)(t)) ∈
Ru, where x(i,j)(t) is the high-dimensional representation of a cell state at the location (i, j) and
time t, and N(i,j) is a set of eight neighboring cells’ locations around (i, j). It should be permutation
invariant as following:

fθ;CA(x(i,j)(t), xN(i,j)(1)(t), xN(i,j)(2)(t), ..., , xN(i,j)(8)(t)) =

fθ;CA(x(i,j)(t), xN(i,j)(π(1))(t), xN(i,j)(π(2))(t), ..., , xN(i,j)(π(8))(t))
(2)

where π is every permutation of {1, 2, ..., 8}. In addition to fθ;CA, we need two more functions,
fθ;Enc and fθ;Dec. The cells in our systems are observed in RGB space (i.e., m = 3). Also, the
ultimate task is to make the probabilistic estimation of a cell’s certain state in the future. Hence, we
need an encoding function that transfers the RGB vectors into the high-dimensional vectors and a
decoding function that converts the high-dimensional vectors into probabilities. In summary, AR-
NCA is composed of the three functions; cell-wise feature extractor (fθ;Enc : R3 → Ru), recurrent
cellular attention module (fθ;CA : Ru → Ru), and cell-to-probability decoder (fθ;Dec : Ru → R1).

Figure 3(a) shows the overview of the proposed network architecture. AR-NCA observes tobs
successive scenes of the system and predicts the next tpred − tobs scenes as probability maps. The

2. Empirical results on the unbalanced interaction learning of CNN are provided in the supplementary material.
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Figure 3: The overview of Attentive Recurrent Neural Cellular Automata architecture.

cell-based feature extractor processes individual cell states represented by RGB colors during the
observation period. The recurrent cellular attention module encodes the observed sequence of in-
dividual cell states, associates the encoded temporal information with neighboring cells by cellular
self-attention, and predicts the next sequence in an autoregressive manner. The cell-to-probability
decoder converts the encoded and predicted cell states into probabilities and creates probability
maps. The feature extractor consists of two fully-connected (FC) layers. It is shared across entire
cells since there is no spatial correlation in cell states. Note, the spatial dimensions of the systems
do not change in the encoded space, and only the channel dimension varies. It is important to pre-
serve the spatial dimensions because the interaction is very localized, indicating the individual cell’s
behavior is critical in modeling the interaction rules. The decoder is also designed with two fully-
connected layers and shared for all the cells. As the final output should be a probability, sigmoid
function is used as the last activation. Ground truth for the prediction is given by binary maps. The
network is trained by binary cross-entropy (BCE) as an error metric (E) in (1).

The key feature of AR-NCA is in the recurrent cellular attention module, which is the distinct
module of AR-NCA. The motivation is that, the dynamics of each cell is updated to mimic the
dynamics of neighboring cells. Considering the propagation of forest fire, spread of epidemics or
rumors, the dynamics of each cell is totally altered after the interaction, and the new dynamics is
analogous to that of its neighbor that induced the interaction. In this light, recurrent cellular attention
module aims to efficiently deliver the dynamics of neighboring cells into the center cell.

In order to deal with the cell-wise dynamics, we assume that the temporal information of each
cell should be well-preserved in the module. For the reason, the cell-based temporal encoding is per-
formed by a single-layer LSTM which is shared across the entire cells while having the independent
hidden states for each of cells3. Now, the dynamics of each cell is translated into its hidden states
in LSTM. Cellular self-attention aims to quickly update the hidden states of each cell by delivering
the dynamics of neighboring cells. Figure 3(b) describes the recurrent cellular attention mechanism

3. We investigate the basic RNN-based AR-NCA as well. The results are available in the supplementary material.
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in Moore’s neighborhood. Formally, the hidden state (h(i,j)(t)) for a cell at (i, j) position at time t
in recurrent cellular attention is given by:

h(i,j)(t) = h̃(i,j)(t− 1) + ĥ(i,j)(t) (3)

where h̃(i,j)(t − 1) is the output from the cellular self-attention module, representing the attention
vector for the cell at (i, j) associated with its’ Moore’s neighborhood (i.e., N(i,j)), and ĥ(i,j)(t) is the
hidden state modeled from the LSTM cell for the cell at (i, j) at time t. An intuitive understanding
for (3) is that, by summing the (i, j) cell’s hidden state and its neighbor’s one, the dynamics of (i, j)
cell is quickly shifted to mimic the behavior of its neighbor. h̃(i,j)(t− 1) and ĥ(i,j)(t) are given by:

ĥ(i,j)(t) = o(i,j)(t)⊙ tanh(c(i,j)(t)) (4)

h̃(i,j)(t− 1) = FC(softmax(Q(i,j)K
T
(i,j))V(i,j))(i,j) (5)

Q(i,j) = WQhN ′
(i,j)

(t− 1); K(i,j) = WKhN ′
(i,j)

(t− 1); V(i,j) = WVhN ′
(i,j)

(t− 1) (6)

where o(i,j) and c(i,j) are internal and cell states in the LSTM; Q, K, and V are the query, key, and
value in the self-attention module obtained by associated weight matrices WQ, WK , and WV ; hN ′

(i,j)

is the set of hidden states representing 3×3 cells located at (i, j) and N(i,j). ⊙ represents element-
wise multiplication. In summary, recurrent cellular attention module couples the LSTM and cellular
self-attention module to estimate the interaction from neighbor cells using the current hidden states
and changes the future dynamics of the center cell to resemble the dynamics of important (i.e., high
attention score) neighboring cells.

5. Empirical Result

Experimental Setting The training is generally performed in 64×64 scales with RGB channels.
The three datasets include 700 chunks (train) and 300 chunks (test). Each chunk has 60 frames
(forest fire) or 30 frames (others). Note, tobs is 10 frames in common, and tpred is 60 frames (forest
fire) or 30 frames (others). We use F1 score and area under ROC curve (AUC) as evaluation metrics.
Our F1 score is based on the probability threshold 0.5, and AUC assumes that we can have the
different threshold for each prediction timestep. Both metrics are only measured in the prediction
window (tpred − tobs) and averaged by the number of predicted frames. We set 300∼1000 epochs,
1e−4 ∼ 5e−4 learning rates, batch size 4 chunks and use Adam optimizer.

Comparison with Video Prediction Networks As shown in Figure 1, the input can be thought of
as images and hence, we can consider the problem as a video prediction problem, where modelling
the pixel-level dynamics is crucial. We perform a comprehensive comparison between AR-NCA
and video prediction networks, including RNN (Wang et al., 2017, 2018), GAN (Wang et al., 2020),
and CNN-based architectures (Gao et al., 2022). The compared models are trained to predict RGB
images and then segment the predicted images into binary grids by comparing the color norm with
the ground-truth colors of cell states. Figure 4 showcases that the performance disparity between
AR-NCA and the compared models is noticeable particularly in the data-limited scenarios. Also,
in Table 1, we observe that the performance of the video prediction networks are highly varying
depending on forest configurations while AR-NCA outperforms them with the less variation. As
the interaction rules are identical regardless of the tree distribution, such high variation of the per-
formance should not be observed if the prediction networks have successfully discovered state tran-
sition rules. In summary, AR-NCA provides another perspective to process this type of sequential
images (governed by pixel-level dynamics) by treating each of pixels as locally interacting cells.
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Figure 4: Comparison of data efficiency with video prediction networks in stochastic (a) forest fire,
(b) host-pathogen, and (c) stock market models. The bar and line indicate the mean and
standard deviation.

Method Dense Forest (F1↑) Sparse Forest (F1↑) Gaussian Forest (F1↑)
PredRNN (Wang et al., 2017) 0.8473±0.0710 0.7369±0.1102 0.7968±0.1448
PredRNN++ (Wang et al., 2018) 0.8584±0.0692 0.7373±0.1357 0.8228±0.1071
ImaGINator (Wang et al., 2020) 0.5436±0.2507 0.3608±0.2289 0.4937±0.2622
SimVP (Gao et al., 2022) 0.8823±0.0528 0.7807±0.1173 0.8777±0.0673
AR-NCA (Ours) 0.9232±0.0468 0.8648±0.0882 0.9011±0.0998

Table 1: Comparison with video prediction networks in deterministic forest fire. Training in Dense
Forest with the full data and testing in other configurations (Sparse Forest: uniformly
distributed but less trees, Gaussian Forest: dense but non-uniformly distributed trees).

Comparison with other NCA networks The question is why AR-NCA outperforms the video
prediction networks in extremely data-limited scenarios. It might be due to the cell-based processing
of NCAs that effectively captures local interactions. To further understand the properties of AR-
NCA and NCAs, we design two other NCA networks, ConvLSTM-CA and Attention-CA. As the
prevalent form of NCAs is CNN, we design a ConvLSTM model to process 3×3 cells and preserve
the spatial dimension throughout the latent space, named ConvLSTM-CA (Shi et al., 2015). It
consists of two convolution layers with a 3×3 kernel and 1×1 kernel for encoding and decoding
and one ConvLSTM cell between them with a 3×3 kernel. Recently, attention-based NCA has been
proposed (Tesfaldet et al., 2022). To compare it with our model and also to validate the efficacy of
LSTM in AR-NCA, we design another attention-based model by removing LSTM from AR-NCA,
named Attention-CA. It is fundamentally analogous to the previous work.

Data Efficient Interaction Learning We first explore the data efficiency of the NCA networks
in the deterministic forest fire model. We observe that if the full amount of training data is given,
the performance of the three networks are similar (Figure 5(a)). We also perform the similar ex-
periments in the stochastic systems, host-pathogen and stock market (Figure 5(b) and (c))4. Inter-
estingly, ConvLSTM-CA and Attention-CA also perform better than the video prediction networks
with 1% training data (7 chunks) in the stochastic host-pathogen and stock market. However, there is
noticeable performance disparity between AR-NCA and the others, particularly large in the stochas-
tic environments at 1% training data.

These results demonstrate that the combination of memory module and self-attention is superior
than solely using either of them, such as self-attention without memory (Attention-CA) and mem-
ory without self-attention (ConvLSTM-CA). It is important to note that both the attention-based

4. Empirical results on other stochasticity levels are available in the supplementary material.
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Figure 5: Comparison of data efficiency with other NCA networks. The NCA networks are trained
and evaluated in the (a) deterministic dense forest with the different amount of training
data. Similarly, stochastic (b) host-pathogen and (c) stock market models.

Method Stochastic Forest Fire Stochastic Host-Pathogen Stochastic Stock Market
(Train→Test Scale) F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑
AR-NCA (64→64) 0.8987±0.0598 0.9873±0.0152 0.7109±0.1065 0.9578±0.0308 0.6158±0.1745 0.7789±0.0842
AR-NCA (64→512) 0.9172±0.0196 0.9878±0.0079 0.7241±0.0403 0.9593±0.0220 0.6177±0.1467 0.7758±0.0706
AR-NCA (48→512) 0.9163±0.0187 0.9872±0.0085 0.7196±0.0427 0.9585±0.0225 0.6175±0.1467 0.7758±0.0705
AR-NCA (32→512) 0.9114±0.0215 0.9852±0.0088 0.7161±0.0422 0.9579±0.0227 0.6112±0.1501 0.7756±0.0705

Table 2: Prediction in large systems with AR-NCA networks trained in small systems in stochastic
environments. 64→64 and 64→512 indicate the dimension of systems for training (full
data) and testing. The table element indicates mean and standard deviation.

networks are slowly degraded with the limited training data than ConvLSTM-CA (Figure 5). This
implies that the permutation invariant learning allows the data-efficient discovery of local state tran-
sition rules. However, Attention-CA generally exhibits lower accuracy due to the lack of memory
function in the network. For example, Attention-CA performs better than ConvLSTM-CA only in
the host-pathogen model, where the state transition is not necessarily depending on the past states.
In summary, the better performance of AR-NCA can be resulted from two factors; memory func-
tion relieves the bottleneck of learning the dynamic interaction in Attention-CA, and permutation
invariance promotes data-efficient and well-balanced interaction learning than ConvLSTM-CA.

Spatially Scalable Prediction As long as state transition rules (or interaction) are same, the pre-
diction quality should be preserved even if the spatial scale of the systems significantly alters (i.e.,
scalability). We perform comprehensive experiments for the scalability in the three training scales
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Figure 6: Visualized prediction results of AR-NCA in stochastic forest fire, host-pathogen, and
stock market models from left to right. Training in 64×64 scales (1% data) and evaluation
in 512×512 scales.
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Method Stochastic Forest Fire Stochastic Host-Pathogen Stochastic Stock Market
F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑

ConvLSTM-CA 0.8638±0.0225 0.9708±0.0161 0.5935±0.0672 0.8982±0.0511 0.4663±0.1825 0.7545±0.0759
Attention-CA 0.8588±0.0269 0.9730±0.0157 0.6903±0.0487 0.9438±0.0249 0.5104±0.1668 0.7667±0.0699
AR-NCA (Ours) 0.8921±0.0194 0.9778±0.0109 0.7061±0.0446 0.9463±0.0275 0.5775±0.1633 0.7728±0.0714

Table 3: Comparison with the other NCAs in large stochastic environments. Training in 64×64
scales (1% data) and evaluation in 512×512 scales.

Method Stochastic Forest Fire Stochastic Host-Pathogen Stochastic Stock Market
(Embedding Dim.) F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑ F1 ↑ AUC (ROC) ↑
AR-NCA (u = 16) 0.8335±0.0934 0.9696±0.029 0.6810±0.1160 0.9287±0.0479 0.5560±0.1909 0.7738±0.0852
AR-NCA (u = 32) 0.8672±0.0729 0.9768±0.0220 0.6957±0.1078 0.9443±0.0405 0.5762±0.1887 0.7751±0.0855
AR-NCA (u = 48) 0.8636±0.0729 0.9758±0.0224 0.7001±0.1087 0.9485±0.0372 0.5848±0.1821 0.7756±0.0852

Table 4: Comparison in AR-NCA with various embedding dimensions (u). The number of param-
eters are 6,185 (n = 16), 19,065 (u = 32), and 39,113 (u = 48). Trained with 1% data.

of 32×32, 48×48, and 64×64 and the large test scale of 512×512. Table 2 showcases the F1 score
and AUC across the three stochastic environments with the full amount of training data. The ac-
curacy is not significantly different in the three scales, indicating that AR-NCA successfully learns
state transition rules even in the 32×32 scales. Figure 6 displays the prediction results of AR-NCA
in the three systems. The scalable prediction is particularly advantageous to efficient training. For
example, training in small systems and then applying to large systems can significantly reduce the
training time and memory. Finally, we compare AR-NCA with the other NCAs considering both
the data efficiency and scalability. Table 3 shows that AR-NCA still outperforms the other NCAs in
the three large stochastic environments.

Method Deterministic Forest Fire
(Neighbor Size) F1 ↑ AUC (ROC) ↑
AR-NCA (3×3) 0.8880±0.0610 0.9766±0.0219
AR-NCA (5×5) 0.8786±0.0592 0.9787±0.0195

Table 5: Comparison in AR-NCA with
different neighborhood sizes.

Comparison in AR-NCA We explore other embed-
ding dimensions (u) of AR-NCA other than 32 in the
stochastic environments. Table 4 showcases that rel-
atively high accuracy disparity between u = 16 and
u = 32 than between u = 32 and u = 48. It implies
that the limited capacity of u = 16 model is relieved
from u >= 32 models. From this result, we choose
u = 32 as a baseline dimension (compact but not too small capacity). We also investigate other
neighbor size of AR-NCA other than 3×3. Table 5 compares the neighbor sizes of 3×3 and 5×5
in the deterministic dense forest fire, showing 5×5 does not degrade the performance (lower F1 but
higher AUC (ROC)). It is important to mention that both the models do not know about interaction
scales in the system, but converging to the similar performance. However, AR-NCA is primarily
designed to process 3×3 Moore’s neighborhood, which is the most common configuration in NCAs.

6. Conclusion

We present Attentive Recurrent Neural Cellular Automata (AR-NCA) to learn unknown local state
transition rules in the discrete dynamical systems. Our experimental results support that coupling
the memory function and permutation invariance in NCA allows data-efficient and scalable learning
even in the presence of stochastic interactions. We believe this paper provides an useful empirical
background in the predictive modeling of the locally interacting systems. Future work for this paper
may explore multi-state systems or even continuous-state systems for more practical applications,
such as weather prediction, traffic flow analysis, and ecosystem dynamics modeling.
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