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Abstract
Designing a competent meta-reinforcement learning (meta-RL) algorithm in terms of data usage
remains a central challenge to be tackled for its successful real-world applications. In this paper,
we propose a sample-efficient meta-RL algorithm that learns a model of the system or environment
at hand in a task-directed manner. As opposed to the standard model-based approaches to meta-RL,
our method exploits the value information in order to rapidly capture the decision-critical part of
the environment. The key component of our method is the loss function for learning both the task
inference module and the system model. This systematically couples the model discrepancy and
the value estimate, thereby enabling our proposed algorithm to learn the policy and task inference
module with a significantly smaller amount of data compared to the existing meta-RL algorithms.
The proposed method is evaluated in high-dimensional robotic control, empirically verifying its
effectiveness in extracting information indispensable for solving the tasks from observations in a
sample-efficient manner.
Keywords: Reinforcement learning, meta-reinforcement learning.

1. Introduction

Meta-reinforcement learning (meta-RL) has become widely recognized and accepted in the domain
of decision-making, particularly for its capability to systematically adapt to environmental changes.
The main strategy of meta-RL involves devising a mechanism for identifying the task-specific fea-
tures from data and utilizing them to generate actions tailored to the task. Even though the field has
elicited considerable research interest in the development of a task inference module that rapidly
adapts to novel tasks, a critical challenge persists: the reduction of the severe sample complexity
associated with meta-training, i.e., learning such a module along with the policy from data. This in-
efficiency is notably revealed in popular model-free meta-RL algorithms, including gradient-based
methods (Finn et al., 2017; Gupta et al., 2018) and off-policy context-based methods (Rakelly et al.,
2019; Bing et al., 2023), thereby impeding their application to complex real-world decision-making
scenarios.

The standard RL community has produced a series of studies investigating the statistical ad-
vantages of model-based RL methods over model-free RL methods in either theoretical (Tu and
Recht, 2019; Sun et al., 2019) or experimental (Pong et al., 2018) contexts. The core message from
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these works is that the model-based methods often enjoy better sample efficiency compared to the
model-free methods. This insight has triggered the rapid development of model-based meta-RL
methods to alleviate data dependency (Nagabandi et al., 2018; Sæmundsson et al., 2018; Galashov
et al., 2019; Wang and Van Hoof, 2022). The methods focus on learning the full dynamics of the
environment, regardless of which goals are specified for the agent. In Nagabandi et al. (2018), a
neural network model is adapted online through gradient-based updates and deployed in a model
predictive control (MPC) controller. However, using the gradient estimates is often problematic,
especially when only a limited amount set of samples are used to construct the estimator. Accord-
ingly, such a method requires a large amount of data for task inference, which is undesirable if rapid
environmental adaptation is required.

In Sæmundsson et al. (2018), the Gaussian process (GP) is used to model the unknown system
dynamics. Additionally, a context-based approach is adopted by introducing latent variables that
represent task features, enabling online model inference. However, learning and inferring the model
are done independently of the quality of the resulting policies. In Shin et al. (2022), MPC controllers
with local GP models are employed in an event-based manner for generating high-quality action
samples to derive an efficienct meta-RL algorithm, but again the models are learned without the
consideration of the value information.

In model-free methods, there have been numerous attempts to define the notion of task-relevant
information and to develop the methods that efficiently capture and exploit such information. The
intuition behind these approaches is that the perfect description of the tasks may not be essential
for optimal decision-making. For instance, PEARL (Rakelly et al., 2019) trains its task inference
module to discover the Q-function with a small temporal difference (TD) error so that the task
inference directly corresponds to identifying the optimal policy from the data. In Fu et al. (2021),
the noisy nature of TD errors is highlighted as a main issue of performing such task inference,
and contrastive learning-based task recognition method is proposed. Liu et al. (2021) formulates
a mutual information minimization problem that may neglect any task-irrelevant information for
detecting the optimal value function of each task. However, to the best of our knowledge, efficiently
extracting task-relevant information has been sparsely studied in a model-based context. On the
other hand, the effect of model mismatch on the policy performance has received attention in single-
task model-based reinforcement learning (Lambert et al., 2020). To address the problem, value-
aware model learning explicitly incorporates the value function information into model learning
objectives, similar to our approach (Farahmand et al., 2017; Abachi, 2020; Voelcker et al., 2021).
However, such methods do not take into account task variability.

To faithfully learn the decision-oriented models and accelerate the meta-learning procedure, we
analyze the suboptimality of the model-based policy that emphasizes the quantification of the di-
vergence in value prediction. This leads us to introduce task-relevant meta-reinforcement learning
(TRMRL), a novel model-based method that systematically exploits reward information to learn
task-adaptive models. Our method focuses on inferring the environmental model that precisely
estimates the nominal values. This stems from the principle that the model does not have to ex-
haustively capture the full dynamics of the system; rather, only its capability of correctly predicting
state values does matter for obtaining a near-optimal policy. Such an effort to recognize task-centric
information promotes sample efficiency, thereby advancing the real-world applicability of meta-RL.

Our contributions are summarized as follows:

• We propose a theoretically principled loss function for learning task-directed models of un-
known system components, namely the system dynamics and the reward function. The loss
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function is carefully designed through the analysis of the policy’s suboptimality bound that
involves the value estimation capability of the learned model.

• Using the loss function, we design a novel model-based meta-RL method that selectively
learns the task-relevant models of an environment. The method uses a notably smaller amount
of data than existing meta-RL methods to deliver comparable performance. This is achieved
by training both the task inference module and the model of the task components based on
the proposed loss function, enabling the task inference module to produce a policy adequate
for a new task.

• Our meta-RL method is experimentally evaluated in a complex robotic control problem,
where the physical properties of the robot and the environment vary across the tasks. The
results of our experiments show that our method outperforms other state-of-the-art off-policy
meta-RL methods in terms of sample efficiency and average return.

Throughout the paper, we let ∆(X ) denote the space of all probability measures defined over
a set X . The notation δx is used to denote the Dirac measure on x ∈ X . For P ∈ ∆(X ) and
f ∈ L1(X , P ), Ex∼P [f(x)] denotes the expectation of f with respect to P .

2. Background and Motivation

Recent developments of data-driven sequential decision-making methods necessitate a principled
method toward the efficient control of complex real-world systems, most of which involve systems
characterized by environmental variability. In practice, such changes are hardly anticipated by
decision-makers a priori, which forces the decision-making agents to deduce these changes from
experimental data and adapt their policies accordingly. Consequently, modeling these problems as
single-task problems is unreliable, primarily because using a policy calibrated for a single system
model may lead to catastrophic outcomes when it faces environmental changes (Nagabandi et al.,
2018). To systematically address the multi-task challenge of real-world scenarios, meta-RL has
been actively studied (Wang et al., 2016; Duan et al., 2016; Finn et al., 2017; Beck et al., 2023;
Beukman et al., 2024). Mathematically, meta-RL considers a collection M of Markov decision
processes (MDPs) (Puterman, 2014), or a collection of tasks, equivalently, and a task distribution
T overM. Each task consists of data M = ⟨S,A, TM , T0, RM , γ⟩ ∈ M where S is a state space,
A is an action space, TM : S × A → ∆(S) is a stochastic transition kernel that describes the
dynamics of the system, T0 ∈ ∆(S) is an initial state distribution, RM : S × A → R is a reward
function, and γ ∈ [0, 1) is a discount factor. In each episode, a task M = ⟨TM , RM ⟩ is randomly
drawn from T , where a policy π determines an action ak ∼ π(·|hk) to execute based on the history
hk := (s0, a0, r0, s1, . . . , sk−1, ak−1, rk−1, sk) of the states, actions, and rewards up to k. 1 Then,
the goal of meta-RL is to solve the following policy optimization problem:

sup
π

E
M∼T

ET0,T
M ,π

[ ∞∑
k=0

γkRM (sk, ak)

]
, (1)

1. Formally, a policy π : H → ∆(A) maps each history to a distribution over the action space, where H is defined as a
set of possible histories:

H :=
⋃
k≥0

Hk, Hk := (S ×A× R)k × S.
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where the inner expectation is taken over the process s0 ∼ T0, ak ∼ π(·|hk), sk+1 ∼ TM (·|sk, ak),
k = 0, 1, . . .. Therefore, the policy needs to act adaptively to an unknown MDP M as identifying
essential information about M from the history. The problem (1) is formalized as a standard MDP
called Bayes-adaptive MDP (BAMDP) (Duff, 2002) by introducing the belief state that represents
the probabilistic estimate of the task components ⟨TM , RM ⟩. Formally, a belief state bk given a
history hk is defined as a posterior distribution b(·|hk) overM determined via Bayes’ theorem:

bk(M) := b(M |hk) ∝ T (M)
k−1∏
i=0

TM (si+1|si, ai)IRM (si,ai)(ri), (2)

where IRM (si,ai) is the indicator function for RM (si, ai), and a policy π(sk, bk) takes sk and bk as
its inputs in place of the entire history hk to yield an action ak. Unfortunately, BAMDPs are gen-
erally intractable, as both (i) performing the update (2) and (ii) computing the near-optimal value
functions are computationally demanding when the task distribution is high-dimensional. Instead,
the posterior distribution in (2) is often approximated as a distribution over a low-dimensional la-
tent space where each latent vector corresponds to a task. Such a method is called context-based
meta-RL (Rakelly et al., 2019; Zintgraf et al., 2019; Zhang et al., 2020; Wang et al., 2023). In
context-based meta-RL, each MDP M is represented as a context variable z ∈ Z := Rd by a task
inference module called a context encoder enc. The encoder consumes dataD = {(si, ai, ri, si+1)}
from M and generates a latent distribution P(dz) = enc(D) ∈ ∆(Z). This can be understood as
a proxy of the posterior distribution (2) inferred from D but in the latent space Z instead of M.
Then, a context variable z is sampled from P(dz) and used as an input of a policy πz(s) or a model
⟨Tz(s′|s, a), Rz(s, a)⟩, enabling us to perform task-adaptive actions. The encoder may be jointly
trained with a policy in a way that the resulting policy πz(s) is near-optimal for M (Rakelly et al.,
2019) or the likelihood of sample trajectories is maximized under Tz(s′|s, a) and Rz(s, a) via ap-
proximate inference (Zintgraf et al., 2019; Wang et al., 2023). These methods are more data-efficient
than other meta-RL methods that rely on gradient-based searches for policy adaptation (Finn et al.,
2017; Gupta et al., 2018) since the task inference can be done with a relatively small amount of data
and computational resources. Nevertheless, they suffer from sample inefficiency when it comes to
meta-training the policies and the task inference modules, mainly because they are model-free algo-
rithms. On the other hand, there have been attempts to leverage techniques from model-based rein-
forcement learning to resolve the problem (Perez et al., 2018; Nagabandi et al., 2018; Sæmundsson
et al., 2018; Belkhale et al., 2021), but the central question of how to exploit the reward information
for learning the models has not yet been appropriately addressed.

3. Task-Relevant Loss Functions

In this section, we tackle the suggested problem of sample inefficiency by integrating the value
function information into the model learning process via a specifically designed task-relevant loss
function. We begin with a theoretical motivation for the use of the task-relevant loss function.
The loss function will then be adapted in the meta-RL framework to jointly train the model and
the encoder. Our loss function is inspired by the following theorem, which can be viewed as a
generalization of Theorem 7 of Pires and Szepesvári (2016):

Theorem 1 Suppose that {Mz = ⟨Tz, Rz⟩}z∈Z is a collection of tasks parameterized by z ∈ Z,
and {Vz : S → R}z∈Z is a collection of value functions satisfying ∥V ⋆

Mz
− Vz∥∞ ≤ ε for each Mz,
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where V ⋆
Mz

denotes the optimal value function for Mz. Let V π
M be the value function of π for M ,

and (TV )(s, a) := Es′∼T (·|s,a) [V (s′)]. If πz is greedily constructed from Mz and Vz, i.e.,

πz(s) ∈ argmax
a

(
Rz(s, a) + γEs′∼Tz(·|s,a)

[
Vz(s

′)
] )
, s ∈ S,

then for any task M = ⟨T,R⟩ ∈ M and z ∈ Z, the following inequality holds:

∥∥V ⋆
M − V

πz
M

∥∥
∞ ≤

2

1− γ
∥(R−Rz) + γ (T − Tz)Vz∥∞︸ ︷︷ ︸

task inference error

+
(4 + 2γ(1− γ))ε

(1− γ)2︸ ︷︷ ︸
planning error

. (3)

The proof of Theorem 1 is postponed to Section 3.2. The error bound (3) uncovers an intricate rela-
tionship between the quality of the learned model and the suboptimality of the policy: Quantifying
a model mismatch without considering the value might be conservative. Intuitively, Theorem 1 sug-
gests that two conditions suffice for adaptively seeking an efficient policy: (i) The encoder generates
z whose associated model ⟨Tz, Rz⟩ aligns accurately with the value across states and actions rather
than precisely replicating the transitions, and (ii) Vz and πz are optimized with respect to the model.
Indeed, guessing the value of R + γTVz hinges on matching the expectation of Vz over T (·|s, a),
which is markedly less demanding than precisely estimating the entire transition probability distri-
bution. Accordingly, (3) motivates a scheme that learns both the model and the inference module
to reduce the task inference error, while refining the value function and the policy on the model to
mitigate the planning error. This enables us to rapidly obtain the model sufficient for generating a
high-performance policy even if it is not capable of exactly matching the state transitions. Further-
more, the task inference error in (3) does not depend on the optimal value function, thus the quantity
(R−Rz) + γ (T − Tz)Vz can be explicitly constructed in practice.

3.1. Meta-RL algorithm

To design a sample-efficient meta-RL algorithm, we exploit Theorem 1 to propose a novel method
called task-relevant meta-reinforcement learning (TRMRL), a model-based meta-RL algorithm that
effectively extracts task-relevant information from data. As a model-based method, TRMRL main-
tains the models Tθ,z(s′|s, a) and Rθ,z(s, a) of the MDP dynamics and the reward function, re-
spectively, where θ represents learnable parameters, and z is the context variable inferred by the
encoder enc from transitionsD. Given the models ⟨Tθ, Rθ⟩, a common existing approach of updat-
ing them involves minimizing the least square loss (or maximizing the log-likelihood counterpart)
of another datasetD′ fromM . For instance, the loss function for updating ⟨Tθ, Rθ⟩ and encϕ might
be expressed as

LT (θ, ϕ) :=
1

|D′|
∑

(s,a,s′)∈D′

logE[Tθ,z(s′|s, a)], LR(θ, ϕ) :=
1

|D′|
∑

(s,a,r)∈D′

(r − E[Rθ,z(s, a)])2

(4)
where the expectations are taken over z ∼ encϕ(D). A limitation of using (4) is that it is completely
independent of the structure of the underlying decision-making problem. To address this issue,
TRMRL takes the task inference error of (3) as the loss function for both the encoder encϕ and the
model ⟨Tθ, Rθ⟩. It is logical since Theorem 1 provides a clear answer to the role of the encoder for
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Algorithm 1 Task-relevant meta-reinforcement learning (TRMRL)
1: Input: task batch size Ntask > 0, training task distribution Ttrain, Nepisode, prior latent distribu-

tion P0 = N (0, I), replay buffer Bi for each training task Mi

2: for k = 1, 2, . . . do
3: // data collection
4: for i = 1, . . . , Ntask do
5: Sample a training task Mi ∼ Ttrain and randomly draw a latent vector z0 ∼ P0(dz);
6: for episode j = 0, . . . , Nepisode − 1 do
7: Collect a trajectory τ j by executing πψ′,z(a|sj);
8: Add τ j to the replay buffer Bi;
9: Infer Pj+1(dz) := encϕ(τ

0, . . . , τ j) and sample zj+1 ∼ Pj+1(dz);
10: end for
11: end for
12: // training
13: Randomly sample z ∼ P0 & randomly generate state-action pairs B = {(sℓ, aℓ)};
14: Learn πψ′,z and Vψ,z for the model Mθ,z using B;
15: Construct task inference loss (5) by sampling D & D′ from Bi’s;
16: Perform the gradient descent updates to learn encϕ and ⟨Tθ, Rθ⟩:

θ ←− θ − αθ∇θL(θ, ϕ), ϕ←− ϕ− αϕ∇ϕL(θ, ϕ).

17: end for

obtaining a task-adaptive policy: The encoder can be trained so that, given D, it selects z which
minimizes the task inference error. This motivates using the following type of loss functions

L(θ, ϕ) := E
M∼Ttrain
D,D′∼M

 E
z∼encϕ(D)
(s,a,r,s′)∼D′

(
r −Rθ,z(s, a) + γVψ,z(s

′)− γ E
Tθ,z(s′|s,a)

Vψ,z(s
′)

)2
 (5)

where Ttrain denotes the training task distribution, Vψ represents the approximate value function with
learnable parameters ψ, D is for task inference, and D′ is for evaluating (R−Rz) + γ (T − Tz)Vz
over a subset of S × A. Note that the terms r and Vψ,z(s′) in (5) serve as approximations for
R(s, a) and ET (s′|s,a)[Vψ,z(s′)], respectively. A similar observation has been exploited to design
a loss function for model learning (Farahmand, 2018) in the standard RL setting, where only the
model of the system dynamics is uncertain.

The outline of TRMRL is given in Algorithm 1. To collect data, a set of training tasks is sam-
pled, and the latent variable z0 is drawn from the prior distribution P0(dz). The prior distribution
may be thought of as representing the entire task distribution, as no information about a given task is
assigned. After each trajectory τ j is collected by executing the policy πψ′,zj (a|s), the posterior dis-
tribution is updated to Pj+1(dz) by the encoder encϕ and a new latent vector zj+1 is assigned to the
policy. When training, the policy πz and the value function Vz for each task Mz are learned through
planning (lines 13–14). In particular, training the policy and the value functions may be done using
synthetic data generated from the model Tθ,z and Rθ,z, thereby taking advantage of the sample ef-
ficiency of model-based methods. In practice, we apply a Dyna-style method (Sutton, 1991; Munos
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and Szepesvári, 2008) 2 to learn Vψ,z(s) and πψ′,z(s) of the entropy-regularized MDPs (Haarnoja
et al., 2018; Geist et al., 2019). The reason for planning on the entropy-regularized MDPs is that
the learned policies are capable of exploring the state and action spaces and therefore collecting
data sufficiently diverse for task identification. Finally, the model ⟨Tθ, Rθ⟩ and the encoder encϕ
are trained using the task-relevant loss function (5) (lines 15–16), which makes it possible to pre-
emptively learn value-critical parts of the system dynamics. To summarize, TRMRL is an end-to-
end method that reflects the inequality (3): It alternates between planning over the learned models
and using data to jointly learn the encoder and the models.

3.2. Proof of Theorem 1

We now present the proof of Theorem 1, which is the main theoretical result.
Proof Throughout the proof, we suppress the subscript∞ of ∥ · ∥∞ for clarity. To begin with, we
introduce the following notation for the Bellman operators: (F πMV )(s) :=

∫
a∈A π(da|s)

(
R(s, a) +

γTV (s, a)
)

and (FMV )(s) := supa
(
R(s, a) + γTV (s, a)

)
.

Applying the triangle inequality, the suboptimality gap can be bounded by the sum of two types
of errors as follows:

∥V ⋆
M − V

πz
M ∥ ≤ ∥V

πz
Mz
− V πz

M ∥+ ∥V
⋆
M − V ⋆

Mz
∥︸ ︷︷ ︸

task mismatch error

+ ∥V ⋆
Mz
− V πz

Mz
∥︸ ︷︷ ︸

planning error

.

First, the planning error is bounded using (Bertsekas and Tsitsiklis, 1996, Proposition 6.1) as fol-
lows:

∥V ⋆
Mz
− V πz

Mz
∥ ≤ 2γ

1− γ
∥V ⋆

Mz
− Vz∥︸ ︷︷ ︸

⩽ε

≤ 2γε

1− γ
, (A.1)

where we use the assumption that the approximate value function Vz differs from the optimal one
V ⋆
Mz

by at most ε in terms of ℓ∞-norm. Furthermore, the first term of the task mismatch error, which
measures the variation of the policy’s value across the tasks, is bounded as follows:

∥V πz
M − V

πz
Mz
∥ = ∥F πzM (V πz

M )− F πzMz
(V πz
Mz

)∥
≤ ∥F πzM (V πz

Mz
)− F πzMz

(V πz
Mz

)∥+ ∥F πzM (V πz
M )− F πzM (V πz

Mz
)∥

≤ ∥F πzM (V πz
Mz

)− F πzMz
(V πz
Mz

)∥+ γ∥V πz
M − V

πz
Mz
∥,

=⇒ ∥V πz
M − V

πz
Mz
∥ ≤ 1

1− γ
∥F πzM (V πz

Mz
)− F πzMz

(V πz
Mz

)∥︸ ︷︷ ︸
:=(A)

since V πz
M and V πz

Mz
are the fixed points of F πzM and F πzMz

, respectively, and F πzM is a γ-contraction.
Note that

(A) = sup
s

∣∣∣∣∫
A

(
R(s, a)−R(s, a, z) + γ(T − Tz)V πz

Mz
(s, a)

)
π(da|s, z)

∣∣∣∣
≤ sup

s

∫
A

∣∣R(s, a)−R(s, a, z) + γ(T − Tz)V πz
Mz

(s, a)
∣∣π(da|s, z)

≤ sup
s,a

∣∣R(s, a)−R(s, a, z) + γ(T − Tz)V πz
Mz

(s, a)
∣∣

=
∥∥(R−Rz) + γ (T − Tz)V πz

Mz

∥∥ ,
2. There are possible alternatives, such as using model predictive control (Lowrey et al., 2018).
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where we use
∫
A π(da|s, z) = 1 for all s ∈ S. Thus, we have

∥V πz
M − V

πz
Mz
∥ ≤ 1

1− γ
∥∥(R−Rz) + γ (T − Tz)V πz

Mz

∥∥ .
Similarly, we bound the second term of the task mismatch error concerning the dependency of the
optimal value function with respect to the choice of a task as follows:

∥V ⋆
M − V ⋆

Mz
∥ = ∥FM (V ⋆

M )− FMz(V
⋆
Mz

)∥
≤ ∥FM (V ⋆

M )− FM (V ⋆
Mz

)∥+ ∥FM (V ⋆
Mz

)− FMz(V
⋆
Mz

)∥
≤ γ∥V ⋆

M − V ⋆
Mz
∥+ ∥FM (V ⋆

Mz
)− FMz(V

⋆
Mz

)∥

=⇒ ∥V ⋆
M − V ⋆

Mz
∥ ≤ 1

1− γ
∥FM (V ⋆

Mz
)− FMz(V

⋆
Mz

)∥.︸ ︷︷ ︸
:=(B)

Then, we deduce

(B) = sup
s

∣∣∣∣sup
a

(
R(s, a) + γTV ⋆

Mz
(s, a)

)
− sup

a

(
R(s, a, z) + γTzV

⋆
Mz

(s, a)
)∣∣∣∣

≤ sup
s

∣∣∣∣sup
a

(
R(s, a)−R(s, a, z) + γ(T − Tz)V ⋆

Mz
(s, a)

)∣∣∣∣
≤ sup

s,a

∣∣R(s, a)−R(s, a, z) + γ(T − Tz)V ⋆
Mz

(s, a)
∣∣

=
∥∥(R−Rz) + γ (T − Tz)V ⋆

Mz

∥∥ ,
which implies

∥V ⋆
M − V ⋆

Mz
∥ ≤ 1

1− γ
∥∥(R−Rz) + γ (T − Tz)V ⋆

Mz

∥∥ .
Since ∥V ⋆

Mz
− Vz∥ ≤ ε, we have∥∥(R−Rz) + γ (T − Tz)V ⋆

Mz

∥∥ ≤ ∥(R−Rz) + γ (T − Tz)Vz∥
+
∥∥(T − Tz) (V ⋆

Mz
− Vz)

∥∥
≤ ∥(R−Rz) + γ (T − Tz)Vz∥+ 2ε

=⇒ ∥V ⋆
M − V ⋆

Mz
∥ ≤ 1

1− γ
∥(R−Rz) + γ (T − Tz)Vz∥+

2ε

1− γ
. (A.2)

Furthermore, an analogous argument leads to∥∥(R−Rz) + γ (T − Tz)V πz
Mz

∥∥ ≤ ∥(R−Rz) + γ (T − Tz)Vz∥+ 2
1 + γ

1− γ
ε

=⇒ ∥V πz
M − V

πz
Mz
∥ ≤ 1

1− γ
∥(R−Rz) + γ (T − Tz)Vz∥+

2(1 + γ)ε

(1− γ)2
(A.3)

because ∥V πz
Mz
− Vz∥∞ ≤ 1+γ

1−γ ε, which can be shown by using a technique similar to the one used
in (Bertsekas and Tsitsiklis, 1996, Proposition 6.1). Finally, combining (A.1), (A.2), and (A.3), we
obtain the desired result.
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Figure 1: (a) Illustration of the bipedal walker control problem with varying physical parameters.
(b) Comparison between the proposed method and the baseline methods. (c) Demonstra-
tion of the effectiveness of the task-relevant loss. All methods are evaluated for 200 steps
in each test task, and their returns are plotted in the y-axis. As the reward function of each
task is designed to take values in [0, 1], an upper bound of the return per episode is 200.

4. Empirical Evaluation

In this section, we empirically validate the effectiveness of using the task-relevant loss function and
test the proposed methods through meta-RL problems. The source code of our TRMRL implemen-
tation is available online: https://github.com/CORE-SNU/TRMRL. We evaluate TRMRL
on a robotic control problem, where the physical properties of the system vary across tasks. Specifi-
cally, we consider the bipedal walker modeled in DEEPMIND CONTROL SUITE (Tunyasuvunakool
et al., 2020) and simulated by MUJOCO (Todorov et al., 2012). The robot has the state space
S ⊆ R24 and the action space A = [−1, 1]6, and its objective is to walk along a sloped terrain at a
steady speed of 1m/s. However, the physical parameters governing the dynamics of the robot, such
as its link densities, foot length, joint damping coefficients, link friction coefficients, and the slope
angle of the terrain, differ for each task as shown in Figure 1(a). Each physical parameter, except
for the slope angle, is randomly perturbed from its default value by multiplying it with the random
variable X , where log1.3(X) follows the uniform distribution UNIFORM[−3, 3]. Meanwhile,
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the slope angle is drawn from UNIFORM[−0.2, 0.2]. Overall, 120 training tasks are generated,
and RL agents are evaluated on 5 test tasks that are different from the training tasks. To train the
feed-forward neural networks ⟨Tθ,z, Rθ,z⟩, Vψ,z, πψ′z, and encϕ, we use Adam optimizer (Kingma
and Ba, 2015) with learning rates αθ = 10−3 and αψ = αψ′ = αϕ = 3× 10−4.

Three state-of-the-art meta-RL algorithms, RL2 (Duan et al., 2016), PEARL (Rakelly et al.,
2019), and VariBAD (Zintgraf et al., 2019), are used for performance comparison. Figure 1(b)
compares the performance of the proposed methods and the baseline algorithms. As a model-
based method, TRMRL enjoys sample efficiency, exhibiting a faster learning speed than PEARL,
in addition to outperforming the on-policy methods VariBAD and RL2. Specifically, the quality
of TRMRL policies dramatically improves until 400,000 samples are collected, which amounts to
less than 4 hours of operating the robot at 40 Hz. In addition to its learning efficiency, TRMRL
is comparable to PEARL concerning the quality of the learned controllers. Finally, Figure 1(c)
illustrates the advantage of using the task-relevant loss by comparing our method and its counterpart
that uses the least square loss functions (4). The latter version does not improve the quality of the
learned policies at all. In particular, the result illustrates the difficulty of learning the reward models
and the dynamics models separately via the least square loss functions (4) when both models are
conditioned on the same latent variable. The inconsistency arises because the context encoder has
to be trained on two losses, one for the reward model and one for the dynamics model, and these
losses have different scales. This subtle issue complicates the design of model-based algorithms
using (4) in the meta-RL context, making the learning process more challenging. TRMRL simply
gets around this issue by exploiting the proposed task-relevant loss function (5).

5. Conclusion

To alleviate the issue of sample inefficiency in meta-RL, we proposed TRMRL, a model-based
method that uses a carefully designed task-relevant loss function for both the task inference module
and the system or environment model. This was inspired by the policy suboptimality bound that in-
dicates the significance of measuring the value function discrepancy for learning the environmental
model. The efficiency of the strategy was demonstrated by empirically evaluating it in the bipedal
walker control problem under large environmental changes. Among many future research direc-
tions, we plan to extend our method to directly integrate raw sensor data and apply it to real-world
robotic systems.
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