Convergence guarantees for adaptive model predictive control with kinky inference
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Abstract
We analyze the convergence properties of a robust adaptive model predictive control algorithm used to control an unknown nonlinear system. We show that by employing a standard quadratic stabilizing cost function, and by recursively updating the nominal model through kinky inference, the resulting controller ensures convergence of the true system to the origin, despite the presence of model uncertainty. We illustrate our theoretical findings through a numerical simulation.
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1. Introduction

Motivation During the last few decades, model predictive control (MPC) has attracted large attention because of its efficiency in handling nonlinear systems subject to hard state and input constraints, while minimizing a user-defined cost function, Rawlings et al. (2017). An MPC scheme employs a nominal model of the system dynamics to predict future trajectories over a given prediction horizon. However, in several applications, obtaining an accurate model can be expensive in terms of money and resources, Darby and Nikolaou (2012). Model inaccuracies, combined with the presence of disturbances affecting the system, might lead to a deterioration of performance, constraint violation, or even instability, Forbes et al. (2015).

To address this issue, research has focused on adaptive MPC schemes where the identification of the model is performed online together with the computation of the input. Since excitation is not explicitly enforced, such approaches are often referred to as passive-learning controllers, Mesbah (2018). One of the main drawbacks of passive-learning approaches is that newly generated data might not be informative (for example, when the system reaches a steady state), and therefore an improvement in the model estimate is not guaranteed. This issue is addressed in active-learning approaches where a form of excitation is explicitly induced, often by incorporating a learning cost into the MPC cost function, Tanaskovic et al. (2019), Soloperto et al. (2019a). Even though excitation is beneficial for model adaption, it can be counterproductive in terms of stability. Motivated by this, we analyze the stability properties of an adaptive MPC scheme.
Related works A Gaussian process (GP) is a collection of random variables, any finite subset of which follows a multivariate Gaussian distribution, Rasmussen (2003). In the context of adaptive MPC, GPs are employed to construct a nominal model and sets that bound, within a certain probability, the evolution of the true system and the learned one, Hewing et al. (2019), Bradford et al. (2020). However, in the case where robust constraint satisfaction is needed, e.g., in safety-critical systems, GP-based adaptive MPC schemes cannot be employed as they fail to ensure hard constraint satisfaction.

Conversely, robust adaptive MPC approaches use a set-membership method to construct robust sets where the uncertainty lies, and then incorporate this knowledge into a robust tube-based MPC scheme, see, e.g., Lorenzen et al. (2019), Lu and Cannon (2019), Tanaskovic et al. (2019), Köhler et al. (2021), Soloperto et al. (2019a) for the case of systems subject to parametric uncertainty. If the system is subject to non-parametric uncertainty, then kinky inference is a learning method that is able to learn an unknown nonlinear system, while providing uncertainty sets that robustly bound the mismatch between the obtained estimate and the actual system, Calliess (2014). In Calliess et al. (2020), the authors studied the theoretical properties of kinky inference in the context of regression for simple adaptive control problems. Kinky inference has been successfully combined with model predictive control; for example, in Limon et al. (2017), a learning-based MPC scheme uses a kinky inference to model an unknown system while providing safety guarantees, and input-to-state stability. In Manzano et al. (2019), the authors propose a smoothed version of the method that is more suitable for real-time control thanks to its lower computation effort. In this case, only soft constraints on the outputs are imposed. The approach is subsequently improved in Manzano et al. (2022), where a kinky inference-based predictor that is guaranteed to be Lipschitz continuous is considered. Even though the authors show that the origin is input-to-state stable, convergence is not shown.

Contribution In this paper, we perform a stability analysis of a robust adaptive MPC scheme where the model is learned through a kinky inference. In particular, in addition to input-to-state stability, we show that standard robust adaptive MPC schemes can successfully ensure convergence of the closed-loop to the origin, despite the presence of model uncertainty. This theoretical result is obtained by only employing a tracking cost function, without the need to enforce any kind of excitation in the system, i.e., in a passive-learning fashion.

Outline Section 2 introduces the unknown system under consideration, shows how kinky inference can be used for modeling, and discusses the MPC scheme used for control. Section 3 demonstrates that the closed-loop dynamics are input-to-state stable, and that, in addition, the closed-loop system asymptotically converges to the origin. Simulations are presented in Section 4, while Section 5 concludes the paper.

Notation We use $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{> 0}$ to represent the sets of non-negative and positive real numbers, respectively. A function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is a class $\mathcal{K}_\infty$ function, i.e., $\alpha \in \mathcal{K}_\infty$ if $\alpha$ is strictly increasing, $\alpha(0) = 0$, and $\lim_{t \to \infty} \alpha(t) = \infty$. $\| \cdot \|$ denotes the Euclidean norm. $\mathbf{1}$ is a vector of appropriate dimension where each entry is equal to 1.
2. Problem Setup

System description: Consider the nonlinear, time-invariant system described, for each time \( t \in \mathbb{N} \), as follows

\[
x_{t+1} = f(x_t, u_t),
\]

where \( x_t \in \mathbb{R}^n \) and \( u_t \in \mathbb{R}^m \) denote the state and the input of the system at time \( t \), respectively. The state \( x_t \) is assumed to be fully available for measurement at each \( t \in \mathbb{N} \). The system is subject to the following state and input constraints

\[
(x_t, u_t) \in \mathcal{X} \times \mathcal{U} =: \mathcal{Z},
\]

for each \( t \in \mathbb{N} \), where \( \mathcal{X} \) and \( \mathcal{U} \) are known convex and compact sets that contain the origin in their interior. To simplify the notation, we set \( z := (x, u) \) when referring to a generic state-input pair, and \( z_t := (x_t, u_t) \) for the state-input pair at time \( t \). The function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is unknown, but satisfies the following Assumption.

Assumption 1 The function \( f : \mathcal{Z} \rightarrow \mathbb{R}^n \) is Hölder continuous in all of its arguments, i.e., there exist known constants \( q \in \mathbb{R}_{>0} \) and \( \lambda \in \mathbb{R} \), with \( 0 < \lambda \leq 1 \), such that

\[
\|f(z) - f(z_t)\| \leq q\|z - z_t\|^\lambda,
\]

holds for all \( z, z_t \in \mathcal{Z} \). Moreover, the origin is an equilibrium point for \( f \), i.e., \( f(0, 0) = 0 \).

Note that the case where \( \lambda > 1 \) implies that the underlying function is constant on \( \mathcal{Z} \) (see Proposition 1.1.16, Fiorenza (2017)). Estimating the Hölder constants \( q \) and \( \lambda \) from data can be done e.g., from first principles following the techniques outlined in Section 2.5 of Calliess (2014) or in Huang et al. (2023) for the Lipschitz case.

Kinky inference: Kinky inference is a learning technique that can be applied to Hölder continuous functions, Calliess (2014). We use kinky inference to construct a nominal model \( f_t : \mathcal{Z} \rightarrow \mathbb{R}^n \) and an uncertainty function \( \mathcal{W}_t : \mathcal{Z} \rightarrow 2^{\mathbb{R}^n} \). For each \( t \in \mathbb{N}_{>0} \), we define the data set \( \mathcal{D}_t \subset \mathbb{R}^{n+m} \) iteratively by \( \mathcal{D}_t := \mathcal{D}_{t-1} \cup \{z_{t-1}\} \), with \( \mathcal{D}_0 := \{0\} \). To construct the uncertainty functions \( \mathcal{W}_t \), we define the confidence bounds \( w_t^{\text{max}}, w_t^{\text{min}} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \):

\[
w_t^{\text{max}}(z) := \min_{y \in \mathcal{D}_t} f(y) + 1q\|z - y\|^\lambda, \quad w_t^{\text{min}}(z) := \max_{y \in \mathcal{D}_t} f(y) - 1q\|z - y\|^\lambda.
\]

Since the system \( f \) satisfies Assumption 1, it is possible to show that

\[
w_t^{\text{min}}(z) \leq f(z) \leq w_t^{\text{max}}(z), \quad \forall z \in \mathcal{Z},
\]

where the inequalities are meant element-wise.

Assumption 2 At each time \( t \in \mathbb{N} \), the nominal model \( f_t \) is chosen as a Hölder continuous function satisfying the following conditions

\[
w_t^{\text{min}}(z) \leq f_t(z) \leq w_t^{\text{max}}(z), \quad \forall z \in \mathcal{Z},
\]

\[
\|f_t(z) - f_t(y)\| \leq \alpha_1(\|z - y\|), \quad \forall z, y \in \mathcal{Z}, \quad \forall t \in \mathbb{N},
\]

\[
\|f_t(z) - f_{t+1}(z)\| \leq \alpha_2(\|w_t^{\text{max}}(z_t) - w_t^{\text{min}}(z_t)\|), \quad \forall z \in \mathcal{Z}, \quad \forall t \in \mathbb{N}.
\]

with \( \alpha_1, \alpha_2 \in \mathcal{K}_{\infty} \).
Assumption 2 is satisfied if the nominal model \( f_t \) is chosen as the average between the two confidence bounds, as depicted in Figure 1 for the case of a one-dimensional system. Note that condition (5c) implies that for any \( z \in \mathcal{Z} \), the model update is bounded above by a function \( \alpha_2 \) that solely depends on the most recently visited state-input pair \( z_t \), and not the considered state \( z \).

**Lemma 1** Condition (5c) can be equivalently re-stated as follows

\[
\|f_t(z) - f_{t+1}(z)\| \leq \alpha_2(\max_{y \in \mathcal{Z}} \| w_t^{\text{max}}(y) - w_t^{\text{min}}(y) - (w_{t+1}^{\text{max}}(y) - w_{t+1}^{\text{min}}(y)) \|), \quad \forall z \in \mathcal{Z}, \quad \forall t \in \mathbb{N}.
\]

**Proof** In the following, we focus on the more elaborated case where \( w_t^{\text{max}}(z) \neq w_{t+1}^{\text{max}}(z) \) and \( w_t^{\text{min}}(z) \neq w_{t+1}^{\text{min}}(z) \). The alternative case can be trivially shown by following similar steps.

\[
\begin{align*}
\|w_t^{\text{max}}(z) - w_t^{\text{min}}(z) - (w_{t+1}^{\text{max}}(z) - w_{t+1}^{\text{min}}(z))\| \\
\overset{(\text{a})}{=} \| \min_{y \in \mathcal{D}_t} \left[ f(y) + 1q||z - y||^4 - \max_{y \in \mathcal{D}_t} \left[ f(y) - 1q||z - y||^4 \right] \right] \|
\end{align*}
\]

where in (\( \ast \)) we use the subadditivity of the function \( \| \cdot \|_4 \) and that \( w_t^{\text{max}}(z) \neq w_{t+1}^{\text{max}}(z) \) and \( w_t^{\text{min}}(z) \neq w_{t+1}^{\text{min}}(z) \). Since the bound above holds for any \( z \in \mathcal{Z} \), then we have that

\[
\max_{y \in \mathcal{Z}} \| w_t^{\text{max}}(y) - w_t^{\text{min}}(y) - (w_{t+1}^{\text{max}}(y) - w_{t+1}^{\text{min}}(y)) \| = \| w_t^{\text{max}}(z_t) - w_t^{\text{min}}(z_t) \|,
\]

which concludes the proof.

Based on the confidence bounds, the uncertainty function \( \mathcal{W}_t \) is chosen as follows

\[
\mathcal{W}_t(z) := \left\{ w \in \mathbb{R}^n : w_t^{\text{min}}(z) \leq w + f_t(z) \leq w_t^{\text{max}}(z) \right\}.
\]

In Calliess (2014), it is shown that

\[
f_{t+1}(x, u) \oplus \mathcal{W}_{t+1}(x, u) \subseteq f_t(x, u) \oplus \mathcal{W}_t(x, u), \quad \forall (x, u) \in \mathcal{Z},
\]

Figure 1: Kinky inference bounds for \( \lambda = 1 \) (thin continuous lines) and mean function (dashed line, in red) compared against the true function (thick and continuous line, in blue) for a one-dimensional system.
\[
\mathcal{H}_t(z) = \{0\}, \ \forall z \in \mathcal{D}_t, \ t \in \mathbb{N}, \quad (7b)
\]
\[
f(x, u) - f_t(x, u) \in \mathcal{H}_t(x, u), \ \forall (x, u) \in \mathcal{X}, \ t \in \mathbb{N}. \quad (7c)
\]

Note in particular that (7b) implies that the uncertainty is zero at all data-points that have been observed in the past.

**Model Predictive Control scheme:** Our goal is to steer system (1) from some initial condition \(x_0 \in \mathcal{X}\) to the origin by choosing an appropriate input sequence \(u_t\), for each \(t \in \mathbb{N}\). To achieve this, we formulate a model predictive control scheme that employs the nominal dynamics \(f_t\) to predict the future evolution of the system, and leverages the uncertainty bounds \(\mathcal{H}_t\) to guarantee robust constraint satisfaction at each time-step.

Consider the following finite horizon cost function \(V: \mathbb{R}^{n \times N} \times \mathbb{R}^{m \times (N-1)} \rightarrow \mathbb{R}_{\geq 0}\) defined as
\[
V(x_{:|t}, u_{:|t}) = V_f(x_{N|t}) + \sum_{k=0}^{N-1} \ell(x_{k|t}, u_{k|t}),
\]
where \(\ell: \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}_{\geq 0}\) is the stage cost, while \(V_f: \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}\) is the terminal cost, and \(N \in \mathbb{N}_{>0}\) is the prediction horizon. The stage cost \(\ell\) is chosen to satisfy the following.

**Assumption 3** The stage cost \(\ell\) is continuous, and satisfies
\[
\alpha_3(||x||) \leq \inf_{u \in \mathcal{U}} \ell(x, u) \leq \alpha_4(||x||),
\]
for some \(\alpha_3, \alpha_4 \in \mathcal{K}_\infty\) and for all \(x \in \mathbb{R}^n\).

Assumption 3 is satisfied if \(\ell(x, u) := x^T Q x + u^T R u\), where \(Q, R > 0\) are matrices of appropriate dimension, Soloperto et al. (2022a).

**Assumption 4** There exist a terminal cost \(V_f: \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}\), terminal controller \(\kappa_f: \mathbb{R}^n \rightarrow \mathbb{R}^m\), terminal region \(\mathcal{X}_f \subseteq \mathcal{X}\), and functions \(\alpha_5, \alpha_6 \in \mathcal{K}_\infty\), such that, for all \(x \in \mathcal{X}_f\) and for all \(w \in \mathcal{W}_0(x, \kappa_f(x))\), it holds that
\[
\begin{align*}
f_0(x, \kappa_f(x)) + w & \subseteq \mathcal{X}_f, \quad (x, \kappa_f(x)) \in \mathcal{X}, \quad (9a) \\
\alpha_5(||x||) & \leq V_f(x) \leq \alpha_6(||x||), \quad (9b) \\
V_f(f_0(x, \kappa_f(x)) + w) - V_f(x) & \leq -\ell(x, \kappa_f(x)), \quad (9c)
\end{align*}
\]
Assumption 4 is satisfied if the origin is exponentially stable with a common Lyapunov function, Chen and Allgöwer (1998).

**Assumption 5** Given a nominal model \(f_t\), an uncertainty function \(\mathcal{H}_t\), and a state and input pair \((x, u) \in \mathcal{X}\), it is possible to construct tubes \(\mathcal{X}(x, u, t) \subseteq \mathcal{X}\) such that
\[
\begin{align*}
f_t(x, u) + \mathcal{H}_t(x, u) & \subseteq \mathcal{X}(x, u, t), \quad \forall t \in \mathbb{N}, \\
f_t(x, u) + \mathcal{H}_{t+1} & \subseteq f_t(x, u) + \mathcal{H}_t \Rightarrow \mathcal{X}(x, u, t+1) \subseteq \mathcal{X}(x, u, t).
\end{align*}
\]
Assumption 5 is common in robust MPC approaches that only consider the initial knowledge of the system, Köhler et al. (2020). In our case, satisfying it becomes “easier” over time, due to the monotonicity in uncertainty implied by (7a).

Given a nominal model \( f_t \), a description of the uncertainty \( \mathcal{W}_t \), a cost function \( V \), and an appropriately designed terminal set \( \mathcal{X}_f \), we consider the following finite-horizon optimal control problem

\[
\begin{align*}
\text{minimize} & \quad V(x_{\cdot|T}, u_{\cdot|T}) \\
\text{subject to} & \quad \begin{cases}
  x_{k+1|T} = f_t(x_{k|T}, u_{k|T}), \\
  x_{0|T} = x_T, \\
  f_t(\bar{x}_{k|T}, u_{k|T}) + w_{k|T} \in \mathcal{X}_{k+1|T}, \\
  (\bar{x}_{k|T}, u_{k|T}) \in \mathcal{I}, \\
  \forall w_{k|T} \in \mathcal{W}_t(\bar{x}_{k|T}, u_{k|T}), \\
  \forall \bar{x}_{k|T} \in \mathcal{X}_{k|T}, \\
  k = 0, \ldots, N - 1, \\
  x_t \in \mathcal{X}_{0|T}, \quad \mathcal{X}_{N|T} \subseteq \mathcal{X}_f,
\end{cases}
\end{align*}
\]

where \( \mathcal{X}_{\cdot|T} \) are appropriately constructed tubes that satisfy Assumption 5. The optimization problem (10) is a general description of a robust MPC scheme, and is not implementable without a proper construction of the sets \( \mathcal{X}_{\cdot|T} \). In Soloperto et al. (2019b), it is shown how (10) can describe several approaches, including MPC schemes for linear systems subject to bounded additive disturbance, Chisci et al. (2001) and Mayne et al. (2005), and nonlinear system subject to parametric uncertainties, Köhler et al. (2021).

We denote the optimizers of the Problem (10) by \( (\mathcal{X}_{\cdot|T}^*, x_{\cdot|T}^*, u_{\cdot|T}^*) = (\mathcal{X}_{0|T}^*, z_{\cdot|T}^*) \), and the optimal value by

\[
V^*_t(x_T) := V_f(x_{N|T}^*) + \sum_{k=0}^{N-1} \ell(x_{k|T}^*, u_{k|T}^*).
\]

The equality constraints (10a) produce a nominal trajectory \( x_{\cdot|T} \), obtained by propagating the initial condition \( x_T \) through the nominal model \( f_t \) with the input \( u_{\cdot|T} \). The constraints in (10b) are designed to ensure that the closed-loop trajectory of the system satisfies the constraints \( (x_T, u_T) \in \mathcal{I} \). This is achieved thanks to the introduction of the tubes \( \mathcal{X}_{\cdot|T} \subseteq \mathbb{R}^n \), which are guaranteed to contain the true state of the system at any time step if the inputs \( u_{\cdot|T} \) were to be applied.

The closed-loop system can be obtained by combining the optimal control input \( u_{0|T}^* \) with the dynamics (1) using the receding-horizon paradigm:

\[
x_{t+1} = f(x_t, u_t), \quad u_t = u_{0|T}^*.
\]

3. Theoretical analysis

In this section, we show that the closed-loop system converges to the origin despite the presence of model uncertainty. Let

\[
h_t(z) := \| w_t^{\max}(z) - w_t^{\min}(z) \|.
\]
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The function $h_t$ can be interpreted as the level of uncertainty about the system $f(z)$ at a given time $t$, where a small value of $h_t(z)$ implies accurate knowledge of $f(z)$. Based on (3) and (7), we have that $h_t(z) = 0$ for all the previously visited points $z \in \mathcal{D}_t$.

We define the uncertainty size $C_t \in \mathbb{R}_{\geq 0}$ across the entire space $\mathcal{X}$ as

$$C_t := \int_{z \in \mathcal{X}} h_t(z) dz. \quad (13)$$

According to (7), it is easy to verify that $0 \leq C_{t+1} \leq C_t < \infty$ for all $t \in \mathbb{N}$. The upper-bound is ensured since $\mathcal{X}$ is compact and $h_0(z) < \infty$ for all $z \in \mathcal{X}$.

**Lemma 2** Under Assumption 1, there exists a function $\alpha_7 \in \mathcal{K}_{\infty}$ such that $C_{t+1} - C_t \leq -\alpha_7(h_t(x_t, u_t))$ for all $t \in \mathbb{N}$.

**Proof** We begin by applying Lemma 3 of Soloperto et al. (2022b) to the function $h_t - h_{t+1}$. To this end, consider that $h_t - h_{t+1}$ is continuous in $z$ (since both $h_t$ and $h_{t+1}$ are) and, in particular, it is uniformly continuous in $z$ when restricted to $\mathcal{X}$. As a result, there exists some $\delta_1 \in \mathcal{K}_{\infty}$ such that

$$|h_t(z) - h_{t+1}(z) - [h_t(y) - h_{t+1}(y)]| \leq \delta_1(\|z - y\|), \quad \forall z, y \in \mathcal{X},$$

and we can therefore apply Lemma 3 of Soloperto et al. (2022b), which yields

$$h_t(z) - h_{t+1}(z) \leq \delta_2 \left( \int_{z \in \mathcal{X}} [h_t(z) - h_{t+1}(z)] dz \right),$$

for some $\delta_2 \in \mathcal{K}_{\infty}$ and for all $z \in \mathcal{X}$. The inequality holds if we apply the function $\delta_2^{-1} \in \mathcal{K}_{\infty}$ on both sides of the inequality (recall that the inverse of a $\mathcal{K}_{\infty}$ function exists and is itself $\mathcal{K}_{\infty}$, as stated in page 4, Kellett (2014)), obtaining for all $z \in \mathcal{X}$

$$\delta_2^{-1}(h_t(z) - h_{t+1}(z)) \leq \int_{z \in \mathcal{X}} [h_t(z) - h_{t+1}(z)] dz.$$

Choosing $\bar{z} = z_t$, we have $h_{t+1}(z_t) = 0$ from (7b), and therefore

$$C_{t+1} - C_t = \int_{z \in \mathcal{X}} h_{t+1}(z) dz - \int_{z \in \mathcal{X}} h_t(z) dz \leq -\delta_2^{-1}(h_t(z_t)) =: -\alpha_7(h_t(z_t)).$$

**Theorem 3** Let Assumptions 1, 3, 4, and 5 hold, and assume that the MPC problem (10) is feasible at time $t = 0$. Then, the MPC scheme (10) is feasible for all time $t \in \mathbb{N}_+$, and the closed-loop system (11) asymptotically converges to the origin while satisfying the state and input constraints (2).

**Proof** The proof of Theorem 3 is divided into three parts: in part a) we start by showing recursive feasibility of (10), in part b) we then show that the origin is input-to-state stable, i.e., it holds that

$$V_{t+1}^*(x_{t+1}) - V_t^*(x_t) \leq -\ell(x_t, u_t) + \alpha_8(h_t(z_t)), \quad \forall t \in \mathbb{N}_{>0}, \quad (14)$$

for some $\alpha_8 \in \mathcal{K}_{\infty}$, and finally in c) we show that $h_t(z_t) \to 0$ for $t \to \infty$. The combination of the last two points implies that the system asymptotically converges to the origin.
a) Recursive feasibility: We introduce two different state and input trajectories. One, denoted by $(\hat{x}_{|t+1}, \hat{u}_{|t+1})$, considers the case where the nominal model is not updated, i.e., $f_{t+1} = f_t$, while the other, denoted by $(\tilde{x}_{|t+1}, \tilde{u}_{|t+1})$, the case where the nominal model is updated. Note that the latter is the only trajectory that is guaranteed to be feasible in Problem (10) at time $t+1$ and that both trajectories share the same input $\hat{u}_{|t+1}$.

Let define $(\hat{x}_{|t+1}, \hat{u}_{|t+1})$ as

$$\hat{u}_{k|t+1} = u_{k+1}|_t, \quad k = 0, \ldots, N - 2, \quad \hat{u}_{N-1|t+1} = k_f(x_N^t),$$

$$\hat{x}_{0|t+1} = f_t(x_t, u_t), \quad \hat{x}_{k|t+1} = f_t(\hat{x}_{k-1|t+1}, \hat{u}_{k-1|t+1}), \quad k = 1, \ldots, N - 1.$$

The trajectory $(\hat{x}_{|t+1}, \hat{u}_{|t+1})$ satisfies the state and input constraints in (10) at time $t+1$, provided that the initial condition is $x_{t+1} = f_t(x_t, u_t)$. Likewise, we define $(\tilde{x}_{|t+1}, \tilde{u}_{|t+1})$ as

$$\tilde{x}_{k+1|t+1} = f_{t+1}(\tilde{x}_{k|t+1}, \tilde{u}_{k|t+1}), \quad k = 0, \ldots, N - 1, \quad \tilde{x}_{0|t+1} = f_{t+1}(x_t, u_t) = x_{t+1}.$$

Note that $(\hat{x}_{|t+1}, \hat{u}_{|t+1})$ is obtained by propagating the actual initial condition $x_{t+1} = f_t(x_t, u_t)$ through the updated dynamics $f_{t+1}$ under the input $\hat{u}_{|t+1}$, defined in (15).

Thanks to (7) and (9), we have that the trajectory $(\hat{x}_{|t+1}, \hat{u}_{|t+1})$ is feasible at time $t+1$ for Problem (10). The existence of candidate tubes is ensured based on Assumption 5.

b) Input-to-state stability: Starting from $k = 0$, we have

$$\|\hat{x}_{0|t+1} - \hat{x}_{0|t+1}\| (15) \Rightarrow (16) \|f_{t+1}(x_{t}, u_{t}) - f_{t}(x_{t}, u_{t})\| (5c) \leq \gamma_0(h_t(z_t)),$$

where $\gamma_0 := \alpha_2$. Then, for $k = 1, \ldots, N$, we can use induction to show that

$$\|\hat{x}_{k|t+1} - \hat{x}_{k|t+1}\| (15) \Rightarrow (16) \|f_{t+1}(\hat{x}_{k-1|t+1}, \hat{u}_{k-1|t+1}) - f_t(\tilde{x}_{k-1|t+1}, \tilde{u}_{k-1|t+1})\|$$

$$\leq \|f_{t+1}(\hat{x}_{k-1|t+1}, \hat{u}_{k-1|t+1}) - f_{t+1}(\tilde{x}_{k-1|t+1}, \tilde{u}_{k-1|t+1})\|$$

$$+ \|f_{t+1}(\tilde{x}_{k-1|t+1}, \tilde{u}_{k-1|t+1}) - f_t(\tilde{x}_{k-1|t+1}, \tilde{u}_{k-1|t+1})\|$$

(5c), (5b) \leq \alpha_1 (\|\hat{x}_{k-1|t+1} - \hat{x}_{k|t+1}\|) + \alpha_2 (h_t(z_t)) \Rightarrow (\alpha_1 \circ \gamma_k + \alpha_2)(h_t(z_t)) =: \gamma_{k+1}(h_t(z_t)),$

where for $k \geq 0$ we recursively define $\gamma_{k+1} := \alpha_1 \circ \gamma_k + \alpha_2$. Since class $\mathcal{K}_{\infty}$ functions are closed under composition and summation, Kellett (2014), we have $\gamma_{k+1} \in \mathcal{K}_{\infty}$. Therefore, from (18), we have that there always exists some $\gamma_k \in \mathcal{K}_{\infty}$ such that for $k = 0, 1, \ldots, N$ and for all $t \in \mathbb{N}$

$$\|\tilde{x}_{k|t+1} - \hat{x}_{k|t+1}\| \leq \gamma_k(h_t(z_t)).$$

Next, since the stage cost $\ell$ is continuous and $\mathcal{X}$ is compact, there exists some $\alpha_9 \in \mathcal{K}_{\infty}$ such that

$$\|\ell(x, u) - \ell(y, u)\| \leq \alpha_9(\|x - y\|),$$

for all $x, y \in \mathcal{X}$, Limon et al. (2009), Lemma 1. We now upper-bound the following difference

$$\sum_{k=0}^{N-2} \ell(\hat{x}_{k|t+1}, \hat{u}_{k|t+1}) - \ell(\tilde{x}_{k|t+1}, \tilde{u}_{k|t+1}) (19), (20) \sum_{k=0}^{N-2} (\alpha_9 \circ \gamma_k)(h_t(z_t)) =: \alpha_10(h_t(z_t)),$$

$$\sum_{k=0}^{N-2} \ell(\hat{x}_{k|t+1}, \hat{u}_{k|t+1}) - \ell(\tilde{x}_{k|t+1}, \tilde{u}_{k|t+1}) \leq \sum_{k=0}^{N-2} (\alpha_9 \circ \gamma_k)(h_t(z_t)) =: \alpha_10(h_t(z_t))$$
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where $\alpha_{10} := \sum_{k=0}^{N-2} \alpha_9 \circ \gamma_k \in \mathcal{K}_\infty$. Since by optimality we have that $V_{t+1}^*(x_{t+1}) \leq V(\hat{x}_{|t+1}, \hat{u}_{|t+1})$, we can make use of (21) to obtain
\[ V_{t+1}^*(x_{t+1}) - V_t^*(x_t) \leq V(\hat{x}_{|t+1}, \hat{u}_{|t+1}) - V_t^*(x_t) \]
\[ \leq -\ell(x_t, u_t) + \alpha_{10}(h_t(z_t)) \]
\[ + \ell(\hat{x}_{N-1}|_{t+1}, \hat{u}_{N-1}|_{t+1}) - V_f(x_{N|t}^*) + V_f(\hat{x}_{N|t+1}) \]
\[ (22) \]
Since $V_f$ is continuous and $\mathcal{X}$ is compact, there exists a function $\alpha_{11} \in \mathcal{K}_\infty$ such that
\[ \|V_f(x) - V_f(y)\| \leq \alpha_{11}(\|x - y\|), \]
\[ (23) \]
for all $x, y \in \mathcal{X}$. In the following, we upper-bound the sum of the last three terms in (22):
\[ \ell(\hat{x}_{N-1}|_{t+1}, \hat{u}_{N-1}|_{t+1}) - V_f(x_{N|t}^*) + V_f(\hat{x}_{N|t+1}) \]
\[ \leq \alpha_{11}(\|\hat{x}_{N-1}|_{t+1} - \hat{x}_{N-1}|_{t+1}\|) + \alpha_{10}(\|\hat{x}_{N-1}|_{t+1} - \hat{x}_{N-1}|_{t+1}\|) + \ell(x_{N|t}^*, \kappa_f(x_{N|t}^*)) \]
\[ \leq \alpha_{10}(h_t(z_t)) =: \alpha_{12}(h_t(z_t)), \]
\[ (24) \]
where we defined $\alpha_{12} := \alpha_9 \circ \gamma_{N-1} + \alpha_{11} \circ \gamma_N \in \mathcal{K}_\infty$. Combining (22) and (24), and choosing $\alpha_{8} := \alpha_{10} + \alpha_{12} \in \mathcal{K}_\infty$, we obtain (14). Since $V_t^*$ is an ISS Lyapunov function, the closed-loop system is input-to-state stable (compare Definition 1 and Theorem 1 in Li et al. (2018)).

c) Convergence: Using Lemma 2, it holds that
\[ \sum_{k=0}^{t} C_{k+1} - C_k \leq - \sum_{k=0}^{t} \alpha_7(h_k(z_k)) \Rightarrow \sum_{k=0}^{t} \alpha_7(h_k(z_k)) \leq C_0 - C_{t+1} \leq C_0. \]
Since the inequality above holds for all $t \in \mathbb{N}$, by taking the limit we have that
\[ \lim_{t \to \infty} \sum_{k=0}^{t} \alpha_7(h_k(z_k)) \leq C_0 \Rightarrow \lim_{t \to \infty} \alpha_7(h_t(z_t)) = 0 \iff \lim_{t \to \infty} h_t(z_t) = 0. \]
Using the fact that the closed-loop system is ISS, and since the term $h_t$ converges to zero for $t \to \infty$, we can leverage the converging-input converging-state property of ISS systems, as stated in Page 3, Jiang and Wang (2001), to conclude that $z_t \to 0$ as $t \to \infty$.

4. Numerical example

We consider a two-dimensional system described by the following dynamics
\[ x_{t+1} = \begin{bmatrix} 1 & 0.4 \\ 0 & 0.56 + 0.1 x_t^3 \end{bmatrix} x_t + \begin{bmatrix} 0 \\ 0.4 \end{bmatrix} u_t + \begin{bmatrix} 0 \end{bmatrix} \exp(-x_t^3), \]
\[ := \tilde{f}(x_t, u_t) \]
where \( x_t = (x^1_t, x^2_t) \in \mathbb{R}^2 \) and \( u_t \in \mathbb{R} \). We initialize the system with \( x_0 = (3, 0) \). The input constraints are defined as \( \mathcal{U} = \{ u \in \mathbb{R} : |u| \leq 2 \} \). The goal is to reach the origin while minimizing the stage cost \( \ell(x, u) = x^T Q x + u^T R u \), where \( Q = \text{diag}(1, 1) \), and \( R = 1 \).

For simplicity, we do not consider state constraints or a terminal region. It is possible to prove, using Lemma 2, Proposition 1 in Limon et al. (2009), and Theorem 4 in Boccia et al. (2014), that the system is ISS for a sufficiently large control horizon.

We considered the case where the function \( \hat{f} \) is known, while we use kinky inference to learn the unknown function \( x^1 \mapsto g(x^1) := 0.9 x^1 \exp(-x^1) \). Our nominal model \( f_t \) is therefore defined as \( f_t(x, u) = \hat{f}(x_t, u_t) + g_t(x^1) \), where \( g_0(x^1) = 0 \), for all \( x^1 \in \mathbb{R} \) and \( g_t \) is given by the mean of the upper and lower bounds of the Kinky inference. We over-approximate the Lipschitz constant of \( g \) in the operating range of states by choosing \( q = 1.5, \lambda = 1 \).

The MPC problem described here requires solving a nonlinear optimization problem including nonsmooth equality constraints. This is generally challenging. Future work should focus on adapting the theoretical analysis to the smoothed Kinky inference introduced in Manzano et al. (2019), where the nonsmoothness is not present.

We compare the performance of our scheme against an MPC scheme where \( f_t(x, u) \) is chosen as \( f_t(x, u) = \hat{f}(x, u) \). In Figure 2, it is possible to see that the lack of learning prevents the second scheme from converging to the origin. On the contrary, our adaptive MPC scheme takes advantage of new data to successfully regulate the system to the origin.

5. Conclusion

We considered the problem of regulating an unknown nonlinear system using an adaptive model predictive control scheme. Specifically, we considered systems that are continuous and deterministic, while the online-updated nominal models are learned through a kinky inference. We showed that, for the considered class of systems, a standard adaptive MPC scheme, i.e., only with a standard tracking cost function, the system converges, in closed-loop, to the origin. We illustrated our findings in a simulation example.
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