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Abstract

With the wide adaption of deep learning and pre-trained models rises the question of how to effectively reuse existing latent spaces for new applications. One important question is how the geometry of the latent space changes in-between different training runs of the same architecture and different architectures trained for the same task. Previous works proposed that the latent spaces for similar tasks are approximately isometric. However, in this work we show that method restricted to this assumption perform worse than when just using a linear transformation to align the latent spaces. We propose directly computing a transformation between the latent codes of different architectures which is more efficient than previous approaches and flexible wrt. to the type of transformation used. Our experiments show that aligning the latent space with a linear transformation performs best while not needing more prior knowledge.

1 Introduction

When training a neural network, the goal is for the network to find meaningful, intermediate representations that capture the data distribution so well it also holds information about new instances. These intermediate representations are often called latent spaces and compress the relevant information into a lower dimensional vector form. Normally the network is not restricted in the composition of these vectors but the assumption is that a successful training will build a latent space that is well suited to represent the task. This implies the possibility that different training runs and even different architectures might lead to similar latent space geometries when set up in similar domains but due to the complex energy landscape and the existence of numerous local minima the absolute value of latent vectors cannot be directly compared. This gives rise to the question of if and what properties are preserved in-between the latent spaces of well-trained networks, and whether we can make use of this information to be able to re-use latent spaces of pre-trained networks.

Some recent literature proposed that the transformation between latent spaces for similar tasks is an isometric one [18]. As a result, they proposed to lift the latent codes into a representation that is invariant under rotations and, thus, removes the influence of chosen hyper-parameters and initialisation that lead to different realisations of the isometric space. While this leads to very impressive results for zero-stitching latent spaces together, the change of representation forces a new network to be trained for any down-stream application.

In this work, we show that an invariant representation is not necessary because it just as straightforward to directly compute the transformation between latent spaces to align them. The latent space can then be directly re-used without any need for training a new network on a new representation,
and it also gives flexibility in using as much correspondence information as exists and to constrain the transformation in meaningful ways. Our experiments show that while a rigid transformation, composed of a rotation and translation, does give a good alignment of the latent spaces and still meaningful results on down-stream tasks, a linear transformation does a much better job while also being easier to optimise.

**Contributions.** We propose the theory that semantically related latent spaces even of very different network architectures are related by a linear transformation. Our experiments show that the more general linear transformation outperforms a rigid one (which has been proposed in previous work [18]) while still being efficient to optimise. Additionally, a direct alignment of latent spaces is very flexible w.r.t. the prior knowledge on corresponding elements of the domain, and can be applied to the entire training set, based on only a few selected anchors, or even without any given exactly matching elements.

### 2 Related Work

**The Geometry of Latent Spaces** The question of the geometry of latent spaces has been often discussed in literature [1][14]. It has been established that neural networks tend to converge to similar, stable minima [5][19] and, thus, the geometry of the latent space also shows similarities [20][23][25]. For example, the semantic clusters in self-supervised learning are stable in-between different trainings and architectures [2], and [9] showed that the filters learned by convolutional neural networks do not significantly differ between similar applications. While the theory is only established for very specific cases, this already gives rise to the question whether once-learned latent spaces can be easily reused in new applications and what prior knowledge is needed for such applications. In [18] Moschella et al. proposed that similar architectures on semantically comparable data learn latent spaces that are rigidly transformed versions of each other. As a result, they build a rigidly-invariant representation that lifts each latent code onto its Euclidean distance to each element of a chosen anchor set in the latent space, called relative representation. This concept can be extended to other measures of similarity than distance [6]. However, none of these measures are invariant under linear transformations [6]. In this work, we propose the theory that linear transformations are able to capture and align the latent spaces in many different settings with the additional advantage that linear transformations are easy to optimise for without the need to (re)train a network.

**Reusing Existing Latent Spaces** With the existence of a huge variety of already trained networks to download on the internet, the question arises to what extent and with what prior knowledge these
existing models can be reused for new applications. Transfer learning is probably the most common method which takes the pre-trained weights for one task and continues training for a short time on a different by tasks by just fine-tuning all or a subset of the network weights [4, 26]. However, joint representations can also be learned to allow a free exchange of information between different networks instead of just reusing the existing weights for faster training of a new task. For example, agents with different network architectures and based on different training data can learn a joint communication protocol in a self-supervised way [10] and robots can adapt to new tasks by aligning latent spaces in an unsupervised way [28].

Instead of improving downstream applications, knowledge about the similarity and correspondence of latent spaces can also be used to gain knowledge to analyse the network structures. The concept of stitching trains a separate network to align the latent spaces of layers in different networks to analyse their similarity in behaviour and learned intermediate representations but is more focused on the theoretical insights than reusing the latent spaces due to the need for careful training these networks [15, 22, 7]. A survey of how similarity of representation can be measured has been posted in [13, 12]. For directly reusing latent space information [18] proposed to lift the latent vector into a higher dimensional space by computing distances to a fixed set of anchors which makes them isometry invariant. Another line of work designed components of networks in a way that makes them reusable in different applications [10]. However, all these approaches require the training of specifically designed networks for re-usability. Most similar to ours is the work of [11] in which the latent spaces are aligned by a linear transformation but the transformation is computed by taking the eigendecomposition of the fully-known latent space whereas we can do with much less information. In this work, we will explore the possibilities of aligning latent spaces of arbitrary networks without any retraining. The concurrent work of [17] explores a similar idea in the setting of classification and comes to similar conclusions, however, the best performing class of transformations is not linear.

3 Method

Let \( \mathcal{N}, \mathcal{M} \) be two neural networks operating on the same domain, trained on training data from the same distribution, and generating latent spaces \( L_\mathcal{N} \) and \( L_\mathcal{M} \), respectively. The goal is to align \( L_\mathcal{N} \) and \( L_\mathcal{M} \) such that it is possible to reuse the latent embedding of one network for the other. To this end, we propose that using a linear transformation between the latent spaces is sufficient to achieve an alignment tight enough to be useful in practice. This is based on the observation that latent spaces do often show similarity in latent geometry [25] and result in rigidly transformed versions of each other [18]. We will evaluate our direct alignment approach against two proposed solutions from literature: stitching latent spaces together by learning the transformation function [15] (see Section 3.2), even though this was proposed for analysis of learned features, and relative representations [18], which build a new embedding based on distances to anchor points (see Section 3.3).

3.1 Direct Latent Alignment

Based on the observation of [18] and [25] that latent spaces tend to have a similar structure, we propose the alignment of \( L_\mathcal{N} \) and \( L_\mathcal{M} \) by optimising for the optimal linear or rigid transformation based on a chosen energy. Notice that while the assumption is the same, [18] lifts the latent space into a different representation which requires retraining at least part of the network. Our approach is able to directly operate on the existing latent spaces and can reuse all existing network parts. We optimise the following energy:

\[
\mathcal{T} = \arg \min_{T \in S} E(L_\mathcal{N}, L_\mathcal{M}, T),
\]

(1)

where in our experiments \( S \) is either the Euclidean group \( E(n) \) or \( \mathbb{R}^{n \times n} \) (but other choices are possible), and \( E \) describes an energy between the latent spaces. The main choice will be to optimise the alignment of known pairs \((x, y)\) of corresponding latent vectors in some given set \( X \subset L_\mathcal{N} \times L_\mathcal{M} \):

\[
E(l_\mathcal{N}, l_\mathcal{M}, T) = \sum_{(x,y) \in X} \|x - Ty\|_2^2.
\]

(2)

By choosing the squared Euclidean distance, it becomes straightforward to compute the optimal rigid or linear transformation between a set of points. The resulting transformation can easily be applied to new samples and does not require any kind of (re-)training of a network.
3.2 Latent Space Stitching

While restricting the transformation to a rigid or linear transformation is meaningful as we will see in the experiments, the transformation might as well be an arbitrary function. Using a network to convert the learned features of a network into each other has been proposed in [15] to analyse the similarity of layers but can also be utilised to reuse networks. This is an extension of our approach to fix a rigid or linear transformation to the latent spaces and more flexible in terms of transformation but more demanding in terms of knowledge about the training data since with a sufficiently large network any relation between latent spaces can be represented. We use three-layer MLPs to stitch two latent spaces together:

\[ F_s : \mathbb{R}^{l_N} \rightarrow \mathbb{R}^{l_M}, \quad F_s(x) = FC^{l_M}_{k \cdot l_N}(ReLU(FC^{k \cdot l_N}_{l_N}(ReLU(FC^{k \cdot l_N}_{x}(x))))) \]  (3)

where \( l_N, l_M \) are the dimensions of \( L_N, L_M \) and \( k \) is the factor of our hidden dimension and \( FC^j_i \) is a fully-connected layer from dimension \( i \) to \( j \).

3.3 Relative Representations

Another approach to make latent spaces comparable by lifting them into a relative representation was proposed by Moschella et al. [18]. It is based on the observation that latent spaces learned by similar networks for similar tasks on similar data tends to be related by a rigid transformation. Based on a set of pre-selected anchor elements \( A \subset X \) the relative representation of any \( x \in X \) is defined as

\[ r(x) = (\text{sim}(E(x), E(a_1)), \text{sim}(E(x), E(a_2)), \ldots, \text{sim}(E(x), E(a_{|A|}))) \]  (4)

where sim is a similarity function between elements of the latent space. In [18] sim was chosen to be the Euclidean distance, as this makes the lifting invariant to rigid transformations, but other measurements are possible and were explored in [6].

While this approach allows stitching together even latent spaces from very different distributions, it requires the careful selection of suitable anchors and a network dedicated to processing the relative representations which has to newly trained, either in an end-to-end fashion or with additional training data for each new application.

4 Experiments

We show in our experiments that aligning latent spaces with a linear transformation is as powerful as previously proposed approaches. To that end, we analyse the results with decreasing amount of knowledge about the training data during alignment and increasing differences in the network architecture and training data. We compare our method (Ours, Section 3.1) against learning a network approximation of the transformation (Stitching, Section 3.2) and using relative representations (RelReps, Section 3.3). For simplicity we choose basic autoencoder networks on a selection of image datasets.

In the first set of experiments in Section 4.2.1 we analyse the influence of the latent size onto the test reconstruction error, assuming the correspondence between the entire training set is given to tune
each method (only possible for ours and stitching). This serves as a lower bound for the expected performance. In subsequent experiments the setup is made harder by reducing the known number of correspondences between training examples (see Section 4.2.2 and Section 4.2.3) and choosing conceptually different architectures to generate the latent spaces (see Section 4.3.1).

4.1 Implementation Details

All experiments are done with Adam with learning rate 0.001 and batch size 64 on either a NVIDIA GeForce RTX 3080 or on a cluster with NVIDIA V100s. All experiments with reported standard deviation were repeated three times.

Network Architectures. The image autoencoder are simple convolutional neural networks with only convolutional and linear layers as well as ReLU activations. The focus is not on overall network performance but on comparing behavior between methods. The stitching networks are 3-layer MLPs with ReLUs and the hidden dimension $k$ is the only parameter. Relative representations introduces a relative projection function onto a higher dimensional latent code but we choose the network architectures as similar as possible except for this step for all methods. We will release the code including exact network architectures used after publication.

Relative Representations We use two variations of the relative representation framework, namely decoder-only and end2end. For decoder-only the encoder part of an autoencoder (as it was also used for our direct alignment and stitching) is used, then a relative representation based on randomly chosen anchors is produced in the latent space of this encoder, and a new decoder trained for the relative representation. In end2end, the anchors are chosen beforehand and the entire autoencoder with a relative representation in between is trained in an end-to-end manner. This allows the training to find a latent space that works well with the chosen anchors. The encoder and decoder architectures in both cases are identical to the architectures of the normal autoencoder except for the input dimension of the decoder which is adjusted to the anchor size.

4.2 Same Architecture

In this section, we conduct experiments using the same architectures and the maximum amount of knowledge about the used training data, and evaluate how well each method can reconstruct the results given the latent codes from a different training run. This will give a baseline for the quality of results and alignment that is achievable with every approach. We use the entire training set to compute the optimal rigid or linear transformation and to train the stitching network. We use an autoencoder setting on MNIST to these experiments and report the reconstruction error on the test set.

4.2.1 Full Training Correspondence

In this experiment, we use the entire training set to compute the optimal rigid or linear transformation, and to train the stitching network.

<table>
<thead>
<tr>
<th>latent</th>
<th>$\mathcal{N}$</th>
<th>$\mathcal{N} \rightarrow \mathcal{M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE baseline</td>
<td>rigid</td>
</tr>
<tr>
<td>2</td>
<td>0.646 ± 3.0</td>
<td>0.899 ± 64.7</td>
</tr>
<tr>
<td>10</td>
<td>0.514 ± 1.9</td>
<td>0.704 ± 78.6</td>
</tr>
<tr>
<td>30</td>
<td>0.483 ± 0.6</td>
<td>0.535 ± 20.9</td>
</tr>
<tr>
<td>50</td>
<td>0.476 ± 0.1</td>
<td>0.536 ± 14.0</td>
</tr>
<tr>
<td>100</td>
<td>0.473 ± 0.2</td>
<td>0.508 ± 20.9</td>
</tr>
<tr>
<td>150</td>
<td>0.472 ± 0.2</td>
<td>0.487 ± 09.7</td>
</tr>
</tbody>
</table>

Table 1: Test reconstruction error of ours and stitching on the MNIST dataset using full training data for alignment. Networks architectures are as similar as possible. For stitching $k$ refers to the factor of dimension increase from latent dimension to hidden dimension in the network. We **bold** the best numbers in the transfer setting of each method.
We first do a baseline experiment and hyperparameter tuning for relative representations on MNIST, which is likely due to the stronger assumption on the transformation which captures the change well (relative representations decoder-only and rigid direct alignment) and using the base autoencoder, (and in some cases even decreases) the performance which might be due to more anchors introducing more noise into the relative representation or badly chosen anchors. Therefore, we skip relative representations for this setting.

### 4.2.2 Anchor-Based Alignment

In this setting instead of knowing the correspondence of the entire training set, we assume only a handful of so-called anchor elements with correspondence is given (as coined by [18], see Section 3.3). Anchors are easy to produce for networks which have the same domain as an element can be encoded by two networks to produce corresponding latent codes but are not obvious to obtain for different domains. For this experiment we choose the anchors randomly from the training set but we explore some more structured approaches in Section ??.

We first do a baseline experiment and hyperparameter tuning for relative representations on MNIST, see Table [2]. The performance is not on-par with the results of Table [1] but this expected due to using less prior knowledge. Interestingly, increasing the number of anchors does not significantly increase (and in some cases even decreases) the performance which might be due to more anchors introducing more noise into the relative representation or badly chosen anchors.

<table>
<thead>
<tr>
<th>latent</th>
<th>anchor</th>
<th>test reconstruction error ± std. dev. × 10⁻³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AE baseline</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.646 ± 3.0</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>0.646 ± 3.0</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.514 ± 1.9</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.514 ± 1.9</td>
</tr>
<tr>
<td>30</td>
<td>100</td>
<td>0.483 ± 0.6</td>
</tr>
<tr>
<td>30</td>
<td>300</td>
<td>0.483 ± 0.6</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.476 ± 0.1</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>0.476 ± 0.1</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.473 ± 0.2</td>
</tr>
<tr>
<td>100</td>
<td>300</td>
<td>0.473 ± 0.2</td>
</tr>
</tbody>
</table>

Table 2: Test reconstruction error of relative representations with different latent sizes and number of anchors on MNIST. Anchors are chosen at random. AE baseline refers to a normal training without relative representations for reference. decoder-only takes the latent space of AE baseline and trains a decoder on a relative representation of this latent space. end2end trains the relative latent space directly in the autoencoder training.

The second part of the experiments applies our direct alignment and stitching with anchors instead of the full training set. The results are reported in Table [3]. Our direct alignment with a linear transformation achieves the best results. The performance of stitching decreases significantly from the full training correspondence case due to the network not being able to generalise to the test set from the small amount of samples. The direct alignment only has a small decrease in performance which is likely due to the stronger assumption on the transformation which captures the change well and, therefore, generalises very quickly with some exceptions where the random anchors are chosen badly. This could, for example, happen if the linear system is underdetermined for which we use the minimum norm solution but it is not clear whether this is meaningful. In future experiments, which are all based on few anchor points, we will not consider stitching anymore as it is not well suited for these settings.

**Interesting Note.** In all methods that are based on an assumption of rigidity between latent spaces (relative representations decoder-only and rigid direct alignment) and using the base autoencoder,
there is a drop in transfer performance visible for latent dimension 50. This is due to all pairings
with one specific of the auto-encoders not transferring well and all rigid transfers based on this latent
space having very high errors. This indicates while often the rigid assumption is reasonable, there
might be some configuration which it cannot capture but linear transformations can.

4.2.3 Geometry-Based Alignment

While constructing anchors is certainly possible in many settings, it does require some knowledge
about the training setup or prior changes to incorporate them (in case of relative representations).
In the ideal case, we could align the latent spaces without or just minimal knowledge. We propose to do
this just by using the class information of the training data. First, we use the latent class means as
anchors instead of exact correspondences. Second, we perform iterative closest points (ICP) \(^3\) using
the class information by restricting the nearest neighbor step to points of the same class to guide
the optimization. These experiments are not possible with relative representations and stitching as their
require too many anchors or training examples. Thus, we only evaluate our approach.

<table>
<thead>
<tr>
<th>l.</th>
<th>a.</th>
<th>(N\rightarrow M)</th>
<th>test reconstruction error ± std. dev. (\times 10^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.064 ± 3.0</td>
<td>0.087 ± 70.5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.514 ± 1.9</td>
<td>0.707 ± 79.9</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.483 ± 0.6</td>
<td>0.730 ± 25.9</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.476 ± 0.1</td>
<td>0.660 ± 4.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>l.</th>
<th>a.</th>
<th>(N\rightarrow M)</th>
<th>test reconstruction error ± std. dev. (\times 10^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.646 ± 3.0</td>
<td>0.801 ± 019.8</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.514 ± 1.9</td>
<td>0.702 ± 111.4</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.483 ± 0.6</td>
<td>0.747 ± 025.4</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.476 ± 0.1</td>
<td>0.747 ± 025.4</td>
</tr>
</tbody>
</table>

Table 3: Test reconstruction error of ours and stitching on the MNIST dataset using \(n\) corresponding
anchor points for alignment. Networks architectures are as similar as possible. For stitching \(k\) refers
to the factor of dimension increase from latent dimension to hidden dimension in the network.

Table 4: Test reconstruction error after alignment of latent spaces with no correspondences and just
class-wise labels. Means computes the class latent mean as anchors and means+ICP does iterative
closest points with only class-wise nearest neighbors.

The results are reported in Table 3. For low dimensions using the means as anchors leads to a similar
performance than using random correspondences. This is expected as the means are guaranteed
to cover the majority of the latent space. For higher dimensions the performance lacks behind
the random anchors, likely due to the linear system being underdetermined. Since MNIST only
contains 10 classes, this means only 10 anchors can be generated in this way. This is a weakness
of this approach as the number of classes cannot be manipulated, however, we believe any uniform
sampling scheme from the latent space would work as a replacement. Unfortunately, applying ICP
on the training latent codes, even when using class information as initialization or for the nearest
neighbor step, leads to degradation of the accuracy. We believe this might be due to ICP relying on local
geometric details for a tight alignment which the latent space does not provide. Thus, a completely
prior knowledge-free method to align the latent spaces was not achieved.
4.3 Different Network Architecture

While it might be less surprising that one architecture generates latent spaces of similar structure, we test if this trend transfers to latent spaces of different architectures but trained on the same (Section 4.3.1).

4.3.1 Anchor-Based Alignment

In this experiment, we train two autoencoders, a convolutional network (similar to the last sections) and an MLP on the FashionMNIST dataset [27]. Then, we use our direct mapping and relative representations to transfer the latent codes between these networks. The results are reported in Table 5 and Table 6. Qualitative results of the transfer are shown in Figure 3 and Figure 4.

The first interesting observation in the results is that the base performance of the non-relative autoencoder without transfer is better than the relative one and the qualitative results show less sharpness in the CNN. This could indicate that lifting to the relative representation is not loss-free (possibly due to chosen anchors being outliers). Note that we did not use Fourier features in the MLP, thus, the reconstruction is smoothed [21, 24] but we wanted to keep the influence clean and transfer between networks with varying performance is more interesting.

Overall, the transfer in-between the CNN and MLP architecture works best when using a linear transformation to align the latent spaces while the direct rigid alignment leads to very inaccurate solutions. Relative representations work better than the rigid alignment, even though it is also based on a rigid assumption, and might be able to learn some robust against deviation from rotational changes in the extra training process. The decoder-only transfer fails completely, as is visible in the
Table 5: Test reconstruction error of ours and relative representations decoder on the FashionMNIST dataset when using both a CNN and an MLP as the two base networks. The $N$ and $M$ rows are identical in top and bottom and just repeated for reference.

<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{N}$</th>
<th>$\mathcal{M}$</th>
<th>$\mathcal{N} \rightarrow \mathcal{M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a.</td>
<td>conv</td>
<td>MLP</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.066 ± 3.4</td>
<td>0.094 ± 0.8</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>0.045 ± 0.8</td>
<td>0.058 ± 0.6</td>
</tr>
</tbody>
</table>

Table 6: Test reconstruction error of end2end trained relative representations on the FashionMNIST dataset when using a CNN and an MLP in the base networks. While the original end2end training performs much better than for the non-relative case (Table 5), the performance degrades significantly more when transferring to the latent space of a different architecture.

We explored the possibility of directly aligning semantically similar latent spaces with a rigid or linear transformation which opens the option to switch latent codes between already trained networks. The advantage of this approach that it is not necessary to change anything about the network or retrain something, any pre-trained model can be reused and only minimal knowledge about the transformation is needed in the form on sparse anchor points to optimise the matrix. Our experiments include cases where the network architecture is completely different, a CNN and an MLP, but the full extend of this property and its theoretical background needs to be explored in future work. Specifically, we showed that a linear transformation works considerably better than a rigid one which indicates that the assumption used for example in [18] that the latent spaces are rigidly related often does not hold well, and linear transformations are a kind of transformation that can not yet be captured by relative transformations [6].
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