Unsupervised learning on spontaneous retinal activity leads to efficient neural representation geometry
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Abstract

Prior to the onset of vision, neurons in the developing mammalian retina spontaneously fire in correlated activity patterns known as retinal waves. Experimental evidence suggests that retinal waves strongly influence the emergence of sensory representations before visual experience. We aim to model this early stage of functional development by using movies of neurally active developing retinas as pre-training data for neural networks. Specifically, we pre-train a ResNet-18 with an unsupervised contrastive learning objective (SimCLR) on both simulated and experimentally-obtained movies of retinal waves, then evaluate its performance on image classification tasks. We find that pre-training on retinal waves significantly improves performance on tasks that test object invariance to spatial translation, while slightly improving performance on more complex tasks like image classification. Notably, these performance boosts are realized on held-out natural images even though the pre-training procedure does not include any natural image data. We then propose a geometrical explanation for the increase in network performance, namely that the spatiotemporal characteristics of retinal waves facilitate the formation of separable feature representations. In particular, we demonstrate that networks pre-trained on retinal waves are more effective at separating image manifolds than randomly initialized networks, especially for manifolds defined by sets of spatial translations. These findings indicate that the broad spatiotemporal properties of retinal waves prepare networks for higher order feature extraction.

1 Introduction

The visual system has an extraordinary capacity for rapidly and accurately recognizing distinct objects in the face of identity-preserving transformations \cite{1,2,3}. Neural recordings suggest this is in part possible due to the high degree of linear separability between neural responses to different stimuli \cite{4,2}. Interestingly, deep convolutional neural networks (DCNNs) trained to classify images can perform invariant object categorization at near human-level accuracy \cite{5} and have been shown to

exhibit representations similar to neural activities in mammalian systems [6, 7]. Furthermore, DCNN layers have analogous properties to the visual hierarchy, whereby feature transformations at each layer induce linear separability in the object manifolds [8]. DCNNs therefore offer a useful testbed for modeling the visual system [9, 10, 11, 12]. However, the supervised learning methods used to train these models are unlikely to explain how the brain learns object recognition, given that large amounts of labeled examples are not necessary for visual development [13, 14, 15, 16]. In this work, we explore the potential of innate neural activity as pre-training data for DCNNs and ask whether the internal representations that enable object recognition can be learned without access to any external visual information.

The motivation for this work is grounded in developmental neurobiology. Many key aspects of visual system organization are well-established before visual experience, such as topographic maps, orientation selectivity, and ocular dominance [17]. Notably, axon targeting can largely be learned by innately generated signals such as spontaneous neural activity and molecular guidance cues [18]. These findings suggest external stimuli are unnecessary for the initial development of the early visual system.

Here, we investigate whether a particular form of spontaneous activity known as retinal waves can instruct formation of the feed-forward connections that support object recognition. Retinal waves are a developmental phenomenon characterized by correlated patterns of propagating, network-level activity among groups of retinal ganglion cells (RGCs) prior to eye-opening [19]. Experimental and computational evidence suggests that retinal waves instruct the formation of retinotopic maps, enabling RGC axons to reach their targets in the superior colliculus and lateral geniculate nucleus before the onset of visual experience [20, 21, 22, 23, 24, 25].

Our core finding is that DCNNs pre-trained on movies of retinal waves produce more linearly separable representations of natural images compared to randomly initialized networks. To demonstrate this, we pre-train the hidden layers in a ResNet-18 classifier on calcium imaging movies of whole developing mouse retinas using the SimCLR [26] objective. This task-independent phase is meant to simulate the experience-independent period of visual development prior to eye-opening. We then evaluate network performance on a set of image classification tasks and find that networks pre-trained on retinal wave timecourses consistently outperform random controls. We explain this performance increase using the framework of manifold geometry [27]. Specifically, we characterize the geometry of the networks’ internal feature representations [28] and find that networks pre-trained on retinal waves more effectively separate object manifolds. We also find the extent of separability is task-dependent and most pronounced for tasks that test spatial invariances. Our results suggest that the spatiotemporal information in retinal waves is relevant for object recognition in natural scenes and point towards an instructive role for retinal waves during early synapse formation in visual circuits.

2 Methods

2.1 Pre-training

To test whether spatiotemporal features of retinal waves learned during pre-training will improve performance on visual tasks, we follow the pipeline described in Fig. 1. Given a movie of a neurally active developing retina (Fig. 1A), we first train a ResNet-18 to compress temporally consecutive frames of the movie in output space, while pushing apart temporally distant frames (Fig. 1B) using the SimCLR training objective [26]. This is in accordance with the finding that temporally close activity bursts convey the most spatial information about relative RGC position [29, 30]. This phase is meant to simulate the period of cortical development prior to visual experience. We pre-train two kinds of networks: the first using macroscope movies of retinal waves obtained via calcium imaging of whole developing mouse retinas using the SimCLR [26] objective. This task-independent phase is meant to simulate the experience-independent period of visual development prior to eye-opening. We then evaluate network performance on a set of image classification tasks and find that networks pre-trained on retinal wave timecourses consistently outperform random controls. We explain this performance increase using the framework of manifold geometry [27]. Specifically, we characterize the geometry of the networks’ internal feature representations [28] and find that networks pre-trained on retinal waves more effectively separate object manifolds. We also find the extent of separability is task-dependent and most pronounced for tasks that test spatial invariances. Our results suggest that the spatiotemporal information in retinal waves is relevant for object recognition in natural scenes and point towards an instructive role for retinal waves during early synapse formation in visual circuits.
spatially shuffled pre-training controls for how much task information can be inferred only through temporally local changes in the population statistics of RGC activity. Comparing temporally shuffled and spatiotemporally shuffled waves controls for the amount of task-relevant, temporally non-local information in retinal waves. If correlations between temporally distant frames are relevant for a given task, networks trained on temporally shuffled waves should perform better than those trained on spatiotemporally shuffled waves. We compare all pre-training conditions to a He random initialized control network that has not been pre-trained, for a total of nine conditions.

Preprocessing: To filter out calcium transients, periods of inactivity, and random noise in the calcium imaging data, watershed image segmentation is used to identify periods of continuous retinal wave activity spanning a given number of frames, with each period denoted as a “wave event”. We use publicly available code for watershed segmentation from https://github.com/Llamero/Feller_Retinal_Wave_Analysis. We aggregate movies from four retinas, resulting in ~60,000 total frames of real retinal wave pre-training data. Simulated retinal wave data is generated using the model in [31] “out-of-the-box”. The area parameter of the simulation is changed to match the area of the isolated real retinas, and the “strength” parameter $\alpha$ is modified to 0.5 to increase the wave frequency and eliminate long periods of inactivity. The model frame rate is matched to that of the macroscope data. The model is run to obtain a total of ~237,000 frames of simulation data. Because
the simulated data is far less noisy than the real data, wave events are simply taken as the sets of frames in between periods of cell inactivity, without the need for image segmentation.

**Hyperparameters:** Networks are pre-trained with a projector layer \([32]\) of dimensions \(8192 \times 8192 \times 8192\) for 100 epochs with a learning rate of 0.0001 and Adam optimization based on a grid hyperparameter search. Because wave events occur for varying lengths of time, batches are formed by randomly sampling whole wave events from the movie until the total number of sampled frames exceeds a threshold value of 3000. Positive examples are defined as consecutive frames within the same wave event, and negative examples are defined as all frames outside of that wave event.

### 2.2 Task training

To test the effects of pre-training on task performance, we add a linear readout layer to the pre-trained weights and train linear readout layer weights on labeled images while leaving the pre-trained hidden layer weights fixed (Fig. 1C). This phase is meant to simulate a test of the functionality gained from retinal wave activity at the onset of visual experience. We use this procedure to evaluate network performance on three labeling tasks. We report the mean and standard deviations for test accuracy across the three seeded random network initializations.

**Classification task:** The first task is standard image classification on CIFAR-10.

**Spatial translation task:** For the second task, we train networks to classify spatially translated images drawn from CIFAR-100. To generate the task data, we first choose 10 of 100 classes at random and draw a random image from each class, which we denote as a “base” image. An image in the task dataset is then generated as a random affine transformation (up to 16 pixels in the \(x\) and \(y\) directions) of one of the 10 base images. Using this procedure, each base image is used to generate 5000 training images and 1000 test images, for a total of 50,000 training images and 10,000 test images. The networks are trained to classify a given training image with the label of its original base image.

**Color change task:** For the third task, we train networks to classify recolorations of the same 10 base images used in the spatial translation task. The task data is generated by the same procedure, only instead of random affine transformations, we apply random color transformations to the base image that range from 50 to 100% changes in saturation, brightness, contrast, and hue. The networks are trained to classify a given training image with the label of its original base image.

**Hyperparameters:** In task training, the projector dimension used in pre-training is removed and replaced with a \(512 \times 10\) linear readout layer \([32]\). The readout layer is trained for 100 epochs, batches of size 100, and learning rate of 0.0001 on 50,000 labeled training images. The performance is evaluated on 10,000 labeled test images.

### 2.3 Manifold analysis

![Manifold analysis](image)

**Figure 2: Illustration of point cloud manifolds.** (A) Tangled manifolds exhibit low capacity (B) untangled manifolds exhibit high capacity and are separable by a hyperplane (C) manifold dimension measures spread of anchor points across the manifold axes by projection of a Gaussian vector onto an anchor point. Manifold radius measures the norm of an anchor point in the manifold subspace.

The set of neural responses to different presentations of a given stimulus define a neural object manifold. The linear separability of these manifolds as a function of their geometry enables discrimination
between stimuli [27]. We use this framework to characterize how pre-training on retinal waves changes the geometry of representation. We examine three quantities of manifolds that determine their separability, namely the capacity $\alpha_c$, the dimension $D_M$, and the radius $R_M$.

**Capacity** $\alpha_c$: We consider a set of $P$ object manifolds linearly separable if they can be classified into binary classes by a hyperplane in $N$-dimensional feature space. The theory of manifold geometry shows that the value of the manifold capacity $\alpha_c$ determines the extent of separability in the limit of large $P$ and $N$: if $P/N < \alpha_c$, the manifolds are separable with high probability; if $P/N > \alpha_c$, the manifolds are inseparable with high probability. Therefore, the higher the value of $\alpha_c$, the higher the probability of separability for a given set of manifolds (Figs. 2A,B). For point-cloud manifolds, in which each manifold consists of $M$ data points each corresponding to an example of the given object, the capacity can be shown to be bounded as $\frac{\alpha_c}{\sqrt{2}} \leq \alpha_c \leq 2 \sqrt{\frac{\alpha_c}{2}}$ [28]. The theory of manifold geometry also shows that capacity is determined by two quantities which describe the geometry of the object manifolds in $N$-space: the dimension $D_M$ and the radius $R_M$. These are statistical quantities defined for each manifold by considering the spread of points in the manifold’s convex hull, called anchor points, over variations in the manifold’s labeling and location in $N$-space (Fig. 2C). For large $N$, $\alpha_c$ is inversely proportional to $\sqrt{D_M}$ and $R_M$ [28]. All three quantities — $\alpha_c$, $D_M$, and $R_M$ — are estimated using algorithms based on statistical mechanical mean-field techniques described in [34].

**Dimension** $D_M$: Dimension is the spread of anchor points across the manifold axes and estimates the average embedding dimension of the manifold (Fig. 2C).

**Radius** $R_M$: Radius is the average distance between the manifold center and anchor points and reflects the scale of the manifold compared to the overall data distribution. (Fig. 2C).

**Simulation capacity** $\alpha_{\text{sim}}$: We note that $\alpha_c$ is a theoretical estimate of linear separability that may deviate from the true capacity in the regime of finite manifolds $P$ and feature dimensions $N$ [28]. Simulation capacity provides a numerical approximation of the ground-truth manifold capacity. We calculate simulation capacity by first running linear classifications with fixed $P$ and varying $N$ until the probability of manifold separation converges to 0.5. The final value of $N = N_c$ is used to calculate the simulation capacity $\alpha_{\text{sim}} = P/N_c$. We report the correspondence between $\alpha_c$ and simulation capacity in Fig. S2.

**Task data manifolds:** To examine how pre-training with retinal waves affects the geometry, and in turn the separability, of neural object manifolds for each task, we extract the network activations at each ReLU layer for $P = 50$ manifolds consisting of $M = 20$ examples. For standard classification, each manifold corresponds to an image class in CIFAR-100. Examples for each manifold are drawn from the given class based on the ranked 20-highest softmax probability scores output by a well-trained classifier. For both spatial translation and color change, each manifold corresponds to one random base image drawn from CIFAR-100. Examples for each spatial translation manifold are generated by applying random affine shifts up to 3 pixels in both directions to the base image. Examples for each color change manifold are generated by applying random 50 – 150% changes in saturation, brightness, hue, and contrast to the base image. We also measure the capacity and geometry of the manifolds defined by retinal waves, where each manifold consists of frames belonging to a given wave event (Fig. S1).

We report the mean and standard deviations for all manifold quantities across three seeded random network initializations. For all manifold analysis, we use publicly available code from [https://github.com/schung039/neural_manifolds_replicaMFT](https://github.com/schung039/neural_manifolds_replicaMFT).

Pre-training, task training, and manifold analysis was done on an internal cluster using NVIDIA 16 GB V100 (Volta) GPUs. All code for pre-processing, pre-training, task training, and analysis is available at [https://github.com/chung-neuroai-lab/retinal_waves_learning](https://github.com/chung-neuroai-lab/retinal_waves_learning).

## 3 Results

### 3.1 Pre-training on retinal waves improves task performance

Our main result is that self-supervised pre-training of networks on movies of retinal waves improves object separability for labeled natural images. We find that pre-training on the original, unshuffled wave movies yields the highest performance increase in the spatial translation task (Fig. 3). This suggests that retinal waves contain information that supports learning object invariance to spatial
translation. Pre-training on spatially shuffled waves yields a moderate improvement above random initialization in this task, suggesting that learning temporally local changes in the overall distribution of activities is also relevant for this function. Destroying the temporal structure of the waves, however, yields performance below random initialization, as shown in the temporally and spatiotemporally shuffled pre-training conditions. This suggests that temporally local, rather than global correlations in retinal waves are most relevant for learning spatial invariance. This is consistent with the previous finding that little information is gained by considering RGC activity bursts more than 3 sec (around 35 frames) apart \[29, 30\]. These networks perhaps even learn non-local features that actually hinder task learning, as suggested by their below-random-network performance. We further explore this idea in Sec. 3.3.

Classification is a far more complex task than spatial translation as it requires mapping visual information onto higher level semantic structures, information not present retinal waves. Accordingly, performance for this task is significantly lower for pre-trained networks overall than for spatial translation. However, networks trained on unshuffled waves still perform slightly better than the others (Fig. 3). A similar trend emerges for the color change task, for which we also did not expect pre-training to yield any advantage. A potential reason for the performance increases in both cases is the persistence of similar features across examples in the same class. Visual patterns like edges and curves are features that retinal waves may train the visual system to recognize \[35\]. We further explore reasons for these small performance boosts in 3.3.

While accuracy provides a proxy for the task-specific relevance of retinal waves, it does not give insight into how retinal waves influence learned feature representations. In the next section, we address this question by examining the geometry of task object manifolds across pre-training conditions.

### 3.2 Pre-training on retinal waves increases separability for manifolds defined by invariance to spatial translation

Previous work shows that DCNNs trained to classify images increase the object manifold capacity from the input to output layers \[8\]. We only observe this behavior for the spatial translation manifold. Consistent with the accuracy results, networks trained on unshuffled waves and spatially shuffled waves yield increases in capacity relative to randomly initialized networks, while networks trained on temporally and spatiotemporally shuffled waves do not substantially change the capacity between the input and output layers (Fig. 4). As expected, the spatial translation manifolds in networks pre-trained on unshuffled waves also have lower dimension and radius compared to those in the other networks, while networks pre-trained on spatially shuffled waves only appear to decrease the radius (Fig. 5). These results suggest that pre-training on retinal waves has a direct influence on the geometry and separability of neural object manifolds for tasks that involve learning spatial invariance.

In all networks, the capacity of the CIFAR class manifold (see inset, Fig. 4) remains nearly constant around the theoretical lower bound of 0.1 (Sec. 2.3). All networks also yield a decrease in capacity
for the color change manifold at each successive layer (Fig. 4). (Although the network trained on simulated unshuffled waves appears to have a relatively high capacity for the color change manifold, this particular value actually overestimates the ground truth simulation capacity, which we show in Fig. S2). The dimensions and radii of the CIFAR class and color change manifolds also do not show any consistent ordering that points to a clear advantage of pre-training on retinal waves relative to the random baseline (Fig. 5). These results are consistent with the poor accuracy in these tasks across all networks. However, if pre-training does not substantially affect these object manifolds, what accounts for the slight boost in performance on these tasks for the networks pre-trained on unshuffled waves? To address this question, we explore two factors external to the geometry of individual manifolds, namely the inter-manifold correlation and the effective dimensionality of the feature space.

**Figure 4:** Changes in classification capacity over network layers. Asterisks indicate that the capacity of spatial translation manifolds increases the most along the hierarchy of the network pre-trained on unshuffled retinal waves.

**Figure 5:** Changes in manifold geometry over network layers. Asterisks indicate that networks pre-trained on unshuffled retinal waves most effectively compress spatial translation manifolds.
3.3 Pre-training on retinal waves decreases inter-manifold correlations and maintain effective dimensionality

A high degree of correlation between manifold centers may lead to clustering of object manifolds in feature space, making them more difficult to separate and decreasing the effective capacity. Previous work demonstrates that training DCNNs leads to decorrelation of the manifold centers [8]. Here, we measure the pairwise correlation coefficient between manifold centers at each network layer and find that networks pre-trained on unshuffled retinal waves decrease center correlations relative to randomly initialized networks and networks pre-trained on spatially shuffled waves for all three tasks (Fig. 6). Unshuffled pre-training also leads to a generally consistent decrease in correlation along at each successive network layer. Interestingly, temporally and spatiotemporally shuffled pre-training also produce networks that exhibit this behavior, in addition to having lower correlations than in the unshuffled case. However, based on their poor task performance and low capacities of their feature representations, it is likely this is simply due to the explosion in dimensionality of their respective feature spaces, which we discuss next.

Ideally, a well-trained classifier will extract the features that correspond to the highest sources of variance in the data, while separating out low-variance features that do not correspond to meaningful distinctions between samples. Participation ratio ($PR$) varies from 1 to $N$ and measures how data variance is spread out across the feature dimensions: if $PR = 1$, the variance is concentrated entirely in one feature; if $PR = N$, the variance is spread out evenly across all features [40]. In general, a good classifier will maintain a $PR > 1$ in the feature dimensions so as not to destroy the structure in the data, while also keeping $PR < N$ so as to preserve only the meaningful features that capture the latent dimensionality of the data. The layer-wise participation ratio suggests that networks pre-trained on unshuffled waves maintain this happy medium in all three tasks (Fig. 6). Networks pre-trained on spatially shuffled waves decrease participation ratio to near the lower bound, consistent with the idea that they broadly capture population-level statistics, but fail to learn many spatially local features that likely lie along other dimensions. The large increase in $PR$ observed in networks trained on temporally and spatiotemporally shuffled waves suggests that they do in fact learn features that are not relevant for the task dataset, as proposed in Section 3.1. These extraneous features would account for the increase in $PR$ above the values observed in other networks. Notably, correlation and $PR$ are inversely related, suggesting that high effective dimensionality is a factor in separation of manifold centers. The trends observed in $PR$ are consistent with the trends in layer-wise explained variance, which measures how many feature dimensions account for a given percentage of variance in the data (Fig. S3).

4 Discussion

To our knowledge, this is the first computational work that directly explores how real retinal waves can influence neural object representations, demonstrating a bioplausible means of learning spatial invariance without training on large datasets of labeled images. While DCNNs trained on labeled images achieve state-of-the-art performance and even predict neural responses [6, 37], these models are unlikely to explain how biological vision develops. Unsupervised and self-supervised learning mechanisms have therefore been proposed as biologically plausible means of learning object recognition [16]. However, standard implementations of these algorithms still require natural images or videos as training inputs, which effectively simulate a visual experience. Though visual experience certainly shapes cortical functional development [38, 39, 40, 41], models that wholly rely on image data do not account for the functionality, connectivity, and feature selectivity already observed in animals prior to the onset of vision [42, 43, 44, 45, 46]. Consistent with our results, previous work has demonstrated that self-supervised learning on structured noise can improve classification accuracy on unseen images [47, 48, 49]. Additionally, simulated retinal waves have been shown to yield V1-like receptive fields when used as inputs for sparse coding algorithms [50, 24, 51] and slow feature analysis [51].

We demonstrate that pre-training on retinal waves has two primary effects on learned representations that can account for increases in task performance. The first is an increase in the separability of individual object manifolds. This effect is pronounced in the spatial translation task, suggesting that the spatiotemporal characteristics of retinal waves train networks to learn spatial translation invariance. To show this, we analyze the geometry of the neural object manifolds defined by affine transformations of a single object (image) and find they are more linearly separable when represented
Changes in inter-manifold correlation and participation ratio along network layers. Only the network pre-trained on unshuffled waves consistently reduces correlation and avoids vanishing/exploding dimensionality.

Figure 6: Changes in inter-manifold correlation and participation ratio along network layers. Only the network pre-trained on unshuffled waves consistently reduces correlation and avoids vanishing/exploding dimensionality.

in networks pre-trained on unshuffled retinal waves (Figs. 4, 5). Both the spatial and temporal characteristics of retinal waves are necessary for learning this task, as pre-training on spatially and/or temporally shuffled retinal waves leads to poor separability of spatial translation manifolds. Pre-training does not have a significant effect on the separability of the manifolds defined by CIFAR image classes or color changes of a single object (Figs. 4, 5), suggesting a qualitative bound on the scope of tasks for which retinal waves are useful training signals.

We also observe that pre-training on retinal waves reduces center correlations between neural object manifolds and increases the effective dimensionality of the feature space (Figs. 6). Both effects are directly correlated with linear separability and appear to be independent of the effect on individual manifold separability, as they are observed in all three tasks.

Together, these two effects of pre-training on retinal waves correspond to distinct local and global mechanisms of transforming object representations, both of which are important for separability. At the local level, pre-training increases the compressibility of individual neural object manifolds, as shown in the increase in capacity and the concurrent decreases in dimension and radius. At the global level, pre-training places neural object manifolds in higher dimensional feature space, as shown by the increase in participation ratio and concurrent decrease in center correlation. These two regimes point to distinct ways in which retinal waves may influence emerging sensory representations.

We do not observe a significant difference between pre-training on real versus simulated retinal waves from the model. The advantage of the model is that we can generate an arbitrarily large set of pre-training data, at the risk of introducing free parameters that may lead to deviations from real data. Though we do not perform a direct comparison between the simulated and real data in this work, no clear difference emerges between these two datasets in terms of model performance or the geometry of the object representations. This suggests that for the tasks considered, the common features of these datasets — such as spatiotemporal continuity between frames — are the primary drivers of the observed effects. In future work, the model may be a useful tool for examining the effect of changing the waves’ spatiotemporal characteristics on representation learning.

We note that our findings are subject to our choice of network architecture (ResNet-18), learning algorithm (SimCLR), and dataset (postnatal mouse retinal waves). Retinal waves occur during multiple stages of development [52] and drive formation of visual circuitry in numerous ways [19]. Retinal waves are also not the only form of spontaneous activity during development [53]. Along this line of work, future studies may consider the role of cortical feedback [54], introduce bioplausible,
synaptically local learning rules [55], or investigate the role of spontaneous activity in other modalities like temporal prediction [56]. Additionally, laboratory experiments that test object recognition in mice [57] performed at the onset of vision could verify our model predictions and provide richer insight into the capacity of neural object manifolds during this early developmental period.
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