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Abstract

We study the statistical hardness of estimating two basic representations of uncertainty in predictive
inference: prediction sets and calibration error. First, we show that conformal prediction sets cannot
approach a desired weighted conformal coverage level—with respect to a family of binary witness
functions with VC dimension d—at a minimax rate faster than O(d'/?n~'/2). We also show that
the algorithm in Gibbs et al. (2023) achieves this rate and that extending our class of conformal sets
beyond thresholds of non-conformity scores to include arbitrary convex sets of non-conformity
scores only improves the minimax rate by a constant factor. Then, under a similar VC dimension
constraint on the witness function class, we show it is not possible to estimate the weighted weak
calibration error at a minimax rate faster than O(d'/*n~'/2). We show that the algorithm in Kumar
et al. (2019) achieves this rate in the particular case of estimating the squared weak calibration error
of a predictor that outputs d distinct values.

Keywords: Lower Bounds, Conformal Prediction, Calibration, Uncertainty Quantification

1. Introduction

The goal of predictive inference is to produce a model whose output encodes not only a point
prediction of a desired target but also an estimate of the prediction’s reliability. To achieve this
goal, we usually define a measure to quantify how well a model represents its own uncertainty,
and develop algorithms guaranteeing that this measure is small. Conformal prediction provides a
concrete example: given a training dataset {(X;, Y;)}" ; and a test point (X,41, Yy,4+1) drawn i.i.d.
from an unknown distribution, we seek to construct prediction sets C'(X,,41) such that P(Y, 1 €
C(Xp+1)) = 1 — «. In this example, we know from Vovk et al. (2005) and Lei et al. (2018)
that if our unknown distribution is continuous, then the intervals obtained via the split-conformal
algorithm satisfy

1
n+1°

[P(Yn41 € C(Xnt1)) —(1-a) <
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Gibbs et al. (2023) propose weighted conformal coverage as a more general (and more difficult to
achieve) notion of coverage: C has valid coverage with respect to a class of binary witness functions
WCX —Rif

E[w(Xns1) (1{Ynt1 € C(Xn1)} = (1 —a))] =0,

Calibration error is another example: a binary predictor f : X — [0, 1] is calibrated if f(X) ~
E [Y] f(X)] almost surely. There are various ways of quantifying the miscalibration of a predictor
f, including the expected calibration error

ece(f) = E[[E[Y]f(X)] - f(XI .

Lee et al. (2023) and Arrieta-Ibarra et al. (2022) show that estimating the expected calibration error
is hard in general, which motivates the relaxed notion of weak calibration error with respect to a
class of binary witness functions W C & — R as
CE(f,W) := sup E [w(S)(Y —9)] .
wew
Conformal prediction and calibration are the two most widely-adopted frameworks for uncer-
tainty quantification. Our contributions are fundamental lower bounds illustrating the statistical
hardness of developing models under each framework. For the former, we provide sample com-
plexity lower bounds on the weighted conformal coverage gap of conformal sets. For the latter,
we focus on the complexity of testing calibration through tight lower bounds for the estimation of
weak calibration error. Observe testing calibration is in general harder than producing a calibrated
predictor, since one can always trivially achieve the latter by designing a predictor that only re-
turns the sample mean of the outputs. In practice, we generally want to find a calibrated model
that is somehow close to an existing model, which is fundamentally tied to determining the level of
miscalibration of the original model.

1.1. Organization

We split our paper into two main sections corresponding to lower bounds for conformal prediction
and (weak) calibration, respectively. For our conformal results, Sections 2.1 and 2.2 provide an
overview of the problem and cover related work and definitions. Section 2.3 develops our main
lower bound result for quantile sets of non-conformity scores, and Section 2.4 develops a matching
upper bound. Finally, Section 2.5 discusses how considering the larger class of convex sets of
non-conformity scores impacts the minimax rate.

For weak calibration, Section 3.1 provides an overview of the problem and discusses related
work. Section 3.2 contains our main lower bound result for binary function classes with fixed VC
dimension. Finally, Sections 3.3 and 3.4 discuss how to obtain a matching upper bound as well as
other consequences of our main result.

We defer the technical proofs to the appropriate sections of the Appendix.

2. Conformal prediction

2.1. Overview

Given calibration datapoints {(Xj;, Y;)}*; and a confidence level o € (0, 1), conformal predic-
tion methods seek to construct a confidence set mapping C' : X = ) so that for a new point
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(Xn+1,Ynt1) then Y, 11 € C(X,,41) with probability 1 — cv. The typical approach for constructing
this confidence set is to associate a non-conformity score s : X x Y — R to predictions and return
the set of all predictions whose scores fall below some threshold; the idea is to set the threshold so
that the coverage of the set always exceeds the conformal guarantee. For example, the original split
conformal method Vovk et al. (2005) takes the standard 1 — « quantile regression estimator
1 n
¢ = argmin D (1= a)(s(Xi, Vi) = q) 4 + alg — s(Xi, V)4
i=1

and makes it slightly more conservative by defining ¢. as the [(n+1)(1—a)]/n quantile to construct
C(z) ={y € Y| s(z,y) < ¢.}. This conformal set guarantees P (Y,,41 € C(Xp4+1)) > 1 — «
without distributional assumptions and |P (Y41 € C(Xy41)) — (1—a)| < 1 when the scores S; =
s(X;,Y;) are distinct Lei et al. (2018). The first guarantee is a result of the conformal correction, but
the second one is intuitively a consequence of the underlying quantile estimators being — with high
probability — very accurate. The split conformal example illustrates how the overall performance of
conformal methods is heavily tied to the quality of underlying estimators, so we seek to explore the
fundamental limits of these estimation problems beyond the marginal case.

The original split conformal algorithm is very useful in practice but its guarantees turn out to
be somewhat unsatisfying as they allow our confidence set to have wildly varying coverage levels
for different values of X, 1. As a possible solution we can impose the stronger conditional cov-
erage condition P (Y,,11 € C(z) | Xp41 =) > 1 — a for all z € X, but Barber et al. (2021)
show that this goal is impossible to achieve in any meaningful sense when Y has a density as
the only sets satisfying this condition have infinite expected Lebesgue measure. A natural middle
ground between full conditional coverage a marginal coverage is the idea of group conditional cov-
erage where algorithms seek to guarantee P (Y41 € C(z) | Xp41 € G) = 1 — a for G in some
set of target groups G. When using quantile sets of non-conformity scores some algorithms also
define these groups in terms of the threshold function used to construct the conformal intervals,
namely if C(z) = {y | s(x,y) < f(x)} we can define groups G, = {z | f(z) = 7} and set
G. = {G. | T € R}, we often refer to this type of guarantee as a threshold calibrated guarantee.
Using this setup Jung et al. (2023) provides an algorithm to obtain both group conditional coverage
guarantees with respect to some finite collection G and threshold calibrated guarantees simultane-
ously. Several algorithms such as those in Gupta et al. (2022) and Bastani et al. (2022) also provide
similar guarantees in the adversarial setting.

Gibbs et al. (2023) propose a framework encapsulating these approaches via a dual weighted
coverage condition where for a class WW C X — R, C has valid coverage if

E [w(Xnt1) (H{Yn+1 € C(Xpt1)} — (1 —a))] =0,

for all w € W. Note that using appropriate function classes W allows us to recover the coverage
guarantees discussed earlier, so we can use this general type of guarantee to explore the properties
of many techniques used to approach full conditional validity. These refined notions of coverage
mitigate some of the issues with the original conformal guarantee but still seem to promote some
arguably undesirable sets by allowing averaging over the randomness of C' which is usually a func-
tion of the random datapoints {(X;, Y;)}!" ;. As a trivial example, for any calibration split we can
simply ignore the data and choose our interval based on a sample of the auxiliary random variable
V' ~ Bernoulli(1 — «) so that for all z € X if V = 1 then C(z) = ) and C(x) = () other-
wise. This satisfies all the notions of coverage discussed so far including conditional coverage and
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it’s corresponding trivial achievability result (since the proposed interval will have infinite expected
Lebesgue measure for ) = R¥), but is not useful in any practical sense. For this reason we focus
on a measure of conformal error that takes this phenomenon into account

D(C) =[P (Y € C(X)) - (1 —a),
and its weighted variant

Dys(C) = sup E M(l{lf e C(X)} - (1-a))] .

where we take C' as fixed, our expectation is only over (X,Y’), and ||-[|,, is the L” norm on the
probability space (X, B(X), Px) for p € [1,00]. In fact, it can now be shown that under an i.i.d.
assumption (rather than solely exchangeability) and similar regularity conditions, the original split
conformal procedure with standard quantile estimators achieves D(C,,) < O(n~'/?) with high
probability (an immediate consequence of our main achievability result in Theorem 2). Moreover,
this new framework now allows us to derive minimax lower bounds to determine whether these
procedures are optimal to approach a desired coverage level.

The general conformal prediction framework does not impose restrictions on the class of allow-
able sets C, but in practice we usually care about sets that minimize some optimality criterion over
all sets with 1 — « coverage. We will use the notion of perfectability to represent this idea, where we
say a score is perfectable for a distribution P with respect to some loss ¢ if the sets defined through
quantiles of the score minimize the loss over all sets with 1 — « coverage for any v € (0, 1). In fact,
if we assume that our optimal set mappings C}_,, are nested and inner-semicontinuous for all o we
can always construct them using the standard quantile form Cy(z) = {y € Y | s(z,y) < q(x)}. It
is also the case that any score function can be associated with an optimality criterion under which
the quantile sets C,;(x) are optimal. In our setup we emulate the second stage of the split conformal
procedure so we assume that the score function s is pre-specified, which implies that the corre-
sponding quantile sets are always optimal with respect to some criterion. Therefore, as long as our
target set mappings are nested we can limit our analysis to quantile sets without loss of generality as
their optimality is solely determined by the choice of score function. For example, if our objective
is to produce minimum length intervals as measured by Leb(C/(z)) with X € R¥ and Y € R™ then
for any distribution on (X, Y") with a density f(y|z) we can use the score s(z,y) = exp [— f(y|z)]
to produce the optimal intervals through quantiles. For a more precise definition of optimality and
perfectability, and further discussion of these results, including proofs, refer to Sections 2.2 and
Appendix C.

Restricting our analysis to sets of the form C,(x) we focus on the case where YW C X' —
{—1, 1} as this is sufficient to approach the conditional coverage guarantee. In this context we pro-
vide lower bounds for the weighted conformal error of any estimator ¢ and argue that the underlying
estimator in the algorithm proposed by Gibbs et al. (2023) achieves this rate. We also show that the
minimax rate remains unchanged even when considering the larger class of convex sets of scores
Cop(z) ={y € Y| s(x,y) € [a(zx),b(x)]}, which implies that adding complexity to our intervals
in this way does not improve coverage in the minimax sense.
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2.2. Formal problem definitions

As described in the previous section we focus on a setting with covariates X; € X and targets
Y; € Y where (X;,Y;) i Px y. We also have a pre-specified bounded score function s : XxY —
[0, 1] that allows us to define S; = s(X;,Y;) so that (X;, S;) are still i.i.d. We now define the class

of quantile sets of scores
Cr:={C: X 2V [Cox) ={y €V |s(z,y) <q(z)},q: X = [0,1]}, (D
and the class of convex sets of scores
Co:=A{Cap: X 2V | Cop(e) ={y € V|s(x,y) € [a(x),b(2)]},a,b: X = [0, 1]} (2)

In practice, we usually care about problems where the score function is designed to produce reason-
ably good confidence intervals, so we define the notion of perfectability to make this requirement
more specific. We say a score s is @-perfectable with respect to a distribution Px y for some loss
p: X x)Y = Ryifforall a € (0,1) there exists C1_, € C; such that

PYeCiq)| X=2)>1-a,

and C'1_,, minimizes the loss

L,(C) = /X /y o(z,y)1{y € C(x)}dP(z,y)

across all set mappings C' : X = Y with P(Y € C(z) | X =2) > 1 — . We note that for
any score there exists a ¢ so that s is perfectable for all distributions Px y with no point masses.
Conversely, for any nested inner-semicontinuous set mapping minimizing L., (C) among C with
valid conditional coverage, we can find a score function producing those sublevel sets as shown in
Appendix C.

We now define the weighted conformal error when sets are constructed through quantiles or
intervals as

D) i= sup E Ww((;(())”p(l{SSQ(X)}—(l—a))] 3
Dyp(a,b) = sup E | 25D (105 & [a(X),b(X)]} - (1 — ) @
W e | Tw(X), ’ ’

respectively. Note that in both cases W = {1, —1} recovers the marginal conformal error, while
by choosing WV to be all measurable functions X — {—1,1} we obtain the conditional conformal
error. The minimax errors with respect to a class of distributions P now become

M, (C1) == inf sup E [Dyy ,(q)] )
i pep

M, (Ca) := inf sup E [Dw,p(a,é)} , (6)
a,b PEP

where §, a, b are our estimators.
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2.3. Minimax lower bound for quantile score sets

Our first result shows how to obtain a lower bound for (5). The first step is to define the class of
distributions of interest which must be restricted enough to allow matching achievability results. In
this case we focus on the class of distributions P where S| X has a continuous density with respect
to the Lebesgue measure on the unit interval, as well as uniform upper and lower bounds. The key
insight in this case is to note that if our function class W satisfies VC(W) = d then we can find
x € X% such that for all v € {—1,1} there exists w € W with (w(x1),- -+ ,w(zq)) = v. In this
case, for any distribution P € P such that X is uniformly distributed on x

d
1
Dwyp(a) > =D [P (S < qlwi) | X =wi,0) = (1-a)].
i=1
If we now use p! to denote the uniform lower bound of the density corresponding to S|X = z;
under P it is clear that

min

<p0 d

o

> la(w) = gl
=1

where ¢ is the true 1 — « quantile of S| X = x;. We can now simply treat ¢ as a d-dimensional
vector ¢ = [q(z1), -, q(xz4)] — with some notational overloading — to lower bound our weighted
conformal error with the estimation error associated with our conditional quantile estimators

DW,p(q) >

s .0
Dryla) = M7
which is significantly easier to handle using classical lower bound techniques.

We would also like to incorporate the notion of optimality we introduced in Section 2.2 and
ensure that our lower bounds capture the fundamental complexity of relevant practical confor-
mal problems, rather than relying on a scores and optimality criteria that would never be used
in practice. For this reason we construct our distributions so that the quantile sets minimize the
score dependent mean loss for ¢(x,y) = s(z,y) and the distribution dependent mean loss for
o(z,y) = exp[—f(s|z)] (where f(s|z) is the density of S|X), simultaneously. This optimality
criterion is reasonable since it is equivalent to minimizing Leb({s(z,y)|y € C(z)}) and matches
the traditional goal of minimizing the size of our sets as measured by Leb(C'(z)) in standard setups
such as when Y € R with score s(x,y) = |y — f(x)| and Y has a unimodal symmetric distribution
centered at f(z). However, it is important to note that this is not always equivalent to the goal of
minimizing Leb(C'(z)), it simply illustrates that our lower bound relies on scores and distributions
on those scores that are compatible with standard notions of optimality at least in some instances.
We can now present the main theorem of this section.

g —q*|ly »

Theorem 1 Let W be a binary function class with VC(WW) = d and ‘P be the class of distributions
on (X, S) where S|X has a continuous density with uniform upper and lower bounds f(s|x) €

[2,3], and with respect to which s is exp [— f(s|z)]-perfectable. In this case
do(l — o
M, (C1) > 1 (n) ;

forn > cx(lciﬁa) and numerical constants c, c;.
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Proof Refer to Sections B.2 and B.3 in Appendix B. |

This result implies that even when our score s satisfies a perfectability definition that matches the
traditional goal of minimizing Leb(C(z)) in standard setups, our lower bound holds.

2.4. A corresponding upper bound for quantile score sets

It is now important to compare our minimax lower bound with upper bounds for existing algorithms
to verify whether it is achievable. In particular, if we assume W = {®(-)T3 : 8 € R?} is a class
of linear functions over the basis ® : X — R?, Gibbs et al. (2023) argue that by appropriately
computing

n+1

g = i 1-— S; — g(X; X)) — S,
951 argger;lvmnﬂg( a)(S; — 9(Xi))+ + alg(Xi) — Si)+

we can define intervals C(z) = {y € V : s(Xn11,¥) < Gs(x,..1,9) (7)) that satisfy

E [w(Xpi1) (L (Yor1 € C(Xni1)} — (1— a))]| < E[ i |w<Xi>@,

n+1 1<i<n+1

for all w € W when S|X is continuous. This convergence result has the interesting feature of
depending on the expectation of a maximum which could potentially be very large, so it is natural
to ask if this result is a feature of the underlying estimator or a product of the conformal correction.
In fact, we show that the underlying estimator essentially matches the minimax rate for p > 2 up
to higher order terms under mild regularity conditions when WV contains a function class with VC
dimension d, so at least in this case it seems unlikely that the convergence result can be improved
by using a better underlying estimator.

Theorem 2 Let VW be a function vector space with the usual inner product
(w1,02) = B fur (X)ua(X)] = [ wi(o)un(a)dP(a),
X

that admits a d-dimensional orthonormal basis (W1, - -+ ,Wq) such that ¥i : sup,cy W;i(z) < M.
Then the estimator

n

i = argmin Y (1 = )(5, — 9(X)s +a(g(X,) = S+
g€ i=1

satisfies

. d d3/2 M
E [Dw2(9)] < Cl\/;+ Cs —

for numerical constants C1, Cy as long as S| X is continuous.

This result always matches the lower bound in Theorem 1 with respect to n — up to higher order
terms and a factor of ca(1 — «) — and also matches the minimax optimal rate for d when )V contains
a function class with VC dimension d.
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2.5. Minimax optimality beyond quantile score sets

It is standard for conformal algorithms to focus solely on quantile score sets similar to (1) as these
are often easier to compute and analyze than more expressive confidence set classes, while providing
robust conformal guarantees. However, the effects of such simplifications on the performance of
conformal algorithms is unclear. One natural way to approach this question is using the minimax
conformal error as defined in section 2.2 and ask how increasing the complexity of our confidence
set class impacts the minimax rate. We believe this is a hard question to answer in general as
identifiability issues quickly arise for larger confidence set classes where we can have multiple
distinct sets in our class providing 1 — « coverage for a given distribution, as in such cases the 4-
separation condition required by most standard lower bound techniques becomes difficult to enforce.
In this section we provide a partial answer to this question by arguing that extending our confidence
set classes to include all convex sets of scores — rather than only quantile sets — only improves
the minimax rate by a constant factor, even when restricting distributions to those where intervals
minimize Leb({s(z,y)|y € C(x)}) under 1 — « coverage constraints in analogy to our argument
justifying perfectability in the quantile case.

Theorem 3 Let W be a binary function class with VC(WW) = d and ‘P be the class of distributions
on (X, S) with respect to which intervals of scores minimize Leb({s(x,y)ly € C(z)}) under 1 — «
coverage constraints, and S|X has a continuous density with uniform upper and lower bounds

f(s|z) €[5, 3]. In this case

1 _
My (C2) > 2 oz(na)d’

forn > cd and numerical constants c and co < cj.

Proof Refer to Sections B.5 and B.7 in Appendix B. |

3. Calibration

3.1. Overview

We focus our study of calibration on the setting of binary prediction, where the forecaster’s goal is
to develop a prediction model f : X — [0, 1] which for any covariates © € X satisfies f(z) ~
E[Y|X =2z] =P (Y = 1|X = z). Achieving this goal is a tall order as such a classifier would of
course have perfect predictive accuracy. A weaker but still desireable requirement is that we should
at least be able to interpret f as a probability, i.e., f is calibrated if f(X) ~ E [Y| f(X)]. Defining
the random variable S = f(X), the most natural calibration measure is the expected calibration
error defined as

ece(f) = E B[] 5] - 5] .
This naturally generalizes to arbitrary norms on the ([0, 1], B([0, 1]), Ps) probability space

ece||.||(f) =|E[Y]S]-S],
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which more directly point to the dual formulation

ece”_H(f) = sup E [w(S)(Y - S)] .
[[wll <1
This naturally prompts the definition of a — potentially — weaker notion of calibration error, namely
the calibration error relative to a function class YW C X — R or weak calibration error,
CE(f, W) := sup E [w(S)(Y — 9)] .
wew
This quantity will be — for the most part — the focus of our analysis.

At first glance estimating quantities similar to ece(f) might seem straightforward as we could
simply use the naive plug-in estimator

n

epugin(f) =~ 3 S0 = )18 = s} = S pulgs — 51,

seS |i=1 seS

where S is the set of observed scores and ps, §s are the standard estimators for P (S = s) and
E [Y]S = s]. The most glaring flaw with this approach is its reliance on the convergence of ps, ¥s
which is evidently impossible if S supported on a set of non-zero Lebesgue measure, as we will
rarely observe samples with the same score. This naive estimator arises naturally from the dual
witness function definition of ece(f) by simply replacing the true expectation with an empirical
expectation

e/&:plug_in(f) = sup Ep, [w(S)(Y —-5)],

flwlloo <1
which is part of the larger family of estimators

CE(f, W) = sup Ep, [w(S)(Y - 5)].
wew

In fact, any of these estimators could potentially be used to estimate ece(f) and the overall error
will be bounded by the classic approximation/estimation error decomposition

ICE(f, W) — ece(f)| < |CE(f, W) — CE(f,W)| + [CE(f, W) — ece(f)|.

In most practical applications when estimating ece( f) the function classes W, W are taken to be
binning function classes

d
Wp = Wp = {Zvﬂl{s € B;},v e {-1, l}d} ,

i=1
where B, - - -, By are convex sets that partition [0, 1] and more generally
d
i=1

d
Wpr = {Z v;1{s € B;}, Hv||Lq(Pn) < 1} ,
i=1
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for ¢ such that % + % = 1 when estimating ece”.Hp(f).

It is usually hard to provide valid upper bounds in this general setup, but when S has a distri-
bution supported on a finite number of scores {s1, -+ ,sq} and B = {{s1},---,{sq}} standard
concentration arguments by Kumar et al. (2019) show that

o~ ~ CE(f, Wpy2)? d
CE(f, Wg2)? — CE(f, W 2‘ <0 ’ £
(f? B2) (f? B2) —_ nmlnl]P)(SZSZ) +n Y
with high probability under certain regularity conditions. However, Ferro and Fricker (2012) and
Roelofs et al. (2022) point out that CE(f, Wp») is a biased estimator and discuss strategies to

mitigate this bias, with Kumar et al. (2019) proposing a debiased variant c‘:’dzb that satisfies

£, — CE(f,Wp)?| < O <\/ CE(f, Wp2)* ﬁ) , )

nmin; P (S =s;) n

with high probability under the same conditions. These results suggest that even in this basic setup
the estimator has at least two regimes with different rates. If our model is perfectly calibrated
the debiased variant achieves a surprisingly fast rate of O(dl/ 2p~1), whereas for any uncalibrated
model the rate will drop to O(dl/ 21,~1/2) in the best case. In light of this result, tight lower bounds
are of particular interest as they would allow us to determine if these different regimes and rates are
a fundamental property of the estimation problem or of this estimator in particular, so we explore
this problem in the next section.

3.2. Minimax lower bounds for weak calibration error

Due to the similarities in the formulation of weak calibration problem and weighted conformal
objectives, it is not surprising that the first step to develop our lower bounds is to impose a condition
that allows us to control the complexity of the function class W, and since W C X — {—1,1}
is once again sufficient to approximate ece(f) we restrict our focus to binary function classes.
However, in this case we assume that V¥ can shatter at most d points in [, 1 — €] for € > 0, or more
explicitly

sy, ,5q) € 6,1 — € Vo € {=1,1}4,Fw e W: (w(s1), - ,w(sq)) =v.

This is very similar to the VC dimension requirement we used to control the complexity of the
function class in the weighted conformal case, with the crucial difference that the shattered points
cannot be too close to the edges of the unit interval. The reason for this correction will become
evident in our lower bound construction, but it is intuitively related to the fact that it is easier to test
if a model f is perfectly calibrated if it only outputs extreme values. With these constraints in mind
we now present the main result of this section.

Theorem 4 Given a function class W C [0,1] — {—1,1} that can shatter at most d points in
[e,1 — €] fore € (0,1), then

R dqL/4
inf sup Ep ||CE(f,W) — 9\} v

0 PcP

6(1 _6)7

forn > c (\1[ ) and numerical constants c,cy where ‘P is the set of distributions on outputs and

scores (Y, S).

10
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Proof Refer to Section D.1 in Appendix D. |

It is important to point out that this theorem not only provides a global lower bound, but also
a local lower bound for the perfectly calibrated distribution Py as we chose it to be one of the two
tilts in our Le Cam two-point construction. Interestingly, we see that this lower bound shares some
of the features of the upper bound for the debiased estimator (7) as the optimal rate when our model
is perfectly calibrated is O(d"/*n~"/2) rather than the standard O(d'/?>n~'/2). However, our result
as presented in Theorem 4 is not compatible with the upper bounds in Kumar et al. (2019) so we
provide the following corollary to make the comparison explicit.

Corollary 5 Let Pgs be the set of distributions on outputs and scores (Y, S) such that S is supported
onS ={s1, - ,sqy withs; € [e,1 —¢|fore >0, and B ={{s1}, -+ ,{sa}} then

. 1/2 _ 2
inf sup Ep [[CE(f’ Wps)? — 9’} > cld—e(l v 02\/6(1 €)CE(f, Wg2) ’
6 PePs n n

\/g 1 . .
for n > cmax { {1-0° CE(FW,2)% and numerical constants c, cy, co, as long as the weak cali-

. . L
bration error satisfies CE(f, Wpg2) < 5 — €

Proof Refer to Section D.2 in Appendix D. |

It is now clear that our result matches the upper bound for the debiased estimator up to logarith-
mic factors when the model is perfectly calibrated, but is missing a factor of at least v/d when this
is not the case. We will see in the next section that this is not in fact looseness of our lower bound,
but rather of the existing upper bound. However, before shifting our focus to the achievability result
we provide one more consequence of our main theorem.

Note that the witness functions used to obtain the separation condition in our proof of Theorem

4 satisfy [lw|[, p) = 1forq = 2 € [1,00] so they also belong to the function class Wp» and

since our lower bound scales with d \fle can make the task of estimating ecey|. I, (f) arbitrarily hard as
shown in the following corollary. The proof for part (i) follows immediately from our construction
in Theorem 4 and the remaining two are direct consequences of taking d 1 co. These last two
parts provide a new proof for the impossibility of estimating ecey.| (f) in general. Lee et al. (2023)
use calibration curves to show a related result on the impossibility of testing the null hypothesis
of calibration against the alternative hypothesis of €9 mis-calibraton, by arguing that any test must

have worst case test risk equal to 1.

Corollary 6 Ler Z; = (f(X;),Y:) and define the worst-case test risk for the testing problem
between classes Hy : P € Pyand Hy : P € Py as

R, (¥|Py,P1) := sup P(¥(Z]) #0)+ sup P(V(Z]) #1),
PePy PeP;

and let P, 5 = {P\GCGP,H.Hp(f) =0}

(i) If there exists € € (0,3) such that f(X) N [e,1 — €] has cardinality at least d, then there is a
distribution Py such that ecepm”.Hp(f) =0andforany < <e

nd? 1

inf Ry (V|Pyo, Ppg) > 1 — ——— .
H\Il] ( | p,0 p75) 2\/&6(1—6)

11
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(ii) If there exists € € (0, %) such that f(X)N[e, 1 —e| has infinite cardinality then Py is non-empty
and forany 0 < § < ¢

lim inf ilql;f R, (¥|Ppo,Pps) =1.
n
(iii) If there exists a neighborhood U of% such that U C f(X) then Py is non-empty and for any
§<3
lim inf ir\lllf R, (Y|P, Pps) =1.

3.3. A corresponding upper bound

As discussed in the previous section our lower bound in corollary 5 does not fully match the upper
bounds as presented in Kumar et al. (2019). However, we propose the following refinement of their
argument to show that their debiased estimator actually achieves this minimax rate.

Theorem 7 Letp; =P (S = s;) > 0 for all i. Then the debiased estimator

d ~ ~
&2 _ - A2 gs(1 — gs)
db—zps (SZ_ySz’) - = 1 | >
=1

psn — 1

satisfies

CE(f, Wg2)? 2 Vid n
€3, — CE(f, Wp2)?| < Cl\/ T 1og (5) 1000 (1)

with probability at least 1 — 49 for some numerical constants C, Co and sufficiently large n >
clog(%l) with % <log (mii,p).

Proof Refer to Section D.3 in Appendix D. |

Combining the results of Theorem 7 and Corollary 5 now shows that even in a basic setting where
S has finite support, the problem of estimating CE( f, Wp2)? — and thus also ecey., (f )2 — has two
different regimes with different rates.

3.4. Some more consequences of our lower bound for weak calibration error
3.4.1. A LESS ADVERSARIAL LOWER BOUND

Theorem 4 lower bounds the calibration error with respect to general binary function classes. In the
case of binning function classes Wg, which are a specific instance of a binary function class, the
result implies the complexity of the problem in this case scales according to the cardinality of the set
B of bins contained in [e, 1 — €]. Whereas Theorem 4 gives a worst-case result over the distribution
of scores .S and outcomes Y, if we restrict our analysis to binning function classes with |B.| = d
then we can adapt the same ideas to obtain a more fine-grained result which holds instance-wise for
any fixed distribution of scores.

12
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Theorem 8 Given a binning function class Wpg with | B.| = d for some € > 0 the for any predefined
distribution Q) on scores S such that mingep, Q(S € B) = qp and ¢1 = maxpep, Q(S € B)

R 1/4
inf sup B [|CE(f. Wg) — 0] > a2 4 /el =),
6 PeP @ nt/

forn > <

2 ond? and numerical constants c, c1, where ‘P is the set of distributions on outputs 'Y .

Proof Refer to Section D.4 in Appendix D. |

This setup is less general than our original problem (the result applies only to binning function
classes) but is still relevant to practical applications and provides a less adversarial perspective that
illustrates how the complexity of estimating calibration measures depends on the distribution of
the scores S. Perhaps not surprisingly, our result suggests that without further assumptions the
problems becomes easier when the probability of each of the bins differs a lot. This is reasonable
since even in the case where we have strong regularity conditions that makes estimation of ece( f)
possible, the lower bound is only capturing the difficulty of estimating CE( f, /) and not how good
of a proxy for ece(f) it is, so we would expect that estimating CE( f, W) becomes easier as the
effective number of bins decreases but the result is a progressively worse approximation of ece(f).
In practice, bins are often chosen to have roughly the same probability so our new Theorem 8 is
essentially equivalent to Theorem 4.

3.4.2. A LOWER BOUND FOR SMOOTH CALIBRATION

So far we have solely focused on calibration error with respect to binary witness function classes,
but many papers such as Blasiok et al. (2023) show interest in the smooth calibration error where
the function class Wy, is the set of all [—1, 1] bounded L-Lipschitz functions. It is now natural
to wonder if we can obtain sharp lower bounds for estimation in this case, and in fact Theorem 4
already provides a lower bound for this situation by simply noting that VV;, can shatter L%j
scores in [¢, 1 — €.

Theorem 9 Let Wy, be the function class containing all [—1,1] bounded L-Lipschitz functions
then
R LY/4(1 — 9¢)1/4
inf sup Ep [|CE(f, Wy) - 0]] = o =200 =),
n

0 PeP

N/L(1-2 . . N
forn > cﬁ, numerical constants c,c1 and L > %2@ where P is the set of distributions on

outputs and scores (Y, S).

The smooth calibration algorithm proposed by Blasiok et al. (2023) seems to match the minimax
rate with respect to n but not with respect to L, and it is unclear if this mismatch is due to looseness
in our lower bound or suboptimality of the algorithm.

4. Discussion

We have shown tight lower bounds illustrating the fundamental hardness of developing uncertainty
quantification models using conformal prediction and calibration. Yet, a number of questions remain
open.

13
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First, all of our lower bound techniques for both settings rely on bounding the VC dimension of
the witness function class; this approach produces tight lower bounds for commonly used witnesses
classes such as binning functions, but it may be overly restrictive in general. For example, Theorem
9 provides some insight for the case when our function class satisfies a Lipschitz constraint, but
requires Lipschitz constants L > 1 in general and it is unclear if the minimax rate O(L'/*n~1/2)
is indeed tight. We believe it might be possible to obtain tighter lower bounds by developing lower
bound techniques specialized for Lipschitz function classes.

For the specific case of weighted conformal validity, we discuss in Section 2.5 how allowing
convex intervals of non-conformity scores only improves the minimax rate by a constant factor. It is
unclear whether this result holds in general; specifically, it would be interesting to further motivate
the usual choice of quantile sets of non-conformity scores by showing that they are optimal in some
sense with respect to a larger family of confidence set mappings.

Finally, for the case of weak calibration, Blasiok et al. (2023) provide a unifying theory de-
veloped to understand calibration via the notion of distance to calibration; it would be interesting
to explore what the fundamental limits are for those metrics. For example, one of these metrics
is lower-distance to calibration, which Blasiok et al. (2023) show to be equivalent to smooth cal-
ibration error with L = 1 up to constant factors, and is thus not covered by our lower bounds.
Additionally, they propose interval calibration as a binning-based measure of calibration that uses
randomized bins, for which our lower bounds are also not applicable. Tight lower bounds for esti-
mation of these quantities could not only improve our understanding of calibration, but also suggest
potential improvements to existing estimators to make them more efficient in practice.
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Appendix A. Overview of lower bound techniques for weighted conformal prediction

As a starting point to motivate the techniques used to obtain our lower bounds — particularly the
one for (6) — we introduce some well known lower bounding methods. For this purpose we define a
mapping 0 : P — © from distributions to their relevant parameters, a semimetric p : © x © — R
on the space ©, and a non-decreasing function ® : R, — R with ®(0) = 0. The most fundamental
technique that can be applied to this setup is Le Cam’s two point method.

Theorem 10 [Adapted from Wainwright (2019) (15.4)] Let Py, P> € P be two distributions such
that

p(0(P1),0(P,)) > 24,

15
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for some § > 0. Then

200)

inf sup E [QD (p(G(P),HA))} > 5

0 PcP

[1—[|P1 = P py] -

Interestingly, this simple method is sufficient to obtain a lower bound when W = {—1,1} (i.e.
for the marginal conformal error), but we intuitively know that the problem must become harder
as the complexity of W grows since achieving small conditional conformal error in finite samples
is impossible. In fact, Le Cam’s two point method’s reliance on only two alternatives turns out to
be too restrictive to capture the effects of the complexity of ¥V on the minimax rate, so we turn to
Assouad’s method for a more powerful approach.

Theorem 11 [Adapted from Assouad (1983)] Let V = {—1,1}¢ and {P,},ey C P be a family
of distributions indexed by the hypercube, then if there exists a function v : (P) — {—1, 1}d such
that

d
® (p(6,6(P,))) > 26> 1{d(0); # v;},
j=1
for some & > 0 then
d
inf sup E |® o(P 1— P P_
o Peg { ( ( )} z:: ’ +5 — JHTV]
>6d |1 — max HP — Pyllpv]

dham (v,07)

where Py j = 21743 P,.

viv;=1
This technique is quite similar to Le Cam’s two point method, as it essentially imposes a separa-
tion condition that allows us to split the problem into d-dimensions and propose two tilts for each
dimension. Intuitively, this is enough to provide a lower bound for (5) as our confidence intervals
only have one degree of freedom so we will usually be unable to perfectly cover two distributions
simultaneously. However, this is not the case for (6) where we now have 2 degrees of freedom,
which will often allow us to cover two distributions simultaneously. As a simple example consider
the distributions with densities

pils) = T1{s € 0.1/2)) + 21{s € (1/2,1)
pals) = S1{s € [0,1/2} + S1{s € (1/2,1}

where it is clear that there are unique intervals [0, ¢1], [0, g2] with ¢1 # g2 that provide 1—« coverage
for each distribution, but the interval [f —1zal 150‘] perfectly covers both. This suggests that
a valid lower bound for (6) should provide more than one tilt per dimension, so we propose a novel

lower bound technique to deal with this situation.
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Theorem 12 LetV = {1,--- , K} and {P,},ey C P. Given loss functions Lp; : 0(P) — R
so that forall i € {1,--- ,d} and v" in

VZI = {(Ub'" y Uiyt e ,’Ud)|U7; = Oal’ld’Uj € {1’ >K}f0rj #Z}
the following property is satisfied

il & Z Pusse i) 29,

where e; is the i-th canonical basis vector, then

inf sup E [Zﬁpz ] d Z Z (1 *ZHPH—@L - ’+kez||Tv> :

6 Pep i— i=1 vey!

We defer the proof of this result to a later section in this appendix but note that this technique is
very similar to Assouad’s method in spirit, with the key difference that our separation condition is
much weaker. In essence, our result does not require any two distributions with different tilts in the
i-th dimension to be separated, but simply that we cannot simultaneously approximate parameters
for all tilts in a given dimension. We will naturally pay a rate penalty because of this weakening
— as seen in the following corollary — but this technique will return a non-trivial bound when our
estimators can approximate 2 parameters simultaneously, but not arbitrarily many.

Corollary 13 If the conditions for Theorem 12 are satisfied and for all i € {1,--- ,d}, k €
{2,--- ,K},v €V

1
||Pv/+ei - U/JrkeiHT'\/ < m,
then
d
dé
inf sup E Lp;( > —.
0 Pep Z i ] 2K

=1

This corollary nicely illustrates that our weaker requirements cause our lower bound to be strictly
looser than Assouad’s by a constant factor when K = 2, and that we usually have to pay a penalty
proportional to % by allowing K tilts with weak separation.

Appendix B. Deferred proofs for weighted conformal prediction
B.1. Proof of Theorem 12

Start by observing that if we let nature sample V' from V = {1, --- , K }? uniformly at random and
draw (X, S) according to distribution P}, we get the lower bound

M, = inf sup E !ZEP’ é ] > mf—ZIEpv ZﬁPu, ]

6 pep i=1 veVY

> 1nf—ZZEpv [ {va,i(a,é) > 5}}

veY i=1
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We now define V/ = {(v1,---, v, -+ ,vq)|v; = 0andvj € {1,---, K} for j # i} so that if ¢; is
the i-th canonical basis vector

My, = 1n zd: Z iEPv’-‘rkei [ {[’Pv/+ke (@, l;) = 5}}

i=1 v'eV! k=1
d K K
= lnf Z Z (EPU’+8~; [Z 1 {ﬁpvurkei ’i(d’ b) = (5} o Z Hpvl+€i B P’U’+ke¢ ’TV) .
a.b =1 o'eV! k=1 k=2
It is evident by our separation condition that for any d,B at least one k € {1,---, K} satisfies

Lp,. . i b) > & so that our lower bound becomes

inf sup £ [Zﬁpzé] >1nf dz Z (1_ZHPU+Q_ v+ke,”TV> :

0 peP | i=1 ver

B.2. Proof of Theorem 1 without continuous density requirement

Start by defining the sub-class of distributions P’ C P where X is uniformly distributed on the
set {1, , x4} shattered by W, and S| X has density uniformly lower bounded by . Under this
setup it is clear that

1. R "
M, (C1) > —inf sup E[||g —¢*|,] .
2d G pep

We can now define the perturbation function
1 1
9(s) = ~1s > (1-a)} = ——1{s < (1 - )},
and define a family of distributions in P’ indexed by v € {—1, 1} with conditional densities
po(s|zi) =14 dmin{v;,0}g(s)
for 0 € (0, M] It is straightforward to verify that these conditional densities are always non-

increasing so that our score function s is quantile perfectable with respect to all distributions in P’.
Moreover, these have conditional quantiles

. {(1—a) v; =1
q’U,L': 5 .
(1 —a) = gy vi=—1

The next step is to use the notation in Theorem 11, choosing ®(z) = z, p(6,6’) = ||0 — ¢'||,, and
noting that for coordinate-wise testing function

bj(q) = argmin |g; — gy [,
vje{—1,1}
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then

2lgj —ay,| > laj — 4,1 +1aj — a3,

> q;, — ay,|
. 0
> 1{0; # vj} T45/0—a)
20

> 71{1}] /Uj}v

where we have used the fact that § < M This result naturally implies that

\q—q*ulzz-( )zn{% e

as required by Assouad’s method. The only remaining step is to bound the TV distance, for which
we note that if dyap, (v, ") < 1 then

2 2
1 0 0
APy, Py)? <= [[4/1-—=—1 1 -1) 1-
dpe1 (P, ) <37 ( o > Oé+< +1—O¢ > ( a)
Ji[E, 2@
“d|la 1-a| da(l—a)’

and since dyei(P,, P!) < 1/4/2 by our choice of § we also have that
dnel (P, Pl) = /2 = 2(1 — dyet (Py, Py )?)"

< /2 — 2¢—2ndna(Po,Py)?
We now choose §2 = da% @) to conclude that
1
PSPy < 5.
and by Theorem 11
1 Jda(l—a) _ 1 Jdo(l—«)
M, (C ey S
(€)= o; 16n  — 96 n

as long asn > W{a) to ensure that § < @

B.3. Proof of Theorem 1 with continuous conditional density

In order to enforce a continuous conditional density we will simply take our original perturbation
function and modify the sharp transition to occur smoothly, namely

—a)d
o EURORE
Lola i (1-a) te(1-a)- 281 q

g(s) =
e —(1-a)) te(l-a,(l—a)+
t>(1—a)+ %5

ad
1+/c

Qe
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It is easy to check that this choice of perturbation function still ensures the densities are non-
increasing so the quantile perfectability condition still holds. It also has the interesting feature
of preserving the quantiles from our original construction, as well as the uniform lower and upper
bounds for our conditional density. This implies that our original expression for the separation holds
and

d
o=l 22+ (§) X 1os(0) # 03},
j=1

for the same function v. It is also evident that this linear interpolation step can only reduce the
pointwise separation between densities when computing the Hellinger distance, so our previous
bound must also hold. Finally, combining these two results and applying Assouad’s method yields
the same bound of

d
fornZW

1=a) €ven when enforcing a continuous conditional density.

B.4. Proof of Theorem 2

The key insight for this proof is to note that using the orthonormal basis our estimator is defined by

B = argmin f,,(5)

BERE

1 n
= argmin — F(8,X;,S;)
Bert N ;

n

— argmin = 3 (1 — a)(Si — ATB(X0))+ + a(ATa(X:) — S+ .
gerd M

viag = AT, which is the stochastic approximation of the true minimizer

f* = argmin f(8) = argminE [F(3, X, 5)] .
B B

We can now observe that f,, not always differentiable, but the fact that S| X has a continuous density
guarantees that f is differentiable everywhere with

9p,f(B) = E [wi(X) (1{S < pTa(X)} — (1 - )] ,

so that for any function w = v7w
w(Xp11) . ] Y05 f(B)
E| ———— 1 Sn <g XTL -l-a g
{nw(XnH)nz( (a1 < §(Enia)} = (1~ ) i

Moreover, since [ is the empirical minimizer we know that for all j

S 9 F(BXuS)+ Y sy =0,

9 ABTw(X5) 29, =BTw(X;)
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for s;; € [M(a — 1), Ma] as F is subdifferentiable but not differentiable when S; = 57w (X;).

Therefore, if we pick a subgradient at random from [M(a — 1), Ma] when S; = fTw(X;) we
know that

s, (5 <f21{5—5T< )}

and by the proof of Theorem 2 in Gibbs et al. (2023) with probability 1

9, fulB) < .

and

1 03(8) 1" (0pS (D) — 0p1n(B)) , M
vl 171l n

We can use this result to bound 3 as

3/2 . .
A oo (03£4(B) — 5 1(8)),

Dyy2(g) <
n veEBY

where Bg is the euclidean ball in d-dimensions. We now take a minimal cover N/, of this ball in
its corresponding norm so that Vo € B§, 3u € Ny : [|[v — ul|, < 1/2, so that

max v’ (9sfn(8) — 9/ (B)) < max u"(9pfu(B) — 95.f(5)) + max v" (9su(5) — Isf (B)),

vEBY u€Ny /2 ve;BY

or equivalently

max o (95.fu(8) — 95/ (B)) <2 max u(9pfu(B) — 05/ (B))

vEBY UEN] /2

so that our inequality becomes

3/2 X A
M +2 max u” (g fn(B) — s f(B)).

D g) <
W72<g> - n u€N1/2

It now only remains to bound this second quantity for which we note that
[u" (05F (B, 2, 5) — 0.f (B))| < 2VdAM |ull, < 2VdM
and
E |[u"(F (3, X, 5) ~ 03/ (D)) =B |(«"03F (3, X, 8))?] ~ (u 05/ (B))?
<E |("9:F (3, X, 5))?]

2
< Julf <1
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This implies that for any u € B the zero mean random variables
Tui = u" (s F (B, Xi, Si) = 95£(5))
are (1,2v/dM) sub-exponential and independent, and
n
Ty = Tui=nu"(9sfa(B) = 1(B)),
i=1

is (n,2v/dM) sub-exponential. We now have the bound

E [ max Tu} < \/2n108(|Ny/al) + 2v/dM log(|Ny o)
UCiNg /2

from Corollary 2.6 in Boucheron et al. (2013). To finish the proof of the upper bound we recall that
[Ny /o] < 5% and thus

X d32 M 8log(5)d  4log(5)d3?M
E (D (@) < & 4 /2080 Hos®)

\/E 8d3/2 M
<4y/=+ .
n n

Observe that this result is always consistent with the lower bound in Theorem 3 since the VC-
dimension of the subgraph satisfies VC(S(W)) < d by Proposition 4.20 in Wainwright (2019) so a
vector space of dimension d cannot contain a function class with VC dimension larger than d, and
the result is tight in d and n when Y does contain a function class with VC dimension d.

B.5. Proof of Theorem 3 without continuous density requirement

The first steps in this proof are essentially identical to Theorem 1 as we use the VC dimension of
W to argue that we can find points {z1, - - - , x4} such that for any distribution P € P’ C P where
X is uniformly distributed on this set

d
Dy pla,b) > gz (St € lalx), ba)IX = i,q) — (1—a)].

We now take on the notation of Theorem 12 and define the loss functions
Lpi(a,b) =[P(Sht1 € [a(xi), b(z:)]| X = zi,q) — (1 — )],

so that our lower bound becomes

DW@ a, b Z

&\»—‘

and thus

M, (Ca) > mf sup E
a,b PeP!

Zzpz a 13)] .

=1
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Our construction will now use K = 5 and define a family of tilts indexed by v € {1,---, K}¢
where X is uniformly distributed on the set {x1,--- , x4} and S has conditional density
pv(S‘ﬂfi) =1+ 691)1-(5) ) 3

for § < 1/2 where the perturbation function g (s) is defined as
Dy, s€10,1/3)
gr(s) = { D2 s €[1/3,2/3) .
Drs s€(2/3,1]

using the matrix

-1 0 1
-1 1 0
D=0 0 O
0 1 -1
1 0 -1

It is easy to verify that using these perturbation functions s is interval perfectable with respect to all
distributions in our family. We now use the following fact

Fact 14 Let D, gi(s),{P,} be as defined in the preceding proof sketch, then forall i € {1,--- ,d}
andv' in V] = {(v1,--- , v, ,vq)|vi =0and v; € {1,--- | K} for j # i}

a(l —a) .

K
inf Y Lp, . i(ab) >0 -

ab
P k=1
In order to apply Theorem 12 it only remains to upper bound the total variation distance for which
we note that for § € [0,1/2]

2
sup (\/1+b1(5—\/1+b25) < 267,
(bl,bz)E[—l,l]z

and thus
2 a*\"
dhel(Pv’JreiHPv’Jrkei) <2|1-(1- E

_ 2062
§2[16 d },

/ ~ 2né2
HPU/—i-ei *Pv’-l-keiHTv SV2-2e E )

andifwechoose(52:ﬁthenforallie{l,-u Jdhke{2,--- K}, v eV

1
||Pv/+ei - PU/Jrk@iHTV S m .

which naturally implies

We now simply apply Corollary 13 to conclude that

1 Ja(l—-a)d

D Bt Sl
m”(c2)—850 n_

d
forn > 6
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B.6. Proof of Fact 14

We start by observing that for any x; the set of allowable estimators R = {(a,b) € [0,1]*|a < b}
can be expressed as

for

Ri = {(a,b) € [0,2/3]|a < b}

Rz = {(a,b) € [1/3,1]*]a < b}

Rs = {(a,b) € [0,1/3] x [2/3,1]}.
It is now sufficient to lower bound the optimal function value in each of these 3 regions to obtain a
lower bound over R. We now define D7 for any Z C {1,2, 3} as the matrix in RX*Zl constructed

from the corresponding columns of D and analyze the optimization problem in the 3 distinct regions.
Region 1: If (a(x;),b(z;)) € R4 then

P,(S € [a(x;), b(x)]| X = ;) = (14 0Dy, 1)B1 + (1 + 6Dy, 2)Ba,

with

so that for any %

K
inf Lp,.  (a,b)> inf ||[(Lxxa+ 6D —(1-a)l
a(z;),b(z;)ER1 ; Potker: (6.5) BER? H( K2 {1’2})ﬁ ( ) KXIHl

> inf ||(1 oD —(1—-a)1 .
2 inf, |(Lrex2 + 0D 93)8 — (1 — @) lxxal],
Region 2: If (a(z;), b(2;)) € R then identical reasoning shows that the optimal function value is

also lower bounded by the same convex optimization problem.
Region 3: If (a(z;),b(z;)) € R3 then

(1 + (5Dv,-,2)

P,(S € [a(z;), b(x)]|X = ;) =(1 + 6Dy, 1)51 + ;

+ (14 6Dy, 3)52,

with
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so that for any %
ll'lf Z,C /+k€ CL b > 1nf H 1o + 5D{1 3})5 <(1 - a)lel - 1D{2}> H
a(w:),b(:)ERs 3 1
1
> lnf H lgx2 +6Dg 3)8 — ((1 —a)lgxi — 3D{2}> H
2
Combining the 3 results: In this case we can conclude that for all i € {1,---,d} and ¢ in

Vi={(vi, - ,vi,--- ,vg)|v; = 0and v; € {1,--- , K} for j # i} the optimal objective value is
lower bounded by the minimum of two least squares problems

K
a1 1
IAHE? ;ﬁPv/Mei,i(e) > ?jel{nlfQ} 5151{2 ||AJ6 y]HQ .

Using duality to further lower bound the inner infimum we now obtain

K
"y
inf » Lp, a,b) > inf  sup
Z e = (4,9) J€{12}VATV o v,

abk 1
and since 6 < 1/3
[ = [~1%, 1% 1,0,0] € Nuli(4])
vy = [135.—125,1,0,0] € Null(A3),

foralli € {1,--- ,d},v" € V!

mfz,cpv,m, (a,b) > O‘“;‘“)
k: 1

B.7. Proof of Theorem 3 with continuous conditional density

In order to extend our result to allow for continuous conditional densities we define the smoothed
perturbation function

Di 1 €0,1/3 —¢€/2)
Dy (1- =02 4 py (75‘(1/2‘6/”) € [1/3—¢/2,1/3 + ¢/2)
hi(s) = { Dr.2 c[1/3+¢/2,2/3—¢/2) ,
D (1 - M) + Dys <M) € 12/3 —€¢/2,2/3 +¢/2)
Dy3 € 2/3+¢€/2,1]
where ¢ = %. It is now important to note that our bound on the total variation distance is

still valid, as once again the smoothing can only bring the conditional densities closer together, so
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it only remains to analyze the weak separation condition. If we denote P, as the smoothed version
of P, we can see that

K K
: : 'CPv/Jrkei’xi (CL, = Z
k=1

v iker (S € [a(2), b))l X = i) — (1= )

A
wMNf

or equivalently

. K ) K
Z ’+ke T & b) Z Z EPU/+k€ T d b Z ‘
k=1

k= k=1

v +ke; — v '+ke;

v

We finally bound the total variation distance between the smoothed and non-smoothed variants
using the same technique as before

[ 262¢\"
dhel( 'L;JrkelHPerke )2§2 1_< d ) :|

_471526
<2|1—e "4 }

§2_1—e_5%}
so that
- 1 b Ja(l—a)
P — P, ) < —V2e= —4/ ——=
‘”*’“62 vikei|ly =16V 7T 2K 7
and thus

K
a0 Ja(l—a)
; : v +he; T (,5) 2 T

Y

leading to the minimax lower bound

1 a(l —a)d
@b = 1700 m ’

Me

d
forn > 6

Appendix C. Optimality guarantees in conformal prediction

In Section 2.2 we discussed that choosing the best among all sets attaining 1 — « coverage is a
key issue when constructing confidence sets. In fact, there are two somewhat equivalent ways of
defining optimal sets: score functions and optimality measures. We prove this equivalence through
the following two lemmas.

26
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Lemma 15 Let {C1_,} be p-perfectable nested sets with conditional coverage 1 — . If the nested
sets C'_, are inner-semicontinuous for every o, namely

lim €1 = Ci—q,
o la

then there exists a score function s : X x ) — [0, 1] such that
Ci-a(@) = {yls(z,y) <1 -a}.
Proof Define
s(z,y) = nf{rly € C-(2)},

where it is clear that s(z,y) € [0,1] since any y € Y satisfies y € C1(z) and y ¢ Co(x). We
now take y € {y | s(z,y) < 1 — a} and note that this implies y € Cy_,/(x) for all &’ > « and
thus it is clear that y € Cy_,(x) by the nesting and inner-semicontinuity assumption. Conversely,
ify € Ci_q(x) theninf{7|y € C1_o(2)} <1—aandthusy € {y | s(z,y) < 1— a}. Therefore,
we have found a score so that C1_,(z) = {y | s(z,y) <1 —a}. [

Lemma 16 For any score function s : X x) — [0, 1] there exists p(x,y) so that s is p-perfectable
with respect to any distribution Px y with no point masses.

Proof For p(x,y) = s(z,y) we get

ro-[ @ DAPG)APE)
We now define

¢ _o(x) =inf{geRst. P(s(z,Y)<q| X =2)=1—-a}
0 (@) =sup{g ERSLP(s(2,Y) S q| X =2) =P (s(2,Y) < qp_o(2) | X =)},
and for any ¢(x) € [¢;_, (%), q]_(®)] construct C7__ (z) = {y | s(z,y) < q(z)}. For any other

C(z) with 1 — « conditional coverage define the set £ to be all values of x such that e(z) :=
P (Y € Cf_(x)\ C(z) | X =z) > 0soif E has positive measure

/ e(z)dP(z) > 0.

E

However, as P (Y € Cf_,(z) | X =) =1 — aforall z € E we have
P(Y € C(x)\Ci_o(z) | X =2) > €(z) > 0.

In this case on y € C(z) \ CF_, (z) we know that s(z,y) > g(z) so
(

Aw)= [ ste)dPlle) - [ stpdPlo).

S
l—« (Z‘) C(I)
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satisfies

A(z) < [P(CT 4 (2)\C(z) | X =2) =P (C(2) \ CT_o(2) | X = z)] q(2)
0.

VANVAN

Thus we have shown that C]_ (z) minimizes the chosen loss for any distribution with no point
masses. |

These lemmas illustrate why we cannot fix both an arbitrary optimality criterion and an arbitrary
score when studying conformal prediction without distributional assumptions, as both notions are
intimately linked. In practice, practitioners often seek to obtain the shortest possible intervals as
measured by Leb(C(x)) so the usual approach is to assume some properties of the observed data
distribution and choose scores with quantile sets that provide minimum length intervals under these
assumptions. However, it is evident that this approach can only yield minimum length intervals in
all cases if the score is chosen in a distribution dependent manner as shown in the following fact.

Fact 17 For any distribution on (Y, X) € (RF,R™) with conditional density f(y|z) the quantile
sets Cy(z) = {y|s(z,y) < q(z)} defined by the distribution dependent score

s(z,y) = exp [=f(yl)] ,
minimize Leb(C(z)) over sets with 1 — « coverage.

Proof The proof follows immediately from the fact that since a density exists the sets with minimum
Lebesgue measure are of the form Cy(x) = {y|f(y|z) > a(z)} by definition, and these match the
sublevel sets of s(x,y) = exp [—f(y|z)]. [ |

Appendix D. Deferred proofs for weak calibration

D.1. Proof of Theorem 4

The general plan for this proof is to construct a base tilt Py and a family of alternate tilts { Py, }
indexed by v € V = {—1,1}% and § > 0, so that these two sets are §-separated. In this case we can
apply the convex hull Le Cam method (Lemma 15.9 in Wainwright (2019)) to conclude that

inf sup Ep ||CE(f, W) — é|] > g [1—||Pg — PF

i sup o]

where ]3§ = ‘—\14 > vey 5. We start by constructing our perfectly calibrated tilt Py where S is
uniformly distributed on {s1,--- ,s4} and Y|S = s; ~ Bernoulli(s;). To construct the particular

members of the alternative family Ps,, for each j € {1,--- ,d} we define the “tilting” function

o) = (L - 2L )1y =1s=5).

Sj 1-— S5
Then EP() [¢J(Y, S)] = 0 while

1 1 1
Varp, (0, V. 8) = St A d T s -sd”
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Note that |¢;(s,y)| < % as e < % and if we define the vector ¢(y, s) = (¢1(y, ), -, a(y, s)),
then ||¢(y, s)||; < 1, as the number of non-zero entries is at most 1. Now for 6 € [0, ¢] for each
v € {—1,1}? we may define the tilted distribution Py, with

P5U(Y =y,S5= 5) = (1 +5<U7¢(y78)>)P0(Y =y, 5= 5)7

which is valid whenever § < c as [(v, #(y,s))| < 1. We now compute the calibration error for

distributions Pj, by noting that S is still uniform on {s1, -, s4} so that
Eps, [Y|5 = s5] = s+ 0uiEp, [¢;(Y,5;)Y] S = 5] = 85 + 0v;.,

and so by our shattering assumption

Q.M—‘

CE(f,W) = sup Ep,, [w(S)(Y

d
Z sj+vj0 — s =0,
wew j=1

so our family { Py, } is §-separated from F.
Lastly, we compute a bound on testing error. We start by recalling that in the case of our mixture
distribution the x2-divergence satisfies

Dy (PIPS) +1= 5 S B, [(14 60, 6y, ) (1 + 500, d(y, )]

v,/

_ Tid S0 + 6207 Cov i (4(Y; $))0'),

v,

because our sampling is i.i.d. By our variance calculation for ¢ and that each ¢; has disjoint support,

14 1"
we have that Covp, (¢(Y, S)) = ;diag ([Sj(l—sj-)Lﬂ) and so
_ e vivi \ nd? < ViV
D (PMPY)+1=E |14+ =Y —L <E 2N

where the expectation is over V, V' b " Uniform({£1}9). Clearly, since V;V] are iid. random
signs they are 1-sub-Gaussian and

D> (F'|Py) +1 < exp

n26t & 1 < n2*
exp | —s—s
2d2 — s35(1—s)%| — P 2de2(1—¢€)?] "’

because s; € [¢,1 — €. It is now easy to see that for §* = % then D, 2 (P{|P}') < 5 and

1
28

thus HP(? — ngHTV < % so that
JL/4
inf sup Ep ICE(, )feq > Vel o),
d

forn > (1 gV 2
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D.2. Proof of Corollary 5

We start by observing that given the conditions in this corollary and under the same construction of
our proof for Theorem 4

d
1
CE(f, WBQ)2 = eceH_||2(f)2 — g § 5221]2' — 527
j=1

so by just using the same logic we get a lower bound of

. d1/2
inf sup Ep ||CE(f,W)? — 9[} > —¢€(l—¢),
g PCP 6n

forn > ﬁ \/g . For the remaining lower bound we use a simple two-point construction with tilts

Py, Py such that both are uniformly distributed on {s1,--- ,s4} and fory € (0,1/2 —¢€),0 € (0,¢)
then

si+vy 5 <1/2

Py(Y =1|S=s;) =
o | ) {si—fy s;i>1/2,

and

si+y(1+4+0) s <1/2

P(Y=1S8S=¢)=
(Y =118 = 5) {si—vma) S

In this case it is easy to see that
CEp, (f, Wpz2)* = 7* CEp, (f, Wr2)* = (1+0)*7%,

and thus P,, P, are 202 separated. It now only remains to bound the probability of testing error,
so we note that if s; < 1/2

&y & 5%y
—log (1 i < - - i
Og( +8¢+7)(8 t S (8i+7 (si +7)? (g2 +)
52’}/2
< =5y + ,
< -0y 5ty
and since —% > —% we also know that
oy oy 5242 )
—1 1— ————— ) (1 —(s; + <—|- — 1—(s;+
on (1= 1oy 0 Gt = = (1=~ 1) 4 G+ )
52,}/2
<O+ —m .
=T T i)
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An identical argument shows that these bounds also hold when s; > 1/2 so we can conclude that

ISH

1 5242 5242

Dy (Po] P1) < < ; ©)

” d; L= (si+7)(si+v) ~ e(l—¢)
and
nd2~y?
Pl Py < 4]
H 0 1 ”TV — 26(1 _ E)

We can now pick §2 = Eéi/%;) to guarantee that || Py’ — P/*[| 4y < and apply the standard Le Cam

two-point method to obtain

inf sup Ep [|CE(f’ W2 9@ 1\/6(1—6)'y2>1\/6(1—6)CE(f7WB2>27

6 PCP 4 2n 6 n

forn > 2. recalling that 72 = CE(f, W)? for one of our tilts.

1
2CE(f,WB2 €

D.3. Proof of Theorem 7

Using identical reasoning to the original proof in appendix F of Kumar et al. (2019) we know that
the debiased estimator satisfies the decomposition

d d d . A
A NPT o e Gi(1=3)
8§b = Zpie? — 22]%61‘(3/1‘ - ;) +sz' [(yz' Y )2 — ﬁ
‘ i=1 i=1 ¢

-1
- —
cn 2 (C3)

where yf = E[Y|S = s;], pi =P (Sk = s;) and e; = s; — y;. Therefore,
€8, — CE(f,Wg2)?| <1(C1) — CE(f, Wp2)?| + |(C2)| + [(C3)|

Bounding the first term: Note that

d

1 n
Z — 1{S), = s;}e? = - Z E?,
k=1

i=1 i=1 k=1

—_
S8
3

3

where { E2}7_, are the i.i.d. random variables with distribution

as they simply return the true conditional calibration error e; if S; = s;. It is clear that

d
E[E}] = pie} = CE(f, Wg2)?

i=1
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and |E?| < 1so that Var(E7) < E [E}] < E [E?] = CE(f, Wg2)?. We can now use Bernstein’s
inequality to argue that

]P) (
and thus with probability at least 1 — ¢

E 2 2 4 2
(C1) — CE(f, Wge)?| < \/?WnWB) log <5> + o (5> .

Bounding (C2): We start by observing that

1 1
D: — = — 'TL: — < — _
P(p;=0)=(1—p;) exp[ nlog(l_pi)] _exp[ nlog(l_ inipz)] ,

so using a union bound since n > clog(%) for % <log (mir}_ p_)

1 En 2 2 . t2 t
4 f > < 2e —
n Ez CE( 7WBZ) t> 2exp [ nmm{?)CE(J,V\/Bz)z7 4}} ’

k=1

P(Ji:p=0)<3.

Therefore, conditioning on the event that we see at least one sample from each score (A1) and the
random variable Z = (51, - -, Sy,) we know that

E[g; —y/| Z,A1] =0.

We now observe that given Z the samples (Y7, --,Y},,) are still independent but not identically
distributed as their distribution depends on the corresponding Sj. Moreover, since §; — y;|Z, Ay
has absolute value bounded by 1, we know that it is sub-Gaussian with parameter 4}3%. Note that
pi is a constant given Z. It is now easy to see that p;e;(9; — y;)|Z, A1 is also mean zero and sub-

A 2
Gaussian with parameter d ii’ , and the full term (C2) conditioned on Z, A; also has expected value

0 with sub-Gaussian parameter

0% = zdj e} _ (C1) _ CE(f,Wp2) +(C1) — CE(f, Wp2)?|
_z’:l 4n - dn = 4n |

Therefore, if our bound on the previous term holds we can use the sub-Gaussian tail inequality to
conclude that with probability at least 1 — §

(€2 < \/ PRSP 000 10g (2.

n 1)

This holds for any Z conditioned on our bound for the first term and the event Ay so it must hold
after marginalizing over Z.
Bounding (C3): This bound follows from Lemma E.8. in Kumar et al. (2019) with the only modi-
fication that the condition p; > 0 is achieved via event A; in the previous part. Therefore, we can
conclude that with probability at least 1 — 29
€3] < 2 10g (2) 4 2.
n n
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Combining all our bounds: We now see that for n > clog(%l) with < log (mm o ) with

probability at least 1 — 49

E 2 2
£2 — CE(f,Wg)?| < C1 Mlog o —|—Cgﬁlog n ’
db n 0 n o

for some numerical constants C, C and sufficiently large n.

D.4. Proof of Theorem 8

The proof of this theorem follows the logic laid out in our previous proof of Theorem 4. We first
construct the perfectly calibrated tilt Py where S follows a predefined distribution ) and

P(Y=1S=s)=5s.
For B, = {B1,--- , By} we now define the functions

bi(s,y) = fll{y_lseB}—L]l{y_OseB}

These have mean 0 since Ep; [¢;(s,Y)| .S = s] = 0 and variance

Varp, (05(8.Y)) = [ —dQ(s) < B

The supports of our functions ¢; are once again disjoint so we can define our family of alternative
tilts indexed by v € V = {—1,1}9 as

dP&;(&y) = (1 + 5<Uv ¢(3a y)>)dP0(57y) s

for 0 < § < min{e, 1 — €}. Our assumptions now guarantee that the new construction satisfies

CE(f,W) = dqo0,

so our family { Py, } is dqo5 -separated from Fy. It is now easy to see that following the same logic
for our previous X2—dlvergence bound we get that for §* = Ezgﬁ_gf
1
15— Pl < 5.
Le Cam’s convex hull method in this case now yields
: q A
inf sup E { CE(f, 6 } —
it sup Ep [[CB(S W) = 0l] 2 T S Vel =)
awd A
~ Vqd 5nl/? ‘
Q0 d1/4
Q1 " 5pl/2 (-9,

>__ 1
for n > NCETERPIVER
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