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#### Abstract

Cohen and Kontorovich (COLT 2023) initiated the study of what we call here the Binomial Empirical Process: the maximal empirical mean deviation for sequences of binary random variables (up to rescaling, the empirical mean of each entry of the random sequence is a binomial hence the naming). They almost fully analyzed the case where the binomials are independent, which corresponds to all random variable entries from the sequence being independent. The remaining gap was closed by Blanchard and Voráček (ALT 2024). In this work, we study the much more general and challenging case with correlations. In contradistinction to Gaussian processes, whose behavior is characterized by the covariance structure, we discover that, at least somewhat surprisingly, for binomial processes covariance does not even characterize convergence. Although a full characterization remains out of reach, we take the first steps with nontrivial upper and lower bounds in terms of covering numbers.
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## 1. Introduction

We consider the fundamental problem of estimating the mean of a high-dimensional and potentially infinite-dimensional distribution $\mu$ from independent and identically distributed (iid) samples $X^{(1)}, \ldots, X^{(n)} \sim \mu$. More precisely, we aim to characterize the maximum deviation from the empirical mean $\hat{p}:=n^{-1} \sum_{i=1}^{n} X^{(i)}$ to the true mean $p=\mathbb{E} X^{(1)}$. We mainly focus on distributions with support on the hypercube, that is, for $X=\left(X_{j}\right)_{j \geq 1} \sim \mu$ each entry $X_{j}$ is a Bernoulli random variable - as these already capture most of the relevant high-dimensional phenomena. The object of interest is the expected maximum deviation:

$$
\begin{equation*}
\Delta_{n}(\mu):=\mathbb{E}\|\hat{p}-p\|_{\infty}, \tag{1}
\end{equation*}
$$

and we aim to study the behavior of $\Delta_{n}(\mu)$ as the number of samples $n$ grows.
Estimating the mean of a distribution $\mu$ on $\mathbb{R}^{d}$ from independent draws is among the most basic problems of statistics. Much of the earlier theory has focused on obtaining efficient estimators $\hat{m}_{n}$ of the true mean $m$ and analyzing the decay of $\left\|\hat{m}_{n}-m\right\|_{2}$ as a function of sample size $n$, dimension $d$, and various moment assumptions on $X$ (Catoni, 2012; Devroye et al., 2016; Lugosi and Mendelson, 2019a,b; Cherapanamjeri et al., 2019, 2020; Diakonikolas et al., 2020; Hopkins, 2020; Lugosi and Mendelson, 2021; Lee and Valiant, 2022). For $d$-dimensional distributions $\mu$ on $\{0,1\}^{d}$, the classical Glivenko-Cantelli theorem ensures the convergence of the maximum deviation $\Delta_{n}(\mu)$ to 0 , which can be quantified by the Dvoretsky-Kiefer-Wolfowitz inequality via
$\Delta_{n}(\mu) \lesssim \sqrt{\ln (d+1) / n}$. This worst-case bound can however be overly pessimistic. In particular, when the dimension is infinite the bound becomes vacuous: distributions-dependent bounds are necessary. Inspired by these observations and by Thomas (2018), Cohen and Kontorovich (2023a) introduced the problem of characterizing the distribution-dependent behavior of the empirical deviation $\Delta_{n}(\mu)=\mathbb{E}\|\hat{p}-p\|_{\infty}$ for distributions $\mu \in\{0,1\}^{\mathbb{N}}$. The $\ell_{\infty}$ norm is in some sense the most interesting of the $\ell_{r}$ norms; indeed, for $r<\infty, \Delta_{n}^{(r)}:=\mathbb{E}\|\hat{p}-p\|_{r}^{r}$ decomposes into a sum of expectations and the condition $\Delta_{n}^{(r)} \rightarrow 0$ reduces to one of convergence of the appropriate series. The uniform convergence implied by the $\|\cdot\|_{\infty}$ norm as well as the dependence on the particular distribution $\mu$ led the authors to refer to this problem as local Glivenko-Cantelli.

Cohen and Kontorovich (2023a) obtained an almost complete understanding of the behavior of $\Delta_{n}(\mu)$ in the case of product measures, that is, for $X=\left(X_{j}\right)_{j \geq 1} \sim \mu$ all entries $X_{j}$ are independent. In this case, $\mu$ is determined entirely by its mean $p$. To emphasize that these are product measures, we write $\Delta_{n}(p)$ for $\Delta_{n}(\mu)$. Restricting $p \in[0,1]^{\mathbb{N}}$ to the range $\left[0, \frac{1}{2}\right]$ and requiring that $p_{j} \downarrow 0$ as $j \rightarrow \infty$ (which incurs no loss of generality, as shown ibid.) they defined the functional

$$
T(p):=\sup _{j \in \mathbb{N}} \frac{\log (j+1)}{\log \left(1 / p_{j}\right)}
$$

and showed that $\Delta_{n}(p) \rightarrow 0$ iff $T(p)<\infty$. They also characterized up to constants the asymptotic convergence of $\Delta_{n}(p)$ when $T(p)<\infty$ via the functional

$$
S(p):=\sup _{j \in \mathbb{N}} p_{j} \log (j+1)
$$

establishing that $\Delta_{n}(p)$ decays as $\sqrt{S(p) / n}$. Additional finite-sample bounds provided therein were tightened by Blanchard and Voráček (2024) as follows:

$$
\begin{array}{lr}
\Delta_{n}(p) \asymp 1 \wedge\left(\sqrt{\frac{S(p)}{n}}+\sup _{j \geq 1} \frac{\log (j+1)}{n \log \left(2+\frac{\log (j+1)}{n p_{j}}\right)}\right), & \text { if } n \cdot \sup _{j \geq 1} 2 j p_{j}>1, \\
\Delta_{n}(p) \asymp \frac{1}{n} \wedge \sum_{j \geq 1} p_{j}, & \text { otherwise. } \tag{3}
\end{array}
$$

In this paper, we tackle the much more challenging case of general distributions $\mu$ on $\{0,1\}^{\mathbb{N}}$ : entries of $X \sim \mu$ may have arbitrary correlations. While the upper bounds from Eq (2) and (3) mostly hold up to minor changes (Blanchard and Voráček, 2024), these are in general very loose since they do not account for possible correlations between entries of $X \sim \mu$. One can easily find examples for which these bounds are vacuous but $\Delta_{n}(\mu)$ still converges to 0 as $n$ grows. Our goal is to understand for which forms of correlations in $\mu$ the quantity $\Delta_{n}(\mu)$ decays as $n$ grows, and hence the empirical mean is an accurate estimator of the mean.

Our contributions. The decoupling result in Theorem 1 shows that when the pairwise correlations are negative, the behavior of $\Delta_{n}(\mu)$ remains as in the independent case, up to universal constants. This might lead one to conjecture that the pairwise correlations suffice to characterize the decay of $\Delta_{n}$. Theorem 3 decisively shatters this conjecture, by exhibiting two processes $\mu, \nu$ with identical pairwise covariances but for which $\Delta_{n}(\mu)$ decays to 0 while $\Delta_{n}(\nu)$ does not. While characterizing
the measures $\mu$ for which $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$ remains a challenging open problem, we take nontrivial first steps in this direction. In particular, we define two metrics and show how covering numbers with respect to these provide upper and lower bounds on $\Delta_{n}(\mu)$. More specifically, we give necessary and sufficient conditions on these covering numbers for $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$ to hold and show that among the covering-number-based bounds, this is essentially the best one can do. Some of the techniques developed for the results may be of independent interest, including decoupling (Proposition 10), subgaussian increments (Lemma 18), a recursive argument to extract entries with large deviations (Theorem 4), and probability distributions with tree structures (Proposition 8).

Terminology and related works. Because we focus on distributions $\mu$ on $\{0,1\}^{\mathbb{N}}$, the rescaled empirical mean $Y=n \hat{p}$ is a vector of binomial random variables $Y_{j} \sim \operatorname{Binomial}\left(n, p_{j}\right)$. When the distribution $\mu$ is a product measure, $Y$ is exactly the sequence of independent binomials $Y_{j} \sim$ $\operatorname{Binomial}\left(n, p_{j}\right)$; however, for general distributions $\mu$, these binomials are correlated. With this perspective, the empirical deviation of the mean $\bar{Y}:=\hat{p}-p=n^{-1} Y-p$ is a centered, normalized process, which we refer to as the binomial empirical process. The quantity $\Delta_{n}(\mu)=\mathbb{E} \sup _{j \in \mathbb{N}}\left|\tilde{Y}_{j}\right|$ is then simply the expected uniform absolute deviation of the binomial process $Y$.

A few remarks are in order. First, the binomial empirical process $Y$ does not have an arbitrary structure since its entries are coupled via the joint distribution $\mu$ on $\{0,1\}^{\mathbb{N}}$ : we have $Y=\hat{p}-p$, where $p$ is the true mean and $\hat{p}$ is the empirical mean based on $n$ iid copies of $\mu$.

Second, the study of the binomial empirical process differs from that of Bernoulli processes as studied by Talagrand and others. We refer the reader to Chapter 5 of Talagrand (2014). Briefly, one defines a sequence of mutually independent symmetric Bernoulli variables $\varepsilon_{i}$ with $\mathbb{P}\left(\varepsilon_{i}= \pm 1\right)=$ $1 / 2$. To any $T \subset \ell^{2}(\mathbb{N})$ we assign the value

$$
\begin{equation*}
b(T)=\mathbb{E} \sup _{t \in T} \sum_{i \in \mathbb{N}} t_{i} \varepsilon_{i} \tag{4}
\end{equation*}
$$

The celebrated Bednorz-Latała Theorem (Bednorz and Latała, 2014) characterizes $b(T)$ up to universal constants in terms of the combinatorial structure of $T$ involving Gaussian width and $\ell_{1}$ diameter. In principle, one may be able to relate the two objects of interest, $b(T)$ and $\Delta_{n}(\mu)$, via some mapping of $\mu$ and $n$ to $T$ and vice versa. Despite repeated attempts, we were not successful in doing this; in fact, we were not able to extract any information from the Bednorz-Latała Theorem that would shed light on either of the two open problems above.

Notation. The measure-theoretic subtleties of defining distributions on $\{0,1\}^{\mathbb{N}}$ are addressed in Cohen and Kontorovich (2023a). If $\mu$ is a probability measure on $\{0,1\}^{\mathbb{N}}$, we say that $\tilde{\mu}$ is its product version if $\tilde{\mu}$ is a product measure on $\{0,1\}^{\mathbb{N}}$ that agrees with $\mu$ on all of the marginals, that is, if $X \sim \mu$ and $\tilde{X} \sim \tilde{\mu}$, then the entries $X_{j}$ and $\tilde{X}_{j}$ are equal in distribution and the $\left\{\tilde{X}_{j}: j \in \mathbb{N}\right\}$ are mutually independent. In this case, we say that $\tilde{X}$ is the independent version of $X$. A probability measure $\mu$ on $\{0,1\}^{\mathbb{N}}$ induces the metrics $\xi$ and $\rho$ on $\mathbb{N}$ as follows. Putting

$$
\begin{equation*}
p_{i}:=\underset{X \sim \mu}{\mathbb{E}}\left[X_{i}\right], \quad r_{i j}:=\underset{X \sim \mu}{\mathbb{E}}\left[X_{i} X_{j}\right], \quad i, j \in \mathbb{N} \tag{5}
\end{equation*}
$$

we define

$$
\begin{align*}
\xi(i, j) & :=\mathbb{P}\left(X_{i} \neq X_{j}\right)=p_{i}+p_{j}-2 r_{i j}  \tag{6}\\
\rho(i, j) & :=\frac{2}{\sqrt{3}} \wedge \sqrt{\frac{2}{\log \frac{2}{\xi(i, j)}}} \tag{7}
\end{align*}
$$

where we set $\rho(i, j)=0$ whenever $\xi(i, j)=0$. It is straightforward to verify that both are metrics; for the former, we have $\xi(i, j)=\mathbb{E}\left|X_{i}-X_{j}\right|$ and the latter is verified as such in Lemma 19.

For any two quantities $a, b \in(0, \infty)$, we use the shorthand $a \lesssim b$ when there exists a universal constant $C>0$ (independent of any parameters of the problem) such that $a \leq C b$. Likewise, $a \gtrsim b$ if $b \lesssim a$ and $a \asymp b$ if both $a \lesssim b$ and $a \gtrsim b$ hold. The floor and ceiling functions, $\lfloor t\rfloor,\lceil t\rceil, \operatorname{map} t \in \mathbb{R}$ to its closest integers below and above, respectively; also, $s \vee t:=\max \{s, t\}, s \wedge t:=\min \{s, t\}$, $[s]_{+}:=0 \vee s$ and $[s]_{-}:=0 \vee(-s)$. Unspecified constants such as $c, c^{\prime}$ may change value from line to line. We use superscripts to denote distinct random vectors and subscripts to denote indices within a given vector. Thus, if $X^{(1)}, \ldots, X^{(n)}$ are independent copies of $X$, then $X_{j}^{(i)}$ denotes the $j$ th entry of the $i$ th copy.

## 2. Main results

Our first result is a decoupling inequality comparing a negatively correlated binomial process to its independent version. If $\mu$ is a probability measure on $\{0,1\}^{\mathbb{N}}$ and $\tilde{\mu}$ its product version as defined above (the two agree on the marginals and $\tilde{\mu}$ is a product measure), then "decoupling from above", i.e., $\Delta_{n}(\mu) \lesssim \Delta_{n}(\tilde{\mu})$, holds without any structural assumptions on $\mu$ and the proof is quite straightforward (Chollete et al., 2023, Proposition 3.1). The other direction is far less trivial and is clearly not true in general:

Theorem 1 (Decoupling from below) Let $\mu$ be a probability measure on $\{0,1\}^{\mathbb{N}}$ with negatively correlated coordinates (i.e., $X \sim \mu$ verifies $\mathbb{E}\left[X_{i} X_{j}\right] \leq \mathbb{E}\left[X_{i}\right] \mathbb{E}\left[X_{j}\right]$ for $i, j \in \mathbb{N}$ ) and $\tilde{\mu}$ its product version. Then

$$
\Delta_{n}(\mu) \geq \frac{1}{4} \Delta_{n}(\tilde{\mu}), \quad n \geq 1
$$

The proof is given in Section 3. In particular, together with the tight bounds Eq (2) and (3) from Blanchard and Voráček (2024) for independent Bernoulli sequences, we directly obtain tight non-asymptotic bounds for negatively correlated Bernoulli sequences.

Corollary 2 Let $\mu$ be a probability measure on $\{0,1\}^{\mathbb{N}}$ with negatively correlated coordinates. Then, Eq (2) and (3) continue to hold.

In the previous result, only the lower bounds are worsened by a factor $\frac{1}{4}$ compared to those for independent Bernoulli sequences in Eq (2) and (3). It is worth noting that the upper bounds are exactly the same as for the independent case-these only require union bounds and Markov's inequality, hence also hold for general distributions, as noted in Blanchard and Voráček (2024, Corollary 3).

Based on Corollary 2 as well as Gaussian process theory, one might plausibly conjecture that the behavior of $\Delta_{n}(\mu)$ is determined by the covariance structure of $X \sim \mu$. It is therefore at least somewhat surprising that this is very much not the case:
Theorem 3 (Covariance does not characterize $\Delta_{n}$ ) There exist probability measures $\mu, \nu$ on $\{0,1\}^{\mathbb{N}}$ that agree on their covariance matrices,

$$
\underset{X \sim \mu}{\mathbb{E}}\left[X_{i} X_{j}\right]=\underset{X \sim \nu}{\mathbb{E}}\left[X_{i} X_{j}\right], \quad i, j \in \mathbb{N}
$$

while $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$ and $\Delta_{n}(\nu) \underset{n \rightarrow \infty}{\longrightarrow} \frac{1}{2}$.

The proof is given in Section 4. It turns that the two distributions we construct also share the exact same third-order moments; that is,

$$
\underset{X \sim \mu}{\mathbb{E}}\left[X_{i} X_{j} X_{k}\right]=\underset{X \sim \nu}{\mathbb{E}}\left[X_{i} X_{j} X_{k}\right], \quad i, j, k \in \mathbb{N} .
$$

In particular, this shows that third-order moments still fail to characterize the convergence of $\Delta_{n}$ to 0 (the proof of this claim appears in Appendix A). We conjecture that similar examples could be constructed to show that for any $k \geq 1$, knowledge of the $k$ th order moments does not suffice to characterize the decay of $\Delta_{n}$.

Although a complete understanding of the behavior of $\Delta_{n}$ as a function of $\mu$ so far remains out of reach, we take nontrivial steps in this direction by providing upper and lower bounds in terms of the covering numbers. To state our bounds, we fix a probability measure $\mu$ on $\{0,1\}^{\mathbb{N}}$. We define the metric spaces $(\mathbb{N}, \xi)$ and $(\mathbb{N}, \rho)$ as in $\mathrm{Eq}(6)$ and (7). For $\varepsilon \in(0,1]$, we will denote by $\mathcal{N}_{\xi}(\varepsilon)$ and $\mathcal{N}_{\rho}(\varepsilon)$ the $\varepsilon$-covering numbers of $(\mathbb{N}, \xi)$ and $(\mathbb{N}, \rho)$ respectively. We recall that the covering number $\mathcal{N}(\epsilon)$ for a metric space $(M, d)$ is the minimum cardinality of a covering set $S \subset M$, that is, such that for any $x \in M$, there exists $y \in S$ with $d(x, y) \leq \epsilon$. Recall that a subset of a metric space is totally bounded if its $\varepsilon$-covering numbers are finite for each $\varepsilon>0$.

We start by showing that total boundedness is a necessary condition for convergence. The proof is deferred to Appendix B.

Theorem 4 Let $\mu$ be a distribution on $\{0,1\}^{\mathbb{N}}$ be such that $(\mathbb{N}, \xi)$ is not totally bounded and let $\varepsilon \in(0,1]$ be such that $\mathcal{N}_{\xi}(\varepsilon)=\infty$. Then, for all $n \geq 1$,

$$
\Delta_{n}(\mu) \geq \frac{\varepsilon^{2}}{6} .
$$

Hence, if $\Delta_{n}(\mu) \rightarrow 0$, then $(\mathbb{N}, \xi)$ is totally bounded.
The proof uses the following idea: given an $\varepsilon$-separated infinite subset $S \subset \mathbb{N}$, that is, one for which $\xi(i, j)=\mathbb{P}\left(x_{i} \neq X_{j}\right)>\varepsilon$ for all $i, j \in S$, we can show that with reasonable probability, the sequence $\left\{X_{i}: i \in S\right\}$ contains infinitely many realizations of both 0 and 1 :

$$
\mathbb{P}\left\{\min \left(\sum_{i \in S} X_{i}, \sum_{i \in S}\left(1-X_{i}\right)\right)=\infty\right\} \geq \epsilon
$$

The proof then constructs a sequence of decreasing (random) infinite sets $S(n) \subset \mathbb{N}$ for $n \geq 1$ such that on the first $n$ iid samples $X^{(1)}, \ldots, X^{(n)}$, all entries $i \in S(n)$ diverged from their mean significantly: $\left|\hat{p}_{i}-p_{i}\right| \gtrsim \varepsilon p_{i}$. These sets can be constructed recursively as follows. Given an infinite set $S(n) \subset A$, we can still apply the initial result to $S(n)$ because it is still $\varepsilon$-separated and infinite. Hence, for any $j>n$, with probability at least $\varepsilon$, the sequence $\left\{X_{i}^{(j)}: i \in S(n)\right\}$ contains infinitely many realizations of both 0 and 1 . Whenever this event occurs for some samples $n^{\prime}>n$ (after a geometric waiting time $n^{\prime}-n \sim \mathcal{G}(\varepsilon)$ ), we can either select the entries $S\left(n^{\prime}\right) \subset S(n)$ as those with realization 0 , or those with realization 1 , whichever induces maximal deviation from the means. In both cases, $S\left(n^{\prime}\right)$ is still infinite hence we can continue the induction. The deviation on some entry $i \in S\left(n^{\prime}\right)$ is of order $p_{i}$ after a waiting time $n^{\prime}-n \approx 1 / \varepsilon$, which corresponds to a $\approx p_{i} \varepsilon$ deviation in average; this can be replaced with $\approx \varepsilon^{2}$ with additional technicalities.

Although the necessary condition in Theorem 4 might at first appear somewhat weak, it turns out to be essentially the best one can do solely based on covering-number information:

Proposition 5 Let $N:(0,1] \rightarrow \mathbb{N}$ be a non-increasing function. Then, there exists a distribution $\mu$ on $\{0,1\}^{\mathbb{N}}$ and a countable set $E$ such that for any $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash E$, one has $\mathcal{N}_{\xi}(\varepsilon)=N(\varepsilon)$, and

$$
\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

The proof is given in Appendix B. The previous result shows that if $\mu$ satisfies the necessary condition from Theorem 4, one can construct a distribution $\tilde{\mu}$ on $\{0,1\}^{\mathbb{N}}$ whose covering numbers agree with those of $\mu$ (up to a negligible countable set) for which $\Delta_{n}(\tilde{\mu})$ does converge to zero. Here, the exceptional set $E$ exactly corresponds to the scales $\varepsilon$ on which the covering number function $N(\cdot)$ is discontinuous: for the constructed distribution $\mu$, the covering numbers are right-continuous, which may not necessarily be the case for a generic covering number function $\mathcal{N}_{\xi}(\cdot)$.

In light of Theorem 4, there is no loss of generality in assuming that all covering numbers $\mathcal{N}_{\xi}(\varepsilon)$ (a fortiori for $\mathcal{N}_{\rho}(\varepsilon)$ ) are finite. In this case, we have the following sufficient condition for the convergence of $\Delta_{n}(\mu)$ to 0 , written in terms of the $\xi$-covering numbers.

Theorem 6 Let $\mu$ be a distribution on $\{0,1\}^{\mathbb{N}}$ such that

$$
\begin{equation*}
C_{\mu}:=\int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon<\infty . \tag{8}
\end{equation*}
$$

Then, $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$. Further, in that case, for any $n \geq 1$,

$$
\Delta_{n}(\mu) \leq C_{1} \inf _{\varepsilon \in(0,1]} \varepsilon+\sqrt{\frac{\log \left(\mathcal{N}_{\xi}(\varepsilon)+1\right)}{n}} \leq C_{2}\left(1 \wedge \sqrt{\frac{\log \left(n\left(1+C_{\mu}\right)\right)}{n}}\right),
$$

for universal constants $C_{1}, C_{2}>0$.
The proof, which we defer to Appendix B, proceeds via a chaining argument. For any $\epsilon>0$, we denote by $\mathcal{S}_{\xi}(\epsilon)$ an $\epsilon$-covering set with minimum cardinatity, that is $\left|\mathcal{S}_{\xi}(\epsilon)\right|=\mathcal{N}_{\xi}(\epsilon)$. We consider the directed graph such that a node in $\mathcal{S}_{\xi}\left(2^{-k}\right)$ (covering set at level $2^{-k}$ ) has as parent its nearestneighbor within $\mathcal{S}_{\xi}\left(2^{-k+1}\right)$. We show that the property $C_{\mu}<\infty$ ensures that with good probability, starting for any point at level $k>k_{0}$, the value at the node and its parent coincide exactly. This overall probability grows as $k_{0}$ is made larger. Conditional on this good event, it suffices to bound the deviation of entries in $\mathcal{S}_{\xi}\left(2^{-k}\right)$ for $k \leq k_{0}$, for which convergence is trivial due to the finite number of points.

We note that the non-asymptotic upper bounds for $\Delta_{n}(\mu)$ of the previous result are in general not tight. In particular, under stronger assumptions, we can use tools from Gaussian process theory to exhibit subgaussian rates of convergence $(1 / \sqrt{n}$ instead of $\sqrt{\log n / n})$ for $\Delta_{n}(\mu)$. More precisely, we show that $X \sim \mu$ is a subgaussian process on $\mathbb{N}$ with respect to the metric $\rho$ (Lemma 18). Hence, a direct application of Dudley's theorem Van Handel (2014, Corollary 5.25) yields the following result.

Proposition 7 Let $\mu$ be a distribution on $\{0,1\}^{\mathbb{N}}$ such that

$$
D_{\mu}:=\int_{0}^{1} \sqrt{\log \mathcal{N}_{\rho}(\varepsilon)} \mathrm{d} \varepsilon<\infty
$$

Then, for any $n \geq 1$, we have

$$
\Delta_{n}(\mu) \leq \frac{24 D_{\mu}}{\sqrt{n}} .
$$

The proof that $X \sim \mu$ is a subgaussian process (Lemma 18) along with the proof of the above proposition are deferred to Appendix C.

In light of Theorem 3, the condition from Eq (8) cannot also be a necessary condition for $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$, since it only involves pairwise correlations between coordinates of the distribution. However, we show that this is also essentially the tightest sufficient condition that can be stated solely in terms of the covering numbers $\mathcal{N}_{\xi}(\cdot)$. The proof can be found in Appendix B .

Proposition 8 Let $N:(0,1] \rightarrow \mathbb{N}$ be a non-increasing function such that

$$
\int_{0}^{1 / 2} N(\varepsilon) \mathrm{d} \varepsilon=\infty
$$

Then, there exists a distribution $\mu$ on $\{0,1\}^{\mathbb{N}}$ and a countable set $E$ such that for any $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash E$, one has $\mathcal{N}_{\xi}(\varepsilon)=N(\varepsilon)$, and for any $n \geq 1$,

$$
\Delta_{n}(\mu)=\frac{1}{2}
$$

Towards characterizing distributions $\mu$ for which $\Delta_{n}(\mu)$ decays to 0 , we have the following sufficient condition, which subsumes the condition from $\mathrm{Eq}(8)$ and does not involve covering numbers. The proof is given in Appendix D.

Theorem 9 Let $\mu$ be a distribution on $\{0,1\}^{\mathbb{N}}$ such that $(\mathbb{N}, \xi)$ is totally bounded. Suppose that there exists $K \geq 1$ such that for any $\varepsilon>0$, there exist events $\left(E_{k}\right)_{k \in \mathbb{N}}$ and a finite set $J \subset \mathbb{N}$ with

- $\mathbb{P}\left(E_{k}\right) \leq \varepsilon, \forall k \in \mathbb{N}$,
- $\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\mathbb{P}\left(E_{k}\right)}}<\infty$,
- $\forall i \in \mathbb{N}, \exists j \in J, \exists \mathcal{K} \subset \mathbb{N}$, such that $|\mathcal{K}| \leq K$ and $\left\{X_{i} \neq X_{j}\right\} \subset \bigcup_{k \in \mathcal{K}} E_{k}$.

Then $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.
While covering numbers $\mathcal{N}_{\xi}(\varepsilon)$ aim to account for the bad events when pairs of coordinates differ $\left\{X_{i} \neq X_{j}\right\}$ for $i, j \in \mathbb{N}$, the condition from Theorem 9 generalizes this covering number approach in two distinct ways: (i) Instead of considering the bad events $\left\{X_{i} \neq X_{j}\right\}$ only through the expectation $\xi(i, j)=\mathbb{P}\left(X_{i} \neq X_{j}\right)$, the condition allows for positive correlations of these bad events. Hence, instead of defining balls in the space $(\mathbb{N}, \xi)$, we directly define events $E_{k}$ in the probability space of $\mu$. (ii) Instead of covering a bad event $\left\{X_{i} \neq Z_{j}\right\}$ with a single event $E_{k}$ (or ball in the covering number approach), we allow for the event to be covered by several events $E_{k}$. However, the number of covering events $E_{k}$ for each bad event needs to be bounded (condition $|\mathcal{K}| \leq K$ ).

Both generalizations are important to define the exact characterization for distributions $\mu$ such that $\Delta_{n}(\mu) \rightarrow 0$. In particular, the necessity of the first generalization (i) is already exemplified by Theorem 3. In Section D, following the proofs of the latter claims, we provide illustrative examples of distributions demonstrating the necessity of these generalizations (distributions $\mu$ for which $\Delta_{n}(\mu) \rightarrow 0$ and that wouldn't satisfy the condition of Theorem 9 without such a generalization). These are meant to guide the intuition in future work towards the full characterization, which we leave as an open question.

Open problem. Characterize the distributions $\mu$ on $\{0,1\}^{\mathbb{N}}$ for which $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$. Is the sufficient condition from Theorem 9 also necessary to have $\Delta_{n}(\mu) \rightarrow 0$ ?

Open problem. How can the covering numbers $\mathcal{N}_{\rho}(\varepsilon)$ or $\mathcal{N}_{\xi}(\varepsilon)$ be calculated or bounded explicitly in terms of $\mu$ ?

## 3. Proof of Theorem 1 (Decoupling from below)

Notation. Throughout this section, whenever $X_{1}, X_{2}, \ldots$ is a collection of (one-dimensional) random variables, we denote by $\tilde{X}_{1}, \tilde{X}_{2}, \ldots$ its independent version: the $\tilde{X}_{i} \mathrm{~s}$ are mutually independent (and independent of the $X_{i} \mathrm{~s}$ ), and each $X_{i}$ is equivalent to $\tilde{X}_{i}$ in distribution. In this section, we will provide comparison results of the type $\mathbb{E} \max _{i \in[d]} X_{i} \gtrsim \mathbb{E} \max _{i \in[d]} \tilde{X}_{i}$ under negative pairwise correlation conditions on the $X_{i}$.
Bernoulli case. We begin with the case where $X_{i} \sim \operatorname{Bernoulli}\left(p_{i}\right), i \in[d]$. Letting $Z=\sum_{i=1}^{d} X_{i}$ and $\tilde{Z}=\sum_{i=1}^{d} \tilde{X}_{i}$, we have

$$
\begin{equation*}
\mathbb{E} \max _{i \in[d]} X_{i}=\mathbb{P}(Z>0), \quad \mathbb{E} \max _{i \in[d]} \tilde{X}_{i}=\mathbb{P}(\tilde{Z}>0) . \tag{9}
\end{equation*}
$$

Let us recall the notion of pairwise independence: for each $i \neq j \in[d]$, we have $\mathbb{E}\left[X_{i} X_{j}\right]=$ $\mathbb{E}\left[X_{i}\right] \mathbb{E}\left[X_{j}\right]$.
Proposition 10 Let $X_{i}, \tilde{X}_{i}, Z, \tilde{Z}, p_{i}$ be as in (9) and assume additionally that the $X_{i}$ are pairwise independent. Then

$$
\mathbb{P}(Z>0) \geq \frac{1}{2} \mathbb{P}(\tilde{Z}>0)
$$

Proof By the Paley-Zygmund inequality,

$$
\mathbb{P}(Z>0) \geq \frac{(\mathbb{E} Z)^{2}}{\mathbb{E}\left[Z^{2}\right]}
$$

Now $\mathbb{E} Z=\sum_{i=1}^{d} p_{i}$, which we assume without loss of generality to be non-zero (otherwise $\mathbb{P}(Z>$ $0)=\mathbb{P}(\tilde{Z}>0)=0)$, and by pairwise independence,

$$
\begin{equation*}
\mathbb{E}\left[Z^{2}\right]=\sum_{i=1}^{d} p_{i}+2 \sum_{1 \leq i<j \leq d} p_{i} p_{j}=\sum_{i=1}^{d} p_{i}+\left(\sum_{i=1}^{d} p_{i}\right)^{2}-\sum_{i=1}^{d} p_{i}^{2} \leq \sum_{i=1}^{d} p_{i}+\left(\sum_{i=1}^{d} p_{i}\right)^{2} . \tag{10}
\end{equation*}
$$

Hence,

$$
\frac{(\mathbb{E} Z)^{2}}{\mathbb{E}\left[Z^{2}\right]} \geq \frac{\left(\sum_{i=1}^{d} p_{i}\right)^{2}}{\sum_{i=1}^{d} p_{i}+\left(\sum_{i=1}^{d} p_{i}\right)^{2}}=\frac{\sum_{i=1}^{d} p_{i}}{1+\sum_{i=1}^{d} p_{i}}
$$

On the other hand, $\mathbb{P}(\tilde{Z}>0)$ is readily computed:

$$
\mathbb{P}(\tilde{Z}>0)=1-\prod_{i=1}^{d}\left(1-p_{i}\right)
$$

Therefore, to prove the claim, it suffices to show that

$$
G\left(p_{1}, \ldots, p_{d}\right):=2 \sum_{i=1}^{d} p_{i}-\left(1+\sum_{i=1}^{d} p_{i}\right)\left(1-\prod_{i=1}^{d}\left(1-p_{i}\right)\right) \geq 0
$$

To this end, we write $G=S+P+S P-1$, where $S=\sum_{i} p_{i}$ and $P=\prod_{i}\left(1-p_{i}\right)$. Now if $S \geq 1$ then obviously $G \geq 0$ and we are done. Otherwise, since $P \geq 1-S$ trivially holds (which can be viewed as an application of the union bound), we have $G \geq S(1-S)$. In this case, $S<1 \Longrightarrow G \geq 0$.

Relaxing pairwise independence. An inspection of the proof shows that we do not actually need $\mathbb{E}\left[X_{i} X_{j}\right]=p_{i} p_{j}$, but rather only $\mathbb{E}\left[X_{i} X_{j}\right] \leq p_{i} p_{j}$. This condition is called negative (pairwise) covariance (Dubhashi and Ranjan, 1998).

Corollary 11 Let $X_{i}, \tilde{X}_{i}, Z, \tilde{Z}, p_{i}$ be as in (9) and assume additionally that the $X_{i}$ satisfy negative pairwise covariance: $\mathbb{E}\left[X_{i} X_{j}\right] \leq p_{i} p_{j}$ for $i \neq j$. Then

$$
\mathbb{P}(Z>0) \geq \frac{1}{2} \mathbb{P}(\tilde{Z}>0)
$$

General positive random variables. Now let $X_{1}, \ldots, X_{d}$ be non-negative integrable random variables and the $\tilde{X}_{1}, \ldots, \tilde{X}_{d}$ are their independent copies: each $\tilde{X}_{i}$ is distributed identically to $X_{i}$ and the $\tilde{X}_{i}$ are mutually independent.

Proposition 12 Let $X_{1}, \ldots, X_{d}$ be non-negative and integrable with independent copies $\tilde{X}_{i}$ as above. If additionally the $X_{i}$ are pairwise independent, then

$$
\mathbb{E} \max _{i \in[d]} X_{i} \geq \frac{1}{2} \mathbb{E} \max _{i \in[d]} \tilde{X}_{i} .
$$

Proof For $t>0$ and $i \in[d]$, put $Y_{i}(t)=\mathbf{1}\left[X_{i}>t\right], \tilde{Y}_{i}(t)=\mathbf{1}\left[\tilde{X}_{i}>t\right]$ and $Z(t)=\sum_{i=1}^{d} Y_{i}(t)$, $\tilde{Z}(t)=\sum_{i=1}^{d} Y_{i}(t)$. Then

$$
\begin{aligned}
\mathbb{E} \max _{i \in[d]} X_{i} & =\int_{0}^{\infty} \mathbb{P}\left(\max _{i \in[d]} X_{i}>t\right) \mathrm{d} t \\
& =\int_{0}^{\infty} \mathbb{P}(Z(t)>0) \mathrm{d} t \\
& \geq \frac{1}{2} \int_{0}^{\infty} \mathbb{P}(\tilde{Z}(t)>0) \mathrm{d} t \\
& =\frac{1}{2} \int_{0}^{\infty} \mathbb{P}\left(\max _{i \in[d]} \tilde{X}_{i}>t\right) \mathrm{d} t \\
& =\frac{1}{2} \mathbb{E} \max _{i \in[d]} \tilde{X}_{i},
\end{aligned}
$$

where Proposition 10 was invoked in the inequality step.

## Blanchard Cohen Kontorovich

Relaxing pairwise independence. As before, the full strength of pairwise independence of the $X_{i}$ is not needed. The condition $\mathbb{P}\left(X_{i}>t, X_{j}>t\right) \leq \mathbb{P}\left(X_{i}>t\right) \mathbb{P}\left(X_{j}>t\right)$ for all $i \neq j \in[d]$ and $t>0$, called pairwise negative upper orthant dependence (Joag-Dev and Proschan, 1983, Definition 2.3), would suffice; it is weaker than pairwise independence.

Corollary 13 Let $X_{1}, \ldots, X_{d}$ be non-negative and integrable with independent copies $\tilde{X}_{i}$ as above. If additionally the $X_{i}$ verify $\mathbb{P}\left(X_{i}>t, X_{j}>t\right) \leq \mathbb{P}\left(X_{i}>t\right) \mathbb{P}\left(X_{j}>t\right)$ for all $i \neq j \in[d]$ and $t>0$. Then

$$
\mathbb{E} \max _{i \in[d]} X_{i} \geq \frac{1}{2} \mathbb{E} \max _{i \in[d]} \tilde{X}_{i} .
$$

Definition 14 (Joag-Dev and Proschan (1983), Definition 2.1) Random variables $X_{1}, X_{2}, \ldots, X_{k}$ are said to be negatively associated (NA) if for every pair of disjoint subsets $A_{1}, A_{2}$ of $\{1,2, \ldots, k\}$,

$$
\operatorname{Cov}\left[f_{1}\left(X_{i}, i \in A_{1}\right), f_{2}\left(X_{j}, j \in A_{2}\right)\right] \leq 0
$$

whenever $f_{1}$ and $f_{2}$ are increasing. NA may also refer to the vector $X=\left(X_{1}, \ldots, X_{k}\right)$ or to the underlying distribution of $X$. Additionally, NA may denote negative association. If $\left|A_{1}\right|=\left|A_{2}\right|=1$ we say that $X$ is pairwise negatively associated (PNA). Note that the definition is the same if both $f_{1}$ and $f_{2}$ are decreasing.
Theorem 15 (Restatement of Theorem 1) Let $\mu$ be a probability measure on $\{0,1\}^{\mathbb{N}}$ such that for $X \sim \mu$, the ith and $j$ th entries of $X$ satisfy $\mathbb{E}\left[X_{i} X_{j}\right] \leq \mathbb{E}\left[X_{i}\right] \mathbb{E}\left[X_{j}\right]$. Let $X^{(1)}, \ldots, X^{(n)}$ be $n$ independent copies of $X$ and define $Y=n^{-1} \sum_{i=1}^{n} X^{(i)}-\mathbb{E}[X]$. Let $\tilde{Y}$ be the independent version of $Y$ : each entry $\tilde{Y}_{j}$ is equal to $Y_{j}$ in distribution and the $\left(\tilde{Y}_{j}\right)_{j \in \mathbb{N}}$ are mutually independent. Then

$$
\mathbb{E} \sup _{j \in \mathbb{N}}\left|Y_{j}\right| \geq \frac{1}{4} \mathbb{E} \sup _{j \in \mathbb{N}}\left|\tilde{Y}_{j}\right| .
$$

Proof The proof consists of three parts. We first show that the condition $\mathbb{E}\left[X_{i} X_{j}\right] \leq \mathbb{E}\left[X_{i}\right] \mathbb{E}\left[X_{j}\right]$ implies that $X$ is pairwise negatively associated. Then, we show that this implies $Y$ is also PNA. Finally, we invoke Corollary 13 for the vector $|Y|$ and we are done.

For any $i, j$ let $p_{i}:=\mathbb{E}\left[X_{i}\right]$ and $r_{i j}:=\mathbb{E}\left[X_{i} X_{j}\right]$. By assumption, $r_{i j} \leq p_{i} p_{j}$. Let $f, g$ be two real-valued non-decreasing functions, then noting that $\mathbb{P}\left(X_{i}=1, X_{j}=0\right)=\mathbb{E}\left[X_{i}-X_{i} X_{j}\right]=$ $p_{i}-r_{i j}$ and similarly, $\mathbb{P}\left(X_{i}=0, X_{j}=1\right)=p_{j}-r_{i j}$, we have

$$
\begin{aligned}
\mathbb{E} & {\left[f\left(X_{i}\right) g\left(X_{j}\right)\right]-\mathbb{E}\left[f\left(X_{i}\right)\right] \mathbb{E}\left[g\left(X_{j}\right)\right] } \\
& =r_{i j} f(1) g(1)+\left(p_{i}-r_{i j}\right) f(1) g(0)+\left(p_{j}-r_{i j}\right) f(0) g(1)+\left(1-p_{i}-p_{j}+r_{i j}\right) f(0) g(0) \\
& -p_{i} p_{j} f(1) g(1)-p_{i}\left(1-p_{j}\right) f(1) g(0)-\left(1-p_{i}\right) p_{j} f(0) g(1)-\left(1-p_{i}\right)\left(1-p_{j}\right) f(0) g(0) \\
& =\left(r_{i j}-p_{j} p_{j}\right)(f(1) g(1)-f(1) g(0)-f(0) g(1)+f(0) g(0)) \\
& =\left(r_{i j}-p_{j} p_{j}\right)(f(1)-f(0))(g(1)-g(0)) \\
& \leq 0
\end{aligned}
$$

for all $i, j$. This shows that $X$ is PNA. Since any pair $\left(X_{i}, X_{j}\right)$ is NA, by Joag-Dev and Proschan (1983, Property $\mathrm{P}_{7}$ ), the union of independent sets of NA random variables are NA, so

$$
\left(X_{i}^{(1)}, X_{i}^{(2)}, \ldots, X_{i}^{(n)}, X_{j}^{(1)}, X_{j}^{(2)}, \ldots, X_{j}^{(n)}\right)
$$

is also NA. Now, we apply Joag-Dev and Proschan (1983, Property $\mathrm{P}_{6}$ ): increasing (or decreasing) functions defined on disjoint subsets of a set of NA random variables are NA, where the increasing functions are $\left[Y_{i}\right]_{+}:=f_{+}\left(X_{i}^{(1)}, X_{i}^{(2)}, \ldots, X_{i}^{(n)}\right):=\left[n^{-1} \sum_{k=1}^{n} X_{i}^{(k)}-\mathbb{E}\left[X_{i}\right]\right]_{+}$for all $i$. We conclude that $[Y]_{+}=\left(\left[Y_{1}\right]_{+},\left[Y_{2}\right]_{+}, \ldots\right)$ is PNA. In the same manner, $[Y]_{-}$is also PNA. Moreover, PNA obviously implies pairwise negative upper orthant dependence. Now,

$$
\begin{aligned}
\mathbb{E} \sup _{i \in \mathbb{N}}\left|Y_{i}\right| & =\mathbb{E} \sup _{i \in \mathbb{N}}\left[Y_{i}\right]_{+}+\left[Y_{i}\right]_{-} \\
& \geq \max \left(\mathbb{E} \sup _{i \in \mathbb{N}}\left[Y_{i}\right]_{+}, \mathbb{E} \sup _{i \in \mathbb{N}}\left[Y_{i}\right]_{-}\right) \\
& \geq \frac{1}{2} \mathbb{E} \sup _{i \in \mathbb{N}}\left[Y_{i}\right]_{+}+\frac{1}{2} \mathbb{E} \sup _{i \in \mathbb{N}}\left[Y_{i}\right]_{-} \\
& \geq \frac{1}{4} \mathbb{E} \sup _{i \in \mathbb{N}}\left[\tilde{Y}_{i}\right]_{+}+\frac{1}{4} \mathbb{E} \sup _{i \in \mathbb{N}}\left[\tilde{Y}_{i}\right]_{-} \\
& \geq \frac{1}{4} \mathbb{E} \sup _{i \in \mathbb{N}}\left|\tilde{Y}_{i}\right|,
\end{aligned}
$$

where the second inequality is due to Corollary 13.

## 4. Proof of Theorem 3 (Covariance does not characterize $\Delta_{n}$ )

In this section, we provide an example of two distributions $\mu$ and $\nu$ on $\{0,1\}^{\mathbb{N}}$ that share the same covariance matrix but for which $\Delta_{n}(\mu) \rightarrow 0$ and $\Delta_{n}(\nu) \rightarrow \frac{1}{2}$ as $n \rightarrow \infty$.
Construction of the example. We partition $\mathbb{N}$ as follows: $\mathcal{S}_{k}=\left\{2^{(k-1)^{3}}<t \leq 2^{k^{3}}\right\}$ for $k \geq 1$. Let $\left(Z_{1}\right)_{i \geq 1} \stackrel{\text { iid }}{\sim} \operatorname{Bernoulli}(1 / 2)$ and $\left(Y_{k}\right)_{k \geq 0} \stackrel{\text { iid }}{\sim} \operatorname{Bernoulli}(1 / 2)$ be iid sequences.

Let $\gamma_{k}, \delta_{k} \in(0,1)$ be the solutions to

$$
\begin{cases}\left(1-\delta_{k}\right)\left(2 \gamma_{k}-\gamma_{k}^{2}\right) & =2^{-k} \\ \gamma_{k}+\delta_{k}-\gamma_{k} \delta_{k} & =2^{-k}\end{cases}
$$

We can check that $\gamma_{k}=\frac{2^{-k}-\delta_{k}}{1-\delta_{k}}$ and $\delta_{k}=1-2^{-k-1}-\sqrt{\left(1-2^{-k-1}\right)^{2}-2^{-k}+2^{-2 k}}$. In particular, $\gamma_{k} \sim \delta_{k} \sim 2^{-k-1}$ as $k \rightarrow \infty$.

- Let $\left(B_{k}\right)_{k \geq 1}$ be a sequence of independent random variables with $B_{k} \sim \operatorname{Bernoulli}\left(2^{-k}\right)$. Put

$$
X_{t}^{\mu}=\left(1-B_{k}\right) Z_{0}+B_{k} Z_{t}, \quad t \in \mathcal{S}_{k}, k \geq 1 .
$$

We define $\mu$ as the distribution of $\left(X_{i}^{\mu}\right)_{i \geq 1}$.

- Let $\left(C_{i}\right)_{i \geq 1}$ and $\left(D_{k}\right)_{k \geq 1}$ be independent sequences of independent random variables with $C_{i} \sim \operatorname{Bernoulli}\left(\gamma_{k}\right)$ for $i \in \mathcal{S}_{k}$ and $D_{k} \sim \operatorname{Bernoulli}\left(\delta_{k}\right)$. We let

$$
X_{t}^{\nu}=D_{k} Y_{k}+\left(1-D_{k}\right)\left(\left(1-C_{t}\right) Z_{0}+C_{t} Z_{t}\right), \quad t \in \mathcal{S}_{k}, k \geq 1 .
$$

We define $\nu$ as the distribution of $\left(X_{i}^{\nu}\right)_{i \geq 1}$.

We can easily check that these distributions have the same covariance matrix.
Lemma 16 The two distributions $\mu$ and $\nu$ constructed above satisfy

$$
\mathbb{E}_{X \sim \mu}\left[X_{i} X_{j}\right]=\mathbb{E}_{X \sim \nu}\left[X_{i} X_{j}\right], \quad i, j \in \mathbb{N} .
$$

The proof is given in Appendix A.
At the high level, both distributions are constructed by block $\mathcal{S}_{k}$ such that within the block, the random variables are correlated up to a level $\approx 1-2^{-k}$. In the first distribution $\mu$, the correlation between variables $X_{i}$ for $i \in \mathcal{S}_{k}$ is made uniform through the decision variable $B_{k}$. Hence, to have convergence of the maximum deviation on $\mathcal{S}_{k}$ it suffices to handle a single decision variable $B_{k}$, which is a Bernoulli with parameter $2^{-k}$. Because these parameters are summable, we can control these variables uniformly for all $k$ sufficiently large.

In the second case for $\nu$, this correlation is made heterogeneous, by introducing decision variables $C_{i}$ for each $i \in \mathcal{S}_{k}$. These are independent and by taking $\left|\mathcal{S}_{k}\right|$ sufficiently large, one can enforce rare deviation events to happen with high probability for one of the variables $i \in \mathcal{S}_{k}$.

We formalize these ideas in the rest of this section. For clarity, for any $i \geq 1$, we denote by $\hat{p}_{i}(\mu)$ and $\hat{p}_{i}(\nu)$ the quantities $\hat{p}_{i}$ for $\mu$ and $\nu$ respectively. They share the same means $p_{i}$ so we need not make the distinction here. We also denote with an exponent $U^{(1)}, U^{(2)}, \ldots$ iid samples from any random variable $U$.

Expected maximum deviation for $\mu$. Fix $k \geq 1$. One has

$$
\begin{aligned}
\max _{i \in \mathcal{S}_{k}}\left|\hat{p}_{i}(\mu)-p_{i}\right| & \leq\left|\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}-\frac{1}{2}\right|+\max _{i \in \mathcal{S}_{k}}\left|\hat{p}_{i}(\mu)-\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}\right| \\
& \leq\left|\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}-\frac{1}{2}\right|+\frac{1}{n} \sum_{i=1}^{n} B_{k}^{(i)}
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\mathbb{E} \sup _{l \geq k} \max _{i \in \mathcal{S}_{l}}\left|\hat{p}_{i}(\mu)-p_{i}\right| & \leq \mathbb{E}\left|\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}-\frac{1}{2}\right|+\mathbb{E} \sup _{l \geq k} \frac{1}{n} \sum_{i=1}^{n} B_{l}^{(i)} \\
& \leq \mathbb{E}\left|\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}-\frac{1}{2}\right|+\sum_{l \geq k} \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} B_{l}^{(i)}\right] \\
& =\mathbb{E}\left|\frac{1}{n} \sum_{i=1}^{n} Z_{0}^{(i)}-\frac{1}{2}\right|+2^{-k+1} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\Delta_{n}(\mu) & \leq \sum_{t=1}^{2^{(k-1)^{3}}} \mathbb{E}\left|\hat{p}_{t}(\mu)-p_{t}\right|+\mathbb{E} \sup _{l \geq k} \max _{i \in \mathcal{S}_{l}}\left|\hat{p}_{i}(\mu)-p_{i}\right| \\
& \leq\left(1+2^{(k-1)^{3}}\right) \mathbb{E}\left|\hat{p}_{1}(\mu)-p_{1}\right|+2^{-k+1} .
\end{aligned}
$$

In particular, this shows that $\lim _{\sup _{n \rightarrow \infty}} \Delta_{n}(\mu) \leq 2^{-k+1}$. Because this holds for all $k \geq 1$, we obtained $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$.

Expected maximum deviation for $\nu$. Fix $n \geq 1$. We have

$$
\mathbb{P}\left(\exists i \in \mathcal{S}_{n}, \forall j \in[n], C_{i}^{(j)}=1, Z_{i}^{(j)}=1\right)=1-\left(1-\left(\frac{\gamma_{n}}{2}\right)^{n}\right)^{\left|\mathcal{S}_{n}\right|} \geq 1-\exp \left(-\left(\frac{\gamma_{n}}{2}\right)^{n}\left|\mathcal{S}_{n}\right|\right)
$$

Denote by $\mathcal{E}_{n}$ this event. On this event, there exists $i \in \mathcal{S}_{n}$ such that

$$
\hat{p}_{i}(\nu)=\frac{1}{n} \sum_{j=1}^{n} X_{i}^{\nu(j)}=\frac{1}{n} \sum_{i=1}^{n} D_{n}^{(j)} Y_{n}^{(j)}+1-D_{n}^{(j)} .
$$

Then,

$$
\begin{aligned}
\Delta_{n}(\nu) & \geq \mathbb{E}\left[\mathbb{1}_{\mathcal{E}_{n}} \sup _{i \in \mathcal{S}_{n}}\left|\hat{p}_{i}(\nu)-p_{i}\right|\right] \\
& \geq \mathbb{E}\left[\mathbb{1}_{\mathcal{E}_{n}}\left|\frac{1}{n} \sum_{j=1}^{n}\left(D_{n}^{(j)} Y_{n}^{(j)}+1-D_{n}^{(j)}\right)-\frac{1}{2}\right|\right] \\
& \geq \mathbb{E}\left[\frac{1}{n} \sum_{j=1}^{n}\left(D_{n}^{(j)} Y_{n}^{(j)}+1-D_{n}^{(j)}\right)-\frac{1}{2}\right]-\mathbb{P}\left(\mathcal{E}_{n}^{c}\right) \\
& \geq \frac{1}{2}-\frac{\delta_{n}}{2}-\exp \left(-\left(\frac{\gamma_{n}}{2}\right)^{n}\left|\mathcal{S}_{n}\right|\right) .
\end{aligned}
$$

We recall that $\gamma_{n} \sim 2^{-n-1}$ so that $\left(\frac{\gamma_{n}}{2}\right)^{n}\left|\mathcal{S}_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$. As a result, we obtain

$$
\lim _{n \rightarrow \infty} \Delta_{n}(\nu)=\frac{1}{2} .
$$
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## Appendix A. Second and third-order moments do not characterize $\Delta_{n}(\mu)$

We start this section by giving the omitted proof of Lemma 16, which states that the two distributions constructed for Theorem 3 indeed have the same second-order moments.

Proof of Lemma 16 Both sequences $\left(X_{i}^{\mu}\right)_{i \geq 1}$ and $\left(X_{i}^{\nu}\right)_{i \geq 1}$ are sequences of Bernoullis of parameter $1 / 2$ because they are mixtures of $Z_{i}$ and $Y_{k}$ that are independent Bernoulli(1/2). Now for any $i, j \in \mathcal{S}_{k}$ with $i \neq j$, one has

$$
\mathbb{E}\left[X_{i}^{\mu} X_{j}^{\mu}\right]=\frac{1}{2} \mathbb{P}\left[B_{k}=0\right]+\frac{1}{4} \mathbb{P}\left[B_{k}=1\right]=\frac{1}{2}-\frac{1}{2^{k+2}}
$$

Also, for $i \in \mathcal{S}_{k}$ and $j \in \mathcal{S}_{l}$ with $k \neq l$, one has

$$
\mathbb{E}\left[X_{i}^{\mu} X_{j}^{\mu}\right]=\frac{1}{2} \mathbb{P}\left[B_{k}=B_{l}=0\right]+\frac{1}{4}\left(1-\mathbb{P}\left[B_{k}=B_{l}=0\right]\right)=\frac{1}{2}-\frac{2^{-k}+2^{-l}-2^{-k-l}}{4}
$$

Next, we turn to the sequence $\left(X_{i}^{\nu}\right)_{i \geq 1}$. For any $i, j \in \mathcal{S}_{k}$ with $i \neq j$, one has

$$
\begin{aligned}
\mathbb{E}\left[X_{i}^{\nu} X_{j}^{\nu}\right] & =\frac{1}{2} \mathbb{P}\left[D_{k}=1\right]+\frac{1}{2} \mathbb{P}\left[D_{k}=0\right] \mathbb{P}\left[C_{i}=C_{j}=0\right]+\frac{1}{4} \mathbb{P}\left[D_{k}=0\right]\left(1-\mathbb{P}\left[C_{i}=C_{j}=0\right]\right) \\
& =\frac{1}{2}-\frac{\left(1-\delta_{k}\right)\left(2 \gamma_{k}-\gamma_{k}^{2}\right)}{4}=\mathbb{E}\left[X_{i}^{\mu} X_{j}^{\mu}\right]
\end{aligned}
$$

Last, for $i \in \mathcal{S}_{k}$ and $j \in \mathcal{S}_{l}$ with $k \neq l$, one has

$$
\begin{aligned}
\mathbb{E}\left[X_{i}^{\nu} X_{j}^{\nu}\right] & =\frac{1}{2} \mathbb{P}\left[D_{k}=D_{l}=C_{i}=C_{j}=0\right]+\frac{1}{4}\left(1-\mathbb{P}\left[D_{k}=D_{l}=C_{i}=C_{j}=0\right]\right) \\
& =\frac{1}{2}-\frac{1-\left(1-\gamma_{k}\right)\left(1-\delta_{k}\right)\left(1-\gamma_{l}\right)\left(1-\delta_{l}\right)}{4} \\
& =\frac{1}{2}-\frac{1-\left(1-2^{-k}\right)\left(1-2^{-l}\right)}{4}=\mathbb{E}\left[X_{i}^{\mu} X_{j}^{\mu}\right] .
\end{aligned}
$$

As a result, if $\mu$ (resp. $\nu$ ) denotes the distribution of $\left(X_{i}^{\mu}\right)_{i \geq 1}$ (resp. $\left.\left(X_{i}^{\nu}\right)_{i \geq 1}\right)$, they both share the same covariance matrix.

Theorem 3 shows that knowledge of the covariance matrix is not sufficient to characterize the behavior of $\Delta_{n}(\mu)$ or not. We suspect that this negative result holds more generally, that is, for any $k \geq 1$, the $k$ th order moments are not sufficient to characterize whether $\Delta_{n}(\mu) \rightarrow 0$ or not. As it turns out, the distributions $\mu$ and $\nu$ constructed for Theorem 3 also share the same 3rd-order moments.

Proposition 17 (Third-order moments do not characterize $\Delta_{n}$ ) There exist probability measures $\mu$ and $\nu$ on $\{0,1\}^{\mathbb{N}}$ that agree on their 3 rd-order moments,

$$
\underset{X \sim \mu}{\mathbb{E}}\left[X_{i} X_{j} X_{k}\right]=\underset{X \sim \nu}{\mathbb{E}}\left[X_{i} X_{j} X_{k}\right], \quad i, j, k \in \mathbb{N},
$$

while $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$ and $\Delta_{n}(\nu) \underset{n \rightarrow \infty}{\longrightarrow} \frac{1}{2}$.
Proof We simply check that the two distributions $\mu$ and $\nu$ from the proof of Theorem 3 also share the same 3rd-order moments. Let $i, j, k \in \mathbb{N}$ be three indices. When they are not all distinct, the desired equation follows from the proof of Theorem 3 because the coordinates $X_{i}$ are binary. Without loss of generality, we then suppose that they are distinct. We denote by $l(i)$ the index of the block corresponding to $i$, that is, such that $i \in \mathcal{S}_{l(i)}$. We define similarly $l(j)$ and $l(k)$.

Case 1. We first treat the simple case when $l(i) \notin\{l(j), l(k)\}$. Then, note that we can write

$$
X_{i}^{\nu}=\left(1-B_{l(i)}^{\prime}\right) Z_{0}+B_{l(i)^{\prime}} Z_{i, l(i)}^{\prime}
$$

where $B_{l(i)}^{\prime}:=D_{l(i)}+C_{i}-D_{l(i)} C_{i}$ and $Z_{i, l(i)}^{\prime}=\mathbb{1}_{D_{l(i)}=1} Y_{l(i)}+\mathbb{1}_{D_{l(i)}=0} Z_{i}$. Note that $B_{l(i)}^{\prime} \sim B_{l(i)}$ since $\delta_{l(i)}+\gamma_{i}-\delta_{l(i)} \gamma_{i}=2^{-l(i)}$. Also, $Z_{i, l(i)}^{\prime} \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$, hence $Z_{i, l(i)}^{\prime} \sim Z_{i}$. Further, they are independent, but more importantly, they are independent from all the variables that would be used to define $X_{j}$ and $X_{k}$, except for $Z_{0}$. As a result, all that remains to check is that

$$
\mathbb{E}\left[Z_{0} X_{i}^{\mu} X_{j}^{\mu}\right]=\mathbb{E}\left[Z_{0} X_{i}^{\nu} X_{j}^{\nu}\right] .
$$

We start with the distribution $\mu$. If $l(j) \neq l(k)$, then,

$$
\begin{aligned}
\mathbb{E}\left[Z_{0} X_{i}^{\mu} X_{j}^{\mu}\right] & =\frac{1}{2} \mathbb{P}\left[B_{l(j)}=B_{l(k)}=0\right]+\frac{1}{8}\left(1-\mathbb{P}\left[B_{l(j)}=B_{l(k)}=0\right]\right) \\
& =\frac{1}{2}-\frac{3}{8}\left(2^{-l(j)}+2^{-l(k)}-2^{-l(j)-l(k)}\right)
\end{aligned}
$$

On the other hand, if $l(j)=l(k)$, then

$$
\mathbb{E}\left[Z_{0} X_{i}^{\mu} X_{j}^{\mu}\right]=\frac{1}{2} \mathbb{P}\left[B_{l(j)}=0\right]+\frac{1}{8} \mathbb{P}\left[B_{l(j)}=1\right]=\frac{1}{2}-\frac{3}{8} 2^{-l(j)} .
$$

Next, for $\nu$, if $l(j) \neq l(k)$, we have

$$
\begin{aligned}
\mathbb{E}\left[Z_{0} X_{i}^{\mu} X_{j}^{\mu}\right] & =\frac{1}{2} \mathbb{P}\left[D_{l(j)}=C_{j}=D_{l(k)}=C_{k}=0\right]+\frac{1}{8}\left(1-\mathbb{P}\left[D_{l(j)}=C_{j}=D_{l(k)}=C_{k}=0\right]\right) \\
& =\frac{1}{2}-\frac{3}{8}\left(1-\left(1-\gamma_{l(j)}\right)\left(1-\delta_{l(j)}\right)\left(1-\gamma_{l(k)}\right)\left(1-\delta_{l(k))}\right)\right) \\
& =\frac{1}{2}-\frac{3}{8}\left(2^{-l(j)}+2^{-l(k)}-2^{-l(j)-l(k)}\right)
\end{aligned}
$$

Last, if $l(j)=l(k)$,

$$
\begin{aligned}
\mathbb{E}\left[Z_{0} X_{i}^{\nu} X_{j}^{\nu}\right]= & \frac{1}{2} \mathbb{P}\left[D_{l(j)}=C_{j}=C_{k}=0\right]+\frac{1}{8} \mathbb{P}\left[D_{l(j)}=0, C_{j}=C_{k}=1\right] \\
& \quad+\frac{1}{4} \mathbb{E}\left[\mathbb{1}_{D_{l(j)}=1}+\mathbb{1}_{D_{l(j)}=0}\left(\mathbb{1}_{C_{j}=0} \mathbb{1}_{C_{k}=1}+\mathbb{1}_{C_{j}=1} \mathbb{1}_{C_{k}=0}\right)\right] \\
= & \frac{1}{2}-\frac{4 \gamma_{l(j)}+2 \delta_{l(j)}-4 \gamma_{l(j)} \delta_{l(j)}-\gamma_{l(j)}^{2}+\gamma_{l(j)}^{2} \delta_{l(j)}}{8} \\
= & \frac{1}{2}-\frac{\gamma_{l(j)}+\delta_{l(j)}-\gamma_{l(j)} \delta_{l(j)}}{4}-\frac{\left(1-\delta_{l(j))}\left(2 \gamma_{l(j)}-\gamma_{l(j)}^{2}\right)\right.}{8}=\frac{1}{2}-\frac{3}{8} 2^{-l(j)} .
\end{aligned}
$$

This concludes the first case.
Case 2. By symmetry, the only remaining case is if $l(i)=l(j)=l(k)$. For simplicity, we then denote $l:=l(i)$. Then,

$$
\mathbb{E}\left[X_{i}^{\mu} X_{j}^{\mu} X_{k}^{\mu}\right]=\frac{1}{2} \mathbb{P}\left[B_{l}=0\right]+\frac{1}{8} \mathbb{P}\left[B_{l}=1\right]=\frac{1}{2}-\frac{3}{8} 2^{-l} .
$$

On the other hand,

$$
\begin{aligned}
\mathbb{E}\left[X_{i}^{\nu} X_{j}^{\nu} X_{k}^{\nu}\right]= & \frac{1}{2} \mathbb{E}\left[\mathbb{1}_{D_{l}=1}+\mathbb{1}_{D_{l}=0} \mathbb{1}_{C_{i}=0} \mathbb{1}_{C_{j}=0} \mathbb{1}_{C_{k}=0}\right]+\frac{3}{4} \mathbb{E}\left[\mathbb{1}_{D_{l}=0} \mathbb{1}_{C_{i}=1} \mathbb{1}_{C_{j}=0} \mathbb{1}_{C_{k}=0}\right] \\
& +\frac{3}{8} \mathbb{E}\left[\mathbb{1}_{D_{l}=0} \mathbb{1}_{C_{i}=1} \mathbb{1}_{C_{j}=1} \mathbb{1}_{C_{k}=0}\right]+\frac{1}{8} \mathbb{E}\left[\mathbb{1}_{D_{l}=0} \mathbb{1}_{C_{i}=1} \mathbb{1}_{C_{j}=1} \mathbb{1}_{C_{k}=1}\right] \\
= & \frac{1}{2}-\frac{3\left(2 \gamma_{l}-2 \gamma_{l} \delta_{l}-\gamma_{l}^{2}+\gamma_{l}^{2} \delta_{l}\right)}{8} \\
= & \frac{1}{2}-\frac{3\left(1-\delta_{l}\right)\left(2 \gamma_{l}-\gamma_{l}^{2}\right)}{8}=\frac{1}{2}-\frac{3}{8} 2^{-l}
\end{aligned}
$$

This ends the proof that all 3rd-order moments agree for $\mu$ and $\nu$.

## Appendix B. Bounds on the expected maximum empirical deviation with $\xi$-covering numbers

The previous result Theorem 3 shows that having tight characterizations of when $\Delta_{n}(\mu)$ converges 0 , cannot be achieved by focusing solely on pair-wise correlations of the coordinates. Nevertheless, we are still able to give useful bounds on $\Delta_{n}(\mu)$ using such information. In this section, we focus on the metric space $(\mathbb{N}, \xi)$ where the metric $\xi$ is defined as in Eq (6) and provide necessary and sufficient conditions for the decay of the expected maximum empirical deviation $\Delta_{n}(\mu)$.

We start with proving Theorem 4 which shows that having finite $\xi$-covering numbers is necessary.
Proof of Theorem 4 Let $\varepsilon>0$ such that the $\varepsilon$-covering number of $(\mathbb{N}, \xi)$ is infinite and let $S_{0} \subset \mathbb{N}$ be an infinite set such that for all $i, j \in S_{0}, \xi(i, j)=\mathbb{P}\left(X_{i} \neq X_{j}\right) \geq \varepsilon$. Further, there must exist an interval $I=\left[p-\frac{\eta}{2}, p+\frac{\eta}{2}\right]$ of length $\eta>0$ to be fixed later, such that $S_{1}:=S_{0} \cap\left\{i \in \mathbb{N}: p_{i} \in I\right\}$ is also infinite. Since for distinct $i, j \in S_{1}$,

$$
\varepsilon \leq \xi(i, j) \leq p_{i}+p_{j} \leq 2 p_{i}+\eta
$$

necessarily, for any $i \in S_{1}$, one has

$$
\begin{equation*}
p_{i} \geq \frac{\varepsilon-\eta}{2} \tag{11}
\end{equation*}
$$

By symmetry, we also have

$$
\begin{equation*}
1-p_{i} \geq \frac{\varepsilon-\eta}{2} \tag{12}
\end{equation*}
$$

We will focus only on the indices in $S_{1}$, using

$$
\Delta_{n}(\mu) \geq \mathbb{E} \sup _{i \in S}\left|\hat{p}_{i}-p_{i}\right|
$$

Hence, without loss of generality, we will suppose that $S_{1}=\mathbb{N}$. In the rest of the proof, we will use the notations $\left(X_{i}^{(1)}\right)_{i},\left(X_{i}^{(2)}\right)_{i}, \ldots \stackrel{\text { iid }}{\sim} \mu$ for an iid sequence of samples of $\mu$. Similarly, we will indicate by an exponent $(n)$ any event corresponding to the sample sequence $\left(X_{i}^{(n)}\right)_{i}$. For convenience, we will also consider a sample sequence $\left(X_{i}\right)_{i} \sim \mu$.

Fix an arbitrary infinite subset $S \in \mathbb{N}$. We consider the event that $\left(X_{i}\right)_{i \in S}$ contains an infinite number of 0 and 1 ,

$$
\mathcal{E}(S):=\left\{\min \left(\sum_{i \in S} X_{i}, \sum_{i \in S}\left(1-X_{i}\right)\right)=\infty\right\} .
$$

On $\mathcal{E}(S)^{c}$, the sequence $\left(X_{i}\right)_{i \in S}$ contains either a finite number of 0 or 1 . We then denote by $\bar{X}(S)$ the random variable on $\{0,1\}$ equal to the (infinite) majority among the sequence $\left(X_{i}\right)_{i \in S}$, that is,

$$
\bar{X}(S)=\mathbb{1}_{\mathcal{E}(S)^{c}} \cdot \mathbb{1}\left[\sum_{i \in S}\left(1-X_{i}\right)<\infty\right] .
$$

As a first step, we will show that $\mathbb{P}(\mathcal{E}(S)) \geq \varepsilon$. By Fatou's lemma, enumerating $S=\left\{i_{1}<i_{2}<\right.$ $\ldots\}$, one has

$$
\begin{aligned}
\mathbb{P}(\mathcal{E}(S)) & =\mathbb{P}\left(\limsup _{j \rightarrow \infty} \mathbb{1}\left[X_{i_{j}} \neq X_{i_{j+1}}\right]>0\right) \\
& =\mathbb{E}\left[\limsup _{j \rightarrow \infty} \mathbb{1}\left[X_{i_{j}} \neq X_{i_{j+1}}\right]\right] \\
& \geq \underset{j \rightarrow \infty}{\limsup } \mathbb{P}\left(X_{i_{j}} \neq X_{i_{j+1}}\right) \geq \varepsilon .
\end{aligned}
$$

Now supposing that $\mathbb{P}(\mathcal{E}(S))<1$ we define $\bar{p}(S)=\mathbb{E}\left[\bar{X}(S) \mid \mathcal{E}(S)^{c}\right]$ (otherwise, we can set it to $\bar{p}(S)=p$ for instance), the expected value of the majority vote on $\left(X_{i}\right)_{i \in S}$ provided that there is consensus (only a finite number of disagreements).

Case 1. We first consider the case when there exists an infinite subset $S \in \mathbb{N}$ such that for any infinite subset $S^{\prime} \subset S$, one has $\mathbb{P}\left(\mathcal{E}\left(S^{\prime}\right)\right)<1$ and $\bar{p}(S) \leq p$. We now prove a lower bound on $\Delta_{n}(\mu)$ by showing that with good probability there is an index $i \in S$ for which $\hat{p}_{i}$ deviates from $p_{i}$ from below.

To do so, given the iid sequence $\left(X_{i}^{(1)}\right)_{i},\left(X_{i}^{(2)}\right)_{i}, \ldots \stackrel{\text { iid }}{\sim} \mu$, let $N(S)$ be the first index $n$ for which the event $\mathcal{E}(S)$ holds. For every $n<N(S)$, there are only a finite number of disagreements in the sequences $\left(X_{i}^{(n)}\right)_{i \in S}$, while $\left(X_{i}^{(n)}\right)_{i \in S}$ contains an infinite number of 0 . Hence, provided that $N(S)<\infty$, the set

$$
S(1)=\left\{i \in S, \forall n<N(S), X_{i}^{(n)}=\bar{X}^{(n)}, \text { and } X_{i}^{(N(S))}=0\right\}
$$

is infinite. All indices in $S(1)$ share the same values for the samples $n \in[N(S)]$. We denote that value $X_{S(1)}^{(n)}$ for convenience. We can now repeat the construction process with $S(1)$ under the almost-sure event $\{N(S)<\infty\}$ : we can define the geometric random variable $N(S(1))$ which is the waiting time starting from $n=N(S)+1$ for the event $\mathcal{E}(S(1))$ to occur. On the almost sure event $\{N(S)<\infty\} \cap\{N(S(1))<\infty\}$, this defines a new set $S(2) \subset S(1)$ for which all indices in $S(2)$ shared the same values for the samples in $n \in[N(S)+1, N(S)+N(S(1))]$, and we denote by $\bar{X}_{S(2)}^{(n)}$ these common values.

As a result of the construction, on an almost sure event $\mathcal{F}$, we obtain a sequence of geometric random variables $(N(S(k)))_{k \geq 1}$ with parameter $\mathbb{P}(\mathcal{E}(S(k))) \geq \varepsilon$, together with random sets
$(S(k))_{k \geq 1}$ that are decreasing and all infinite. Intuitively, $\mathcal{F}=\bigcap_{k}\{N(S(k))<\infty\}$. For convenience, letting $S(0)=S$, we denote by $N_{k}=N(S(0))+\ldots+N(S(k))$. Under $\mathcal{F}$, we have that for any $N_{k-1}<n<N_{k}$,

$$
\mathbb{E}\left[\bar{X}_{S(k)}^{(n)} \mid N_{l}, S(l), l \leq k\right]=\bar{p}(S(k)) \leq p
$$

On the other hand, under $\mathcal{F}$, we have $\bar{X}_{S(k)}^{\left(N_{k}\right)}=0$ by construction.
Now fix $n \geq 1$. We recall that on $\mathcal{F}$, there always exists an index $i_{n} \in \mathbb{N}$ for which $\left(X_{i}^{(l)}\right)_{l \in[n]}$ coincides exactly with the sequence $\bar{X}_{S(0)}^{(1)}, \ldots, \bar{X}_{S(0)}^{\left(N_{0}\right)}, \bar{X}_{S(1)}^{\left(N_{0}+1\right)}, \ldots, X_{S(1)}^{\left(N_{1}\right)}, \ldots$ truncated at $n$ samples. We denote by $k_{n}$ the number of finished periods before sample $n$, that is, the index $k$ such that $N_{k} \leq n<N_{k+1}$. Combining the previous equations gives

$$
\mathbb{E}\left[\sum_{l=1}^{n} X_{i_{n}}^{(l)}\right] \leq\left(n-\mathbb{E}\left[k_{n}\right]\right) p
$$

We recall that $k_{n}$ corresponds to the maximum number of geometric variables with parameter at least $\varepsilon$ such that the sum is at most $n$. Hence, $k_{n}$ is dominated by the maximum number of $\mathcal{G}(\varepsilon)$ random variables such that the sum is at most $n$. That is, if $\left(T_{k}\right)_{k \geq 1} \stackrel{\text { iid }}{\sim} \mathcal{G}(\varepsilon)$ and we let $\tilde{k}_{n}$ be the index such that $\sum_{l=1}^{k} T_{l} \leq n<\sum_{l=1}^{k+1} T_{l}$, we have $\mathbb{E}\left[k_{n}\right] \leq \mathbb{E}\left[\tilde{k}_{n}\right]$. Further, we have that

$$
\begin{aligned}
n<\mathbb{E}\left[\sum_{k=1}^{\tilde{k}_{n}+1} T_{k}\right] & =\mathbb{E}\left[\sum_{k \geq 1} T_{k} \mathbb{1}_{k \leq \tilde{k}_{n}+1}\right] \\
& =\sum_{k \geq 1} \frac{1}{\varepsilon} \mathbb{P}\left(k \leq \tilde{k}_{n}+1\right) \\
& =\frac{1+\mathbb{E}\left[\tilde{k}_{n}\right]}{\varepsilon}
\end{aligned}
$$

In the second inequality, we used the Wald observation that knowing whether $k \leq \tilde{k}_{n}+1$ only requires knowing $T_{1}, \ldots, T_{k-1}$ (this corresponds exactly to the event $T_{1}+\ldots+T_{k-1} \leq n$ ). For small values of $n$, we can use the following simple bound

$$
\mathbb{E}\left[k_{n}\right] \geq \mathbb{P}\left(k_{n} \geq 1\right)=\mathbb{P}\left(T_{1} \leq n\right)=1-(1-\varepsilon)^{n}
$$

This implies that $\mathbb{E}\left[k_{n}\right] \geq \mathbb{E}\left[\tilde{k}_{n}\right]>(\varepsilon n-1) \vee 1-(1-\varepsilon)^{n}$. We now show that this implies $\mathbb{E}\left[k_{n}\right] \gtrsim n \varepsilon$. For $n \geq \frac{2}{\varepsilon}$, this already shows $\mathbb{E}\left[k_{n}\right] \geq \frac{\varepsilon n}{2}$. Note that the function $n \mapsto 1-(1-\varepsilon)^{n}$ is concave. Given that its value is 0 for $n=0$, this gives for $n \leq \frac{2}{\varepsilon}$,

$$
1-(1-\varepsilon)^{n} \geq \frac{n \varepsilon}{2}\left(1-(1-\varepsilon)^{2 / \varepsilon}\right) \geq \frac{n \varepsilon}{2}\left(1-\mathrm{e}^{-2}\right) \geq \frac{n \varepsilon}{3}
$$

This shows that in all cases, we obtained

$$
\mathbb{E}\left[k_{n}\right] \geq \frac{n \varepsilon}{3}
$$

In particular, recalling that $p_{i_{n}} \in\left[p-\frac{\eta}{2}, p+\frac{\eta}{2}\right]$, and combining the previous equations we obtain

$$
\begin{aligned}
\Delta_{n}(\mu) & \geq \mathbb{E}\left[p-\frac{\eta}{2}-\hat{p}_{i_{n}}\right] \\
& \geq \frac{\mathbb{E}\left[k_{n}\right]}{n} p-\frac{\eta}{2} \\
& \geq \frac{\varepsilon}{6}(\varepsilon-\eta)-\frac{\eta}{2} .
\end{aligned}
$$

In the last inequality, we used the lower bound on $p$ from Eq (11). We now turn to the second case.
Case 2. We now suppose that for every infinite subset $S \subset \mathbb{N}$, there exists an infinite subset $S^{\prime} \subset S$ such that either $\mathbb{P}\left(\mathcal{E}\left(S^{\prime}\right)\right)=1$ or $\bar{p}\left(S^{\prime}\right) \geq p$. We now give a lower bound on $\Delta_{n}(\mu)$ by showing that with good probability there is an index $i \in \mathbb{N}$ for which $\hat{p}_{i}$ deviates from $p_{i}$ by above.

To do so, we construct some decreasing random sets similarly to Case 1 . To begin, there exists an infinite subset $S(0) \subset \mathbb{N}$ such that either $\mathbb{P}(\mathcal{E}(S(0)))=1$ or $\bar{p}(S(0)) \geq p$. As in Case 1, let $N(S(0))$ be the number of samples to wait before the event $\mathcal{E}(S(0))$ occurs. As before, on the event $\{N(S(0))<\infty\}$, the set

$$
\tilde{S}(1)=\left\{i \in S(0), \forall n<N(S(0)), X_{i}^{(n)}=\bar{X}^{(n)}, \text { and } X_{i}^{(N(S(0)))}=1\right\}
$$

is infinite. Hence, there exists a subset $S(1) \subset \tilde{S}(1)$ for which either $\mathbb{P}(\mathcal{E}(S(1)))=1$ or $\bar{p}(S(1)) \geq$ $p$. We can now repeat the process starting from $S(1)$. We use the same notations as in Case 1: the induction constructs under an event $\mathcal{F}$ of full probability, some decreasing infinite sets $(S(k))_{k \geq 1}$, as well as their sequence of geometric random variables $(N(S(k)))_{k \geq 1}$ with parameter at least $\varepsilon$. We denote $N_{k}=N(S(0))+\ldots+N(S(k))$. Similarly to before, under $\mathcal{F}$, we have that for any $N_{k-1}<n<N_{k}$,

$$
\mathbb{E}\left[\bar{X}_{S(k)}^{(n)} \mid N_{l}, S(l), l \leq k\right]=\bar{p}(S(k)) \geq p
$$

and for any $k \geq 1$, by construction $\bar{X}_{S(k)}^{\left(N_{k}\right)}=1$. Hence, for a fixed number of samples $n \geq 1$, there exists an index $i_{n}$ for which until $n$ the values $\left(X_{i_{n}}^{l}\right)_{l \in[n]}$ coincide with that of $\bar{X}$. As before, if $k_{n}$ is the index $k$ for which $N_{k} \leq n<N_{k+1}$, we obtain

$$
\mathbb{E}\left[\sum_{l=1}^{n} X_{i_{n}}^{(l)}\right] \geq n p+(1-p) \mathbb{E}\left[k_{n}\right] .
$$

As a result, we obtain

$$
\begin{aligned}
\Delta_{n}(\mu) \geq \mathbb{E}\left[\hat{p}_{i_{n}}-p_{i_{n}}\right] & \geq \mathbb{E}\left[\hat{p}_{i_{n}}-p\right]-\frac{\eta}{2} \\
& \geq \frac{\mathbb{E}\left[k_{n}\right]}{n}(1-p)-\frac{\eta}{2} \\
& \geq \frac{\varepsilon}{6}(\varepsilon-\eta)-\frac{\eta}{2}
\end{aligned}
$$

In the last inequality, we used Eq (12). Combining the two cases and noting that these hold for any value of $\eta>0$ yields the desired result.

We next show that essentially is the tightest necessary conditions that can be obtained using only the covering number $\mathcal{N}_{\xi}(\cdot)$.

Proof of Proposition 5 Fix such a non-increasing function $N:(0,1] \rightarrow \mathbb{N}$. We start by constructing a distribution $\mu$, then we check that it has the same covering numbers as $N(\cdot)$. Last we prove the desired convergence $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.

Constructing the distribution $\mu$. Since we will only focus on covering numbers for $\varepsilon \in\left(0, \frac{1}{2}\right]$ anyways, without loss of generality, we suppose that $N(\varepsilon)=1$ for $\varepsilon \in\left(\frac{1}{2}, 1\right]$. Note that because $N$ is non-increasing, it is discontinuous on a countable (potentially finite) number of points $\left(\varepsilon_{k}\right)_{k \geq 1}$, which we ordered by decreasing order, that is $0<\varepsilon_{k+1}<\varepsilon_{k} \leq \frac{1}{2}$ for all $k \geq 1$. For convenience, let $\varepsilon_{0}=\frac{1}{2}$. Since $N$ takes values only on integers $\mathbb{N}$, we can also define the sequence $\left(N_{k}\right)_{k \geq 1}$ such that $N_{k}$ is the value taken by $N$ on the interval $\left(\varepsilon_{k-1}, \varepsilon_{k}\right)$, with the convention $N_{1}=1$ in the specific case when $\varepsilon_{0}=\varepsilon_{1}$.

Let $\left(Z_{i}\right)_{i \geq 1} \stackrel{i i d}{\sim} \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ an iid sequence of Bernoulli random variables and $U \sim \mathcal{U}([0,1])$ be an a independent uniform random variable in $[0,1]$. We construct a sequence $\left(X_{i}\right)_{i \geq 1}$ as follows for $k \geq 0$,

$$
X_{i}:=\mathbb{1}\left[U>2 \epsilon_{k}\right] Z_{1}+\mathbb{1}\left[U \leq 2 \epsilon_{k}\right] Z_{i}, \quad N_{k}<i \leq N_{k+1} .
$$

For convenience, we denote the event $\mathcal{E}_{k}:=\left\{U \leq 2 \epsilon_{k}\right\}$. We can directly check that $\mathbb{P}\left(\mathcal{E}_{k}\right)=2 \varepsilon_{k}$ and in particular, $X_{1}=Z_{1}$.

Because the events $\mathcal{E}_{k}$ only depend on $U$ which is independent of $Z_{1}$. In particular, this shows that $X_{i} \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ for all $i \geq 1$. Also, for $i \geq 2$ with $N_{k}<i \leq N_{k+1}$ for some $k \geq 2$, this implies

$$
\xi(i, 1)=\mathbb{P}\left(X_{i} \neq X_{1}\right)=\frac{\mathbb{P}\left(\mathcal{E}_{k}\right)}{2}=\varepsilon_{k} .
$$

We next compute distances between any two distinct entries $i<j \geq 2$. We let $k_{i}, k_{j} \geq 1$ such that $N_{k_{i}}<i \leq N_{k_{i}+1}$ and similarly for $j$.

$$
\xi(i, j)=\mathbb{P}\left(X_{i} \neq X_{j}\right)=\frac{\mathbb{P}\left(\mathcal{E}_{k_{i}} \cup \mathcal{E}_{k_{j}}\right)}{2}=\frac{\mathbb{P}\left(\mathcal{E}_{k_{i}}\right)}{2}=\varepsilon_{k_{i}} .
$$

In the third equality, we used the fact that the events $\left(\mathcal{E}_{k}\right)_{k \geq 0}$ are decreasing.
Computing the covering numbers of $\mu$ We clearly have $\mathcal{N}_{\xi}\left(\frac{1}{2}\right)=1$ because $\xi(1, i) \leq \frac{1}{2}$ for all $i \geq 1$. Next, for any fixed $\varepsilon \in\left(0, \frac{1}{2}\right)$, let $k \geq 1$ such that $\varepsilon \in\left[\varepsilon_{k}, \varepsilon_{k-1}\right)$. We first note that the random variables $\left[N_{k}\right]$ form an $\varepsilon$-cover of $(\mathbb{N}, \xi)$. Indeed, for $i>N_{k}$, if $N_{k_{i}}<i \leq N_{k_{i}+1}$, one has $k_{i} \geq k$ so that

$$
\xi(1, i)=\varepsilon_{k_{i}} \leq \varepsilon_{k} \leq \varepsilon .
$$

As a result, $\mathcal{N}_{\xi}(\varepsilon) \leq N_{k-1}$. On the other hand, for any $2 \leq i, \leq N_{k}$, we observe that for any $j \neq i$, $\xi(i, j) \geq \varepsilon_{k-1}>\varepsilon$. As a result, an $\varepsilon$-cover of $(\mathbb{N}, \xi)$ must contain all elements $\left\{2, \ldots, N_{k}\right\}$ which has $N_{k}-1$ elements. Note that this set does not $\varepsilon$-cover the element 1 since $\xi(1, i) \geq \varepsilon_{k-1}>\varepsilon$ for all $i \in\left\{2, \ldots, N_{k}\right\}$. Hence, the $\varepsilon$-cover must have at least $N_{k}$ elements. Together with the previous remark, we obtained

$$
\mathcal{N}_{\xi}(\varepsilon)=N_{k}, \quad \varepsilon \in\left[\varepsilon_{k}, \varepsilon_{k-1}\right) .
$$

As a result, wit $E=\left\{\varepsilon_{k}, k \geq 1\right\}$, for any $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash E$, we obtained $\mathcal{N}_{\xi}(\varepsilon)=N(\varepsilon)$.

Proving the convergence. We show that $\Delta_{n}(\mu) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$ by checking that it satisfies the condition from Theorem 9, proved later in D. The proof of that result is completely separate so that there is no circular logic. We take $K=1$ and for $\varepsilon>0$, fix $k \geq 1$ such that $\varepsilon_{k} \leq \varepsilon / 2$. We simply take one event $E_{1}=\mathcal{E}_{k}$, and we use the centers $J=\left[N_{k}\right]$. For any $i>N_{k}$, letting $k_{i} \geq k$ such that $N_{k_{i}}<i \leq N_{k_{i}+1}$, we indeed have

$$
\left\{X_{i} \neq X_{1}\right\} \subset \mathcal{E}_{k_{i}} \subset \mathcal{E}_{k}=E_{1} .
$$

This ends the proof of the proposition.
Because of the necessary condition in Theorem 4, there is no loss of generality in assuming that for any $\varepsilon>0$, the $\varepsilon$-covering number for $(\mathbb{N}, \xi)$ is finite: $\mathcal{N}_{\xi}(\varepsilon)<\infty$. On the other hand, Theorem 6 shows that the condition given in Eq (8), which we restate here for convenience,

$$
\int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon<\infty,
$$

is a sufficient condition for $\Delta_{n}(\mu) \rightarrow 0$.
Proof of Theorem 6 We first note that this condition is equivalent to $\sum_{k \geq 0} 2^{-k} \mathcal{N}_{\xi}\left(2^{-k}\right)<\infty$. Indeed, $\mathcal{N}_{\xi}(\cdot)$ is non-increasing, hence

$$
\sum_{k \geq 0} 2^{-k-1} \mathcal{N}_{\xi}\left(2^{-k}\right) \leq \int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon \leq \sum_{k \geq 1} 2^{-k} \mathcal{N}_{\xi}\left(2^{-k}\right)
$$

To obtain our bounds on $\Delta_{n}(\mu)$, we will use chaining techniques. First, let $\mathcal{S}_{\xi}(\varepsilon)$ be an $\varepsilon$-covering of $(\mathbb{N}, \xi)$ with minimal cardinality $\mathcal{N}_{\xi}(\varepsilon)$. For any $k \geq 1$ and $i \in \mathcal{S}_{\xi}\left(2^{-k}\right)$, we denote by $\hat{i}$ the $\xi$-nearest neighbor of $i$ within $\mathcal{S}_{\xi}\left(2^{-k+1}\right)$. In particular, by definition of $\mathcal{S}_{\xi}\left(2^{-k+1}\right)$ we have $\xi(i, \hat{i}) \leq 2^{-k+1}$.

Fix $\varepsilon \in(0,1]$ and consider $\left(X_{i}\right)_{i \geq 1} \sim \mu$. By hypothesis, there exists $k_{\varepsilon} \geq \log _{2} \frac{1}{\varepsilon}$ such that

$$
\sum_{k \geq k_{\varepsilon}} 2^{-k} \mathcal{N}_{\xi}\left(2^{-k}\right) \leq \varepsilon .
$$

Then,

$$
\begin{aligned}
\mathbb{P}\left(\exists i \in \bigcup_{k \geq k_{\varepsilon}} \mathcal{S}_{\xi}\left(2^{-k}\right), X_{i} \neq X_{\hat{i}}\right) & \leq \mathbb{E}\left[\left|\left\{i \in \bigcup_{k \geq k_{\varepsilon}}^{\bigcup} \mathcal{S}_{\xi}\left(2^{-k}\right): X_{i} \neq X_{\hat{i}}\right\}\right|\right] \\
& =\sum_{k \geq k_{\varepsilon}} \sum_{i \in \mathcal{S}_{\xi}\left(2^{-k}\right)} \mathbb{P}\left(X_{i} \neq X_{\hat{i}}\right) \\
& \leq \sum_{k \geq k_{\varepsilon}} 2^{-k} \mathcal{N}_{\xi}\left(2^{-k}\right) \leq \varepsilon .
\end{aligned}
$$

Hence, if $\mathcal{E}_{\varepsilon}:=\left\{\forall i \in \bigcup_{k \geq k_{\varepsilon}} \mathcal{S}_{\xi}\left(2^{-k}\right), X_{i}=X_{\hat{i}}\right\}$, we have $\mathbb{P}\left(\mathcal{E}_{\varepsilon}\right) \geq 1-\varepsilon$.
For any $i \in \mathcal{S}:=\bigcup_{k \geq 0} \mathcal{S}_{\xi}\left(2^{-k}\right)$, let $k \geq 0$ be such that $i \in \mathcal{S}_{\xi}\left(2^{-k}\right) \backslash \mathcal{S}_{\xi}\left(2^{-k+1}\right)$, with the convention $\mathcal{S}_{\xi}(2)=\emptyset$. We can then construct the sequence $i_{k}=i, i_{k-1}, \ldots, i_{0}$ such that $i_{p-1}=\hat{i}_{p}$.

We denote by $i(\varepsilon)$ the first element of this list within $\mathcal{S}_{\varepsilon}:=\bigcup_{k \leq k_{\varepsilon}} \mathcal{S}_{\xi}\left(2^{-k}\right)$, that is $i(\varepsilon)=i_{k_{\varepsilon} \wedge k}$. Note that by the triangle inequality,

$$
\xi(i, i(\varepsilon)) \leq \xi\left(i_{k}, i_{k-1}\right)+\ldots+\xi\left(i_{k_{\varepsilon} \wedge k+1}, i_{k_{\varepsilon} \wedge k}\right) \leq \sum_{k-1 \leq l \leq k_{\varepsilon}} 2^{-l} \leq 2^{-k_{\varepsilon}+1} \leq 2 \varepsilon .
$$

Also, under $\mathcal{E}_{\mathcal{E}}$, for any $i \in \mathcal{S}$, one has $X_{i}=X_{i(\varepsilon)}$.
We now focus on indices in $i \notin \mathcal{S}$ and aim to prove an equivalent equation. Fix any $k \geq 0$, we denote by $i_{k}$ the $\xi$-nearest neighbor of $i$ within $\mathcal{S}_{\xi}\left(2^{-k}\right)$. Because $\mathcal{S}_{\varepsilon}$ is finite, we can fix some element that we denote $i(\varepsilon)$ that appears infinitely often in the sequence $\left(i_{k}(\varepsilon)\right)_{k \geq 0}$. In particular, for any $k \geq 0$ such that $i_{k}(\varepsilon)=i(\varepsilon)$, we have

$$
\xi(i, i(\varepsilon)) \leq \xi\left(i, i_{k}\right)+\xi\left(i_{k}, i_{k}(\varepsilon)\right) \leq 2^{-k}+2 \varepsilon .
$$

Because this holds for an infinite number of indices $k \geq 0$, this shows that $\xi(i, i(\varepsilon)) \leq 2 \varepsilon$. Next, since $\mathbb{P}\left(X_{i} \neq X_{i(k)}\right) \leq 2^{-k}$ for $k \geq 0$, which forms a summable sequence, by the Borel-Cantelli lemma and the union bound, the following event

$$
\mathcal{F}:=\left\{\forall i \notin \mathcal{S}, \exists \hat{k}_{i} \geq 0, \forall k \geq \hat{k}_{i}, X_{i}=X_{i(k)}\right\},
$$

has probability one. As a result, on $\mathcal{E}_{\varepsilon} \cap \mathcal{F}$, the sequence $\left(X_{i(k)}\right)_{k \geq 0}$ is equal to $X_{i}$ for $k$ large enough but also contains an infinite number of times the value $X_{i(\varepsilon)}$. Hence $X_{i}=X_{i(\varepsilon)}$. In summary, we obtained

$$
\mathcal{E}_{\varepsilon} \cap \mathcal{F} \subset\left\{\forall i \geq 1, X_{i}=X_{i(\varepsilon)}\right\}
$$

and for all $i \geq 1, \mathbb{P}\left(X_{i} \neq X_{i(\varepsilon)}\right)=\xi(i, i(\varepsilon)) \leq 2 \varepsilon$.
Now consider iid samples $\left(X_{i}^{(n)}\right)_{i \geq 1} \sim \mu$ for $n \geq 1$ and denote by $\mathcal{E}_{\varepsilon}^{(n)}$ and $\mathcal{F}^{(n)}$ the corresponding event. In particular, $\left(\mathbb{1}\left(\mathcal{E}_{\mathcal{E}}^{(n)} \cap \mathcal{F}^{(n)}\right)\right)_{n \geq 1}$ is an iid Bernoulli sequence of parameter $\mathbb{P}(\mathcal{E})$. For any $i \geq 1$,

$$
\begin{aligned}
\left|\hat{p}_{i}-p_{i}\right| & \leq\left|\hat{p}_{i}-\hat{p}_{i(\varepsilon)}\right|+\left|\hat{p}_{i(\varepsilon)}-p_{i(\varepsilon)}\right|+\left|p_{i(\varepsilon)}-p_{i}\right| \\
& \leq \frac{1}{n} \sum_{m=1}^{n} \mathbb{1}\left(\left(\mathcal{E}_{\varepsilon}^{(m)} \cap \mathcal{F}^{(m)}\right)^{c}\right)+\sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}_{j}-p_{j}\right|+\mathbb{P}\left(X_{i} \neq X_{i(\varepsilon)}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(\left(\mathcal{E}_{\varepsilon}^{(m)} \cap \mathcal{F}^{(m)}\right)^{c}\right)+\sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}_{j}-p_{j}\right|+2 \varepsilon .
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\Delta_{n}(\mu)=\mathbb{E} \sup _{i \geq 1}\left|\hat{p}_{i}-p_{i}\right| & \leq(1-\mathbb{P}(\mathcal{E}))+\mathbb{E} \sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}_{j}-p_{j}\right|+2 \varepsilon \\
& \leq \mathbb{E} \sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}_{j}-p_{j}\right|+3 \varepsilon .
\end{aligned}
$$

In particular, this gives $\lim \sup _{n \rightarrow \infty} \Delta_{n}(\mu) \leq 3 \varepsilon$ because $\mathcal{S}_{\varepsilon}$ is finite. This holds for any $\varepsilon$, which ends the proof that $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$.

Additionally, the previous equation holds for any $\varepsilon$, hence

$$
\Delta_{n}(\mu) \leq \inf _{\varepsilon \in(0,1]} 3 \varepsilon+\mathbb{E} \sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}[j]-p_{j}\right|
$$

The right-most term can be upper bounded using the upper bound on maximum empirical mean deviations for general distributions on $\{0,1\}^{\mathbb{N}}$ from Blanchard and Voráček (2024, Corollary 3). Precisely, we need to order the elements $j \in \mathcal{S}_{\varepsilon}$ by decreasing order of $p_{j} \wedge\left(1-p_{j}\right)$. The worst case upper bound is achieved when all these mean probabilities are equal to $\frac{1}{2}$. Hence, Blanchard and Voráček (2024, Corollary 3) yields

$$
\mathbb{E} \sup _{j \in \mathcal{S}_{\varepsilon}}\left|\hat{p}[j]-p_{j}\right| \lesssim 1 \wedge\left(\sqrt{\frac{\log \left(1+\left|\mathcal{S}_{\varepsilon}\right|\right)}{n}}+\frac{\log \left(1+\left|\mathcal{S}_{\varepsilon}\right|\right)}{n \log \left(2+\frac{2 \log \left(1+\left|\mathcal{S}_{\varepsilon}\right|\right)}{n}\right)}\right) \asymp 1 \wedge \sqrt{\frac{\log \left(1+\left|\mathcal{S}_{\varepsilon}\right|\right)}{n}}
$$

Putting the upper bounds together yields the following bound

$$
\Delta_{n}(\mu) \lesssim \inf _{\varepsilon \in(0,1]} \varepsilon+\sqrt{\frac{\log \left(\mathcal{N}_{\xi}(\varepsilon)+1\right)}{n}} \leq \inf _{\varepsilon \in(0,1]} \varepsilon+\sqrt{\frac{\log \left(1+\frac{1}{\varepsilon} \int_{0}^{1} \mathcal{N}_{\xi}(\eta) d \eta\right)}{n}}
$$

Recalling the notation $C_{\mu}:=\int_{0}^{1} \mathcal{N}_{\xi}(\eta) d \eta$, and using the value of $\varepsilon_{\mu, n}:=1 \wedge \sqrt{\log \left(n\left(1+C_{\mu}\right)\right) / n}$, we then obtain $\Delta_{n}(\mu) \leq 1$ if $\varepsilon_{\mu, n}=1$, or if $\varepsilon_{n}<1$,

$$
\Delta_{n}(\mu) \lesssim \varepsilon_{\mu, n}+\sqrt{\frac{\log \left(1+\frac{1}{\varepsilon_{\mu, n}} C_{\mu}\right)}{n}} \asymp \sqrt{\frac{\log \left(n\left(1+C_{\mu}\right)\right)}{n}}
$$

This ends the proof of the proposition.
We next show that this sufficient condition, Eq (8), is as tight as can be using the covering numbers $\mathcal{N}_{\xi}(\cdot)$. We recall that this cannot be a necessary condition in view of Theorem 3-instead, we show in Proposition 8 that if the covering numbers do not satisfy Eq (8), one can construct some distribution with (almost) the same covering numbers but for which the expected maximum deviation does not converge to 0 .

Proof of Proposition 8 The proof has three steps, first we define the distribution $\mu$, then we prove that its covering numbers coincide with $N(\cdot)$, then we show that $\Delta_{n}(\mu) \rightarrow \frac{1}{2}$.

Constructing the distribution $\mu$. Fix the non-increasing function $N:(0,1] \rightarrow \mathbb{N}$. We use similar notations as in the proof of Proposition 5. Since we will only focus on covering numbers for $\varepsilon \in\left(0, \frac{1}{2}\right]$ anyways, without loss of generality we suppose that $N(\varepsilon)=1$ for $\varepsilon \in\left(\frac{1}{2}, 1\right]$. Given such a function $N$, we start by constructing an equidistant directed tree (with edge lengths) representing the function. Note that because $N$ is non-increasing, it is discontinuous on a countable (potentially finite) number of points $\left(\varepsilon_{k}\right)_{k \geq 1}$, which we ordered by decreasing order, that is $0<\varepsilon_{k+1}<\varepsilon_{k} \leq \frac{1}{2}$ for all $k \geq 1$. For convenience, let $\varepsilon_{0}=\frac{1}{2}$. Since $N$ takes values only on integers $\mathbb{N}$, we can also define the sequence $\left(N_{k}\right)_{k \geq 1}$ such that $N_{k}$ is the value taken by $N$ on the interval $\left(\varepsilon_{k-1}, \varepsilon_{k}\right)$, with the convention $N_{1}=1$ in the specific case when $\varepsilon_{0}=\varepsilon_{1}$.

We construct the tree by recursion, starting for $k=0$ with only a root denoted $v(0,1)$. For context, inner nodes will be denoted $v(k, p)$ where $k$ will correspond to level $\varepsilon_{k}$ and $p$ will correspond to the index of the node by order of construction. Now suppose that we have constructed the tree up to level $k \geq 0$ and that we have constructed a total of $N_{k}$ nodes. At level $k+1$, we construct $N_{k+1}-N_{k}$ new nodes. If for $k \in\left[N_{k+1}-N_{k}\right]$, we link the node $v\left(k+1, N_{k}+l\right)$ to some node $v\left(k^{\prime}, p^{\prime}\right)$, the length of the edge is set to $\varepsilon_{k^{\prime}}-\varepsilon_{k+1}$. Deciding of which node to link to the new nodes
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at level $k+1$ is done in a specific manner to balance the construction of the overall tree. A formal construction of the tree is given in the pseudo-code Algorithm 1. Intuitively, the construction of the tree emulates the construction of a full binary tree: if we had $N_{k+1}-N_{k}=1$ for all $k \geq 1$, the output tree would exactly be a binary tree that is constructed layer by layer in order. Because the jumps $N_{k+1}-N_{k}$ may be larger, the tree is instead the binary tree where some edges are collapsed. To keep at all times a balance in the binary tree, splits are added according to a fractal manner. For layer $r$, we split $2^{r}$ edges which are denoted $e(r, s)$ for $s \in\left\{0,1, \ldots, 2^{r}-1\right\}$, in the following order:

$$
\begin{aligned}
& \operatorname{Order}(0):=(0) \\
& \operatorname{Order}(r):=(2 i, i \in \operatorname{Order}(r-1)) \cup(2 i+1, i \in \operatorname{Order}(r-1)), \quad r \geq 1 .
\end{aligned}
$$

For instance, $\operatorname{Order}(1)=(0,1)$, $\operatorname{Order}(2)=(0,2,1,3)$, and $\operatorname{Order}(3)=(0,4,2,6,1,5,3,7)$. A visualization of the trees constructed for two different covering number functions $N(\cdot)$ are given in Figure 1, one for the simpler case when $N_{k+1}-N_{k}=1$ for all $k \geq 1$ and one for the general case.

```
Algorithm 1: Constructing the tree skeleton for the distribution in Proposition 8
Data: \(\left(\varepsilon_{k}\right)_{k \geq 1},\left(N_{k}\right)_{k \geq 1}\)
Result: An equidistant skeleton tree \(\mathcal{T}\)
Initialize \(\mathcal{T}\) as a root \(v(0,1)\) at level \(\frac{1}{2}\) with an exiting edge denoted \(e(0,0)\)
\(k \leftarrow 1, n \leftarrow 1\) and \(m \leftarrow 1\)
for \(r \geq 0\) do
    for \(s \in \operatorname{Order}(r)\) do
        Split edge \(e(r, s)\) in two at level \(\varepsilon_{k}\). That is:
        if the top end node of edge \(e(r, s)\) is a node \(v\left(k^{\prime}, n^{\prime}\right)\) with \(k^{\prime}<k\) then
            Create a node \(v(k, n+1)\) at level \(\varepsilon_{k}\) to end edge \(e(r, s): e(r, s)\) has length \(\varepsilon_{k^{\prime}}-\varepsilon_{k}\)
            \(n \leftarrow n+1\)
            Create two edges \(e(r+1,2 s), e(r+1,2 s+1)\) exiting from node \(v(k, n+1)\)
        else
            Delete edge \(e(r, s)\) and create two edges \(e(r+1,2 s), e(r+1,2 s+1)\) exiting from node
                \(v\left(k^{\prime}, n^{\prime}\right)=v\left(k, n^{\prime}\right)\)
        end
        \(m \leftarrow m+1\)
        if \(m=N_{k+1}\) then \(k \leftarrow k+1\);
    end
end
```

Note that at every level $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash\left\{\varepsilon_{k}, k \geq 1\right\}$, the tree has $N(\varepsilon)$ edges. Because of the hypothesis $\int_{0}^{1 / 2} N(\varepsilon) \mathrm{d} \varepsilon=\infty$, we have $N(\varepsilon) \rightarrow \infty$ as $n \rightarrow \infty$ or equivalently $N_{k} \rightarrow \infty$ as $k \rightarrow \infty$ In particular, the tree output by Algorithm 1 has an infinite number of edges. We denote by $\mathcal{L}$ the set of leaves of the tree, which corresponds to sequences of nodes $\left(v_{i}=v\left(k_{i}, n_{i}\right)\right)_{i \geq 1}$ that start from the root $v(0,1)$, follow edges of the tree, and go down in the tree, that is the sequence $\left(k_{i}\right)_{i \geq 1}$ is increasing. We note that because of the breadth-first search procedure to construct the tree, all leaves $l=\left(v_{i}\right)_{i \geq 1}$ contain an infinite number of edges-that is, no path ended after a finite number of edges. The tree naturally induces a distance $\rho$ on leaves $\mathcal{L}$ such that two leaves


Figure 1: Two examples of skeleton trees constructed by Algorithm 1. The entries of the distribution $\mu$ for Proposition 8 are associated to leaves (or rather paths) of this infinite tree so that the distance $\xi$ between leaves coincides with the natural tree metric (up to a constant factor 2). On the left we represent the simpler case when $N_{k+1}-N_{k}=1$ for $k \geq 1$, that is, covering numbers $N(\varepsilon)$ grow by one at a time as $\varepsilon \rightarrow 0$. In this case, the constructed tree is exactly a binary tree, constructed according to the exact ordering given by $\operatorname{Order}(l)$ for $l \geq 1$. On the right, we represent a general case when covering numbers can grow via jumps $N_{k+1}-N_{k} \geq 1$. In the specific example, we have $\left(N_{i}, i \leq 7\right)=(1,2,7,10,13,14,15)$. Although the tree is not formally a complete binary tree, the ordering choice balances all subtrees evenly. We represent with dashed lines, all levels $\varepsilon$ which complete a layer of the constructed binary tree.
$l_{u}=\left(v\left(k_{i}^{(u)}, n_{i}^{(u)}\right)\right)_{i \geq 1}$ for $u \in\{1,2\}$ have distance

$$
d\left(l_{1}, l_{2}\right):=\varepsilon_{k_{i}}, \quad i=\max \left\{j: n_{j}^{(1)}=n_{j}^{(2)}\right\}
$$

Our goal is to use the tree to construct a binary stochastic process $\left(X_{l}\right)_{l \in \mathcal{L}}$ on $\mathcal{L}$, for which the induced metric $\xi\left(l_{1}, l_{2}\right)=\mathbb{P}\left(X_{l_{1}} \neq X_{l_{2}}\right)$ coincides with $d$. We start by constructing a distribution on the inner nodes of the tree recursively. First, let $\left(U_{n}\right)_{n \geq 1} \stackrel{\text { iid }}{\sim} \mathcal{U}([0,1])$ be a sequence of iid uniform random variables on $[0,1]$ and $\left(Z_{n}\right)_{n \geq 1} \stackrel{i . i . d}{\sim} \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ be an independent iid sequence of Bernoulli random variables. At the root $r=v(0,1)$, we let $Y_{r}=\mathbb{1}\left[Z_{1} \geq \frac{1}{2}\right]$. Next, for any node $v=v(k, n)$ that has parent $v^{\prime}=v\left(k^{\prime}, n^{\prime}\right)$ (they are linked by an edge and $k^{\prime}<k$ ), we pose

$$
Y_{v}:=\mathbb{1}\left[U_{n} \geq \eta_{v}\right] Y_{v^{\prime}}+\mathbb{1}\left[U_{n}<\eta_{v}\right] Z_{n}, \quad \eta_{v}:=\frac{\sqrt{1-2 \varepsilon_{k}}-\sqrt{1-2 \varepsilon_{k^{\prime}}}}{\sqrt{1-2 \varepsilon_{k}}} .
$$

We now define the binary stochastic process on $\mathcal{L}$ as follows. For any leaf $l=\left(v_{i}\right)_{i \geq 1}$,

$$
X_{l}:= \begin{cases}\lim _{i \rightarrow \infty} Y_{v_{i}} & \liminf _{i \rightarrow \infty} Y_{v_{i}}=\lim \sup _{i \rightarrow \infty} Y_{v_{i}} \\ 0 & \text { otherwise }\end{cases}
$$

We can now check that on $\mathcal{L}$ introduced by the distribution of $\left(X_{l}\right)_{l \in \mathcal{L}}$ coincides with $d$. For a leaf $l=\left(v_{i}=v\left(k_{i}, n_{i}\right)\right)_{i \geq 1}$, we first show that $\mathbb{P}\left(X_{l} \neq Y_{v_{i}}\right)=\frac{1}{2}\left(1-\sqrt{1-2 \varepsilon_{k_{i}}}\right)$. Indeed, recalling that the sequence $\left(Z_{n}\right)_{n \geq 1}$ is iid $\operatorname{Bernoulli}\left(\frac{1}{2}\right)$, for any $j>i$, we can write

$$
\begin{equation*}
Y_{v_{j}}=\mathbb{1}\left[\forall i+1 \leq p \leq j: U_{n_{p}} \geq \eta_{v_{p}}\right] Y_{v_{i}}+\mathbb{1}\left[\exists i+1 \leq p \leq j: U_{n_{p}}<\eta_{v_{p}}\right] A_{j}, \tag{13}
\end{equation*}
$$

where $A_{j} \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ is a function of the variables $Z_{n_{p}}$ for $i+1 \leq p \leq j$. Next, observe that since for $i \rightarrow \infty$, one has $\eta_{v_{i}} \sim \varepsilon_{k_{i-1}}-\varepsilon_{k_{i}}$, then $\sum_{i \geq 1} \eta_{n_{i}}<\infty$. In particular, the Borel-Cantelli lemma implies that on an almost sure event $\mathcal{E}_{l}$, for sufficiently large index $i$, one has $U_{n_{i}} \geq \eta_{v_{i}}$. Hence, on $\mathcal{E}_{l}$ the sequence $\left(Y_{v_{i}}\right)_{i \geq 1}$ is either finite or converges, that is

$$
\mathcal{E}_{l} \subset\left\{X_{l}=\lim _{i \rightarrow \infty} Y_{v_{i}}\right\}
$$

Hence, using Eq (13), we can write with $\mathcal{F}_{l}(i):=\left\{\exists j \geq i+1, U_{n_{j}} \geq \eta_{v_{j}}\right\}$,

$$
X_{l}=\mathbb{1}_{\mathcal{E}_{l}}\left(\mathbb{1}_{\mathcal{F}_{l}(i)}{ }^{c} Y_{v_{i}}+\mathbb{1}_{\mathcal{F}_{l}(i)} B_{l}(i)\right),
$$

where $B_{l} \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ is a function of the variables $Z_{n_{j}}$ for $j \geq i+1$. Also, note that

$$
\mathbb{P}\left[\mathcal{F}_{l}(i)\right]=\mathbb{P}\left[\exists j \geq i+1, U_{n_{j}} \geq \eta_{v_{j}}\right]=1-\prod_{j \geq i+1}\left(1-\eta_{v_{p}}\right)=1-\sqrt{1-2 \varepsilon_{k_{i}}},
$$

where in the last equality, we used a telescoping argument. To summarize, we showed that $X_{l}$ coincides with $Y_{v_{i}}$ except on an (independent) event of probability $1-\sqrt{1-2 \varepsilon_{n_{i}}}$ on which it is an independent Bernoulli $B_{l}(i)$. We are now ready to compute the $\mathbb{P}\left(X_{l_{1}} \neq X_{l_{2}}\right)$ for two leaves $l_{1}, l_{2} \in \mathcal{L}$. Let $v=v\left(k_{i}, n_{i}\right)$ be the first node for which the paths $l_{1}=\left(v_{i}^{(1)}\right)_{i \geq 1}$ and $l_{2}=\left(v_{i}^{(2)}\right)_{i \geq 1}$ differ, that is

$$
i=\max \left\{j \geq 1: v_{j}^{(1)}=v_{j}^{(2)}\right\} .
$$

Then, using the previous characterization of $X_{l_{1}}$ and $X_{l_{2}}$, we obtain

$$
\begin{aligned}
\xi\left(l_{1}, l_{2}\right)=\mathbb{P}\left(X_{l_{1}} \neq X_{l_{2}}\right) & =\frac{1}{2} \mathbb{P}\left(\mathcal{F}_{l_{1}}(i) \cup \mathcal{F}_{l_{2}}(i)\right) \\
& =\frac{1}{2}\left(2\left(1-\sqrt{1-2 \varepsilon_{k_{i}}}\right)-\left(1-\sqrt{1-2 \varepsilon_{k_{i}}}\right)^{2}\right) \\
& =\varepsilon_{k_{i}}=d\left(l_{1}, l_{2}\right) .
\end{aligned}
$$

This ends the proof that $\xi$ can directly be computed as the tree distance (up to a factor 2). As defined currently, the space of leaves $\mathcal{L}$ can potentially be uncountable. Because we need to construct a distribution on $\{0,1\}^{\mathbb{N}}$, we restrict ourselves to a countable subset of leaves $\mathcal{Q}$, one at most for each inner node. Precisely, to any node $v=v(k, n)$ we associate the leaf $l(v)$ which arrives at $v(k, n)$ and from there always selects the left-most edge (first added in the FIFO pile) at any intersection. We then pose $\mathcal{Q}=\{l(v)$, nodes $v\}$. We recall that there are countably-many nodes, hence $\mathcal{Q}$ is countable. The distribution $\mu$ is defined as the distribution of $\left(X_{l}\right)_{l \in \mathcal{Q}}$. We note that because $\mathcal{Q}$ is now countable, the event $\mathcal{E}:=\bigcap_{l \in \mathcal{Q}} \mathcal{E}_{l}$ has full probability. Hence with probability one,

$$
\forall l=\left(v_{i}\right)_{i \geq 1} \in \mathcal{Q}, X_{l}=\lim _{i \rightarrow \infty} Y_{v_{i}} .
$$

Computing the covering numbers of $\xi$. Let $E=\left\{\varepsilon_{k}, k \geq 1\right\}$ and fix $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash E$. By construction of the skeleton tree, at level $\varepsilon$ there are exactly $N(\varepsilon)$ edges $\left.f_{1}, \ldots, f_{N(\varepsilon)}\right)$. For each of these edges say $f_{p}$ for $p \in[N(\varepsilon)]$ if its end nodes are $u_{p}, v_{p}$ with $u_{p}$ being the parent of $v_{p}$ (that is, has lower index $n$ and number $k$ as well), we now show that $\left\{l\left(v_{p}\right), p \in[N(\varepsilon)\}\right.$ is an $\varepsilon$-covering of $(\mathcal{Q}, \xi)$. Indeed, for $l=\left(w_{i}\right)_{i \geq 1} \in \mathcal{Q}$, one of the nodes on the corresponding leaf path must belong to $\left\{v_{p}, p \in[N(\varepsilon)\}\right.$. Hence, for some $i \geq 1$ and $p \in[N(\varepsilon)]$, we have $w_{i}=v_{p}:=v\left(k_{p}, n_{p}\right)$. Then, we directly have

$$
\xi\left(l, l\left(v_{p}\right)\right)=d\left(l, l\left(v_{p}\right)\right) \leq \varepsilon_{k_{p}}<\varepsilon
$$

Hence, we obtained $\mathcal{N}_{\xi}(\varepsilon) \leq N(\varepsilon)$.
We now turn to the lower bound. We will show that to $\varepsilon$-cover the set of leaves $\left\{l\left(v_{p}\right), p \in\right.$ $[N(\varepsilon)]\}$ one needs $N(\varepsilon)$ elements. Suppose that this is not the case, then we have a leaf $l(v)$ such that $\xi\left(l(v), l\left(v_{p}\right)\right), \xi\left(l(v), l\left(v_{q}\right)\right) \leq \varepsilon$. In particular, $l(v)$ and $l\left(v_{p}\right)$ share the same path until length $\varepsilon$, hence the path of $l(v)$ contains edge $f_{p}$. By symmetry, this shows it also contains $f_{p^{\prime}}$ which is impossible because they are at same level (and paths only go "down"). This ends the proof that $\mathcal{N}_{\xi}(\varepsilon) \geq N(\varepsilon)$.

In summary, we have that for any $\varepsilon \in\left(0, \frac{1}{2}\right] \backslash E, \mathcal{N}_{\xi}(\varepsilon)=N(\varepsilon)$. Additionally, the same arguments show that for any $k \geq 1$, one has $\mathcal{\mathcal { N } _ { \xi }}\left(\varepsilon_{k}\right)=N_{k-1}$ : we again look at level $\varepsilon_{k}$ of the tree. If this cuts edges, we proceed similarly as above. However, it will also be the case that at this level are nodes $v=v(k, n)$. These are then also included to construct a set of $N_{k-1}$ nodes $v_{1}, \ldots, v_{N_{k-1}}$ at level $\varepsilon_{k}$ or below. The same proof shows that they $\varepsilon_{k}$-cover the space $\mathcal{Q}$, and that $\left\{l\left(v_{p}\right), p \in\left[N_{k-1}\right]\right\}$ requires at least $N_{k-1}$ elements to be $\varepsilon_{k}$-covered. This shows in particular that $\mathcal{N}_{\xi}(\cdot)$ is right-continuous.
Estimating $\Delta_{n}(\mu)$. In this last step, we show that $\Delta_{n}(\mu) \rightarrow \frac{1}{2}$. First, note that by construction and from the above estimates, for any $l \in \mathcal{Q}$, we have $X_{l} \sim \operatorname{Bernoulli}\left(\frac{1}{2}\right)$ so that $p_{l}=\mathbb{E}\left[X_{l}\right]=\frac{1}{2}$.

We recall that the construction of the skeleton tree emulates binary tree that is constructed layer by layer $r$. Consider the state of the tree at the very beginning of the construction of the $r$ th layer for some fixed $r \geq 1$. At this point, there are $2^{r}$ edges $e(r, s)$ for $s \in\left\{0,1, \ldots, 2^{r}-1\right\}$ and we can consider the corresponding subtrees at each of these edges $e(r, s)$, which correspond to the set of nodes and edges descendants from $e(r, s)$ (in the case when an edge $e$ was removed and replaced by two new edges, these new edges are also considered descendants of $e$ ), which we will denote $\mathcal{T}(r, s)$. The main interest of the fractal order for the construction of the tree is that starting from the $r$ th layer and for all next layers, we are adding a single edge to $\mathcal{T}(r, s)$ in the order of $s \in$ Order) then the process is repeated indefinitely. As a result, the subtrees $\mathcal{T}(r, s)$ for $s \in\left\{0, \ldots, 2^{r}-1\right\}$ are always filled equally, up to at most one edge. The property that the trees are filled evenly is crucial for the proof.

In the rest of the proof, we denote by parent $(v)$ the parent node of any node $v$. For any fixed $s \in\left\{0, \ldots, 2^{r}-1\right\}$, we define

$$
A(r, s):=\sum_{v=v(k, n) \in \mathcal{T}(r, s)} \varepsilon_{k(\operatorname{parent}(v))}-\varepsilon_{k},
$$

where the parent node of $v$ is written as parent $(v)=v\left(k(\operatorname{parent}(v)), n^{\prime}\right)$. Our goal is to show that the above quantity is infinite. Let $k_{r}$ be the value of the level $k$ at the beginning of the construction of the $r$ th layer in Algorithm 1. Without loss of generality, we will assume that $\left\{\varepsilon_{k}, k \geq 1\right\} \cap\left\{2^{-t}, t \geq\right.$ $1\}=\emptyset$. If that is not the case, we can replace all terms $2^{-t}$ with some terms $c 2^{-t}$ for some constant
$c \in\left[\frac{1}{2}, 1\right]$ since there will exist such a constant $c$ for which $\left\{\varepsilon_{k}, k \geq 1\right\} \cap\left\{c 2^{-t}, t \geq 1\right\}=\emptyset$. For any $t \geq t_{r}:=\left\lceil\log _{2} 1 / \varepsilon_{k_{r}}\right\rceil$, we let $M(r, s ; t)$ be the number of edges within $\mathcal{T}(r, s)$ at level $2^{-t}$. Then, we can check that

$$
\begin{equation*}
A(r, s) \geq \sum_{t \geq t_{r}} M(r, s ; t)\left(2^{-t}-2^{-t-1}\right)=\frac{1}{2} \sum_{t \geq t_{r}} 2^{-t} M(r, s ; t) \tag{14}
\end{equation*}
$$

Now we recall that the number of edges in the complete tree $\mathcal{T}$ at level $2^{-t}$ is precisely $\mathcal{N}_{\xi}\left(2^{-t}\right)=$ $N\left(2^{-t}\right)$, where we used the result from the previous steps on covering numbers of $\xi$. As a result, we have that for $t \geq t_{r}$,

$$
\sum_{s^{\prime}=0}^{2^{r}-1} M\left(r, s^{\prime} ; t\right)=N\left(2^{-t}\right)
$$

Now from the above discussion on the evenness of the tree construction, the number of edges at any level $\varepsilon \leq \varepsilon_{k_{r}}$ for the subtrees $\mathcal{T}(r, s)$ can differ at most by one. Hence, we obtain,

$$
2^{r}(M(r, s ; t)+1) \geq \sum_{s^{\prime}=0}^{2^{r}-1} M\left(r, s^{\prime} ; t\right)=N\left(2^{-t}\right)
$$

Plugging this into Eq (14) yields

$$
A(r, s) \geq \frac{1}{2^{r+1}} \sum_{t \geq t_{r}} 2^{-t} N\left(2^{-t}\right)-2^{-t_{r}}=\infty
$$

The last inequality use the hypothesis $\int_{0}^{1 / 2} N(\varepsilon) \mathrm{d} \varepsilon=\infty$ and the fact that $N$ is non-increasing, so that this condition is equivalent to $\sum_{t \geq 1} 2^{-t} N\left(2^{-t}\right)=\infty$. As a result, this shows that $A(r, s)=\infty$. Now let $v_{r, s}$ be the top end node of edge $e(r, s)$, which is intuitively the "root" of $\mathcal{T}(r, s)$. We obtained

$$
\begin{aligned}
\mathbb{P}\left(\exists v \in \mathcal{T}(r, s), Y_{v} \neq Y_{v_{r, s}}\right) & \geq \mathbb{P}\left(\exists v \in \mathcal{T}(r, s), Y_{v} \neq Y_{\text {parent }(v)}\right) \\
& =1-\prod_{v \in \mathcal{T}(r, s)}\left(1-\mathbb{P}\left(Y_{v} \neq Y_{\operatorname{parent}(v)}\right)\right) \\
& =1-\prod_{v \in \mathcal{T}(r, s)}\left(1-\frac{\eta_{v}}{2}\right) \geq 1-\exp \left(-\frac{1}{2} \sum_{v \in \mathcal{T}(r, s)} \eta_{v}\right) .
\end{aligned}
$$

Now as the index $n$ of $v=v(k, n)$ grows to infinity, we have $\eta_{v} \sim \varepsilon_{k(\operatorname{parent}(v))}-\varepsilon_{k}$ because $\varepsilon_{k(\operatorname{parent}(v))}, \varepsilon_{k} \rightarrow 0$. The fact that $A(r, s)=\infty$ then shows that $\sum_{v \in \mathcal{T}(r, s)} \eta_{v}=\infty$. Hence, we showed that for any $r \geq 1$ and $s \in\left\{0, \ldots, 2^{r}-1\right\}$,

$$
\mathbb{P}\left(\exists v \in \mathcal{T}(r, s), Y_{v} \neq Y_{v_{r, s}}\right)=1
$$

We denote by $\mathcal{G}(r, s)$ the above event. Hence $\mathcal{G}=\bigcap_{r \geq 1} \bigcap_{0 \leq s \leq 2^{r}-1} \mathcal{G}(r, s)$ has probability one. The main property of $\mathcal{G}$ is that on this almost sure event, for any node $v$ of the tree, there exists a descendant node $v^{\prime}$ that disagrees in the sense $Y_{v} \neq Y_{v^{\prime}}$.

We are now ready to show that $\Delta_{n}(\mu)$ does not decay to 0 as $n \rightarrow \infty$. Fix $n \geq 1$ and $\delta>0$. We will indicate that we consider the $i$ th iid sample of a certain random variable (or event) $V$ with an
exponent as in $V^{(i)}$. We construct a sequence of nodes $\left(\hat{v}_{i}\right)_{i \geq 0}$ recursively. We let $\hat{v}_{0}:=v_{\delta}$ where $v_{\delta}=v\left(k_{\delta}, n_{\delta}\right)$ is an arbitrary node for which $\varepsilon_{k_{\delta}}$ is sufficiently small such that

$$
\begin{equation*}
\frac{n}{2}\left(1-\sqrt{1-2 \varepsilon_{k_{\delta}}}\right)<\delta . \tag{15}
\end{equation*}
$$

Next, for $i=1$, we define

$$
\hat{v}_{i}= \begin{cases}v_{\delta} & \text { if } \mathcal{G}^{(i)} \text { is not satisfied, } \\ \hat{v} & \text { otherwise, and } \hat{v}=\arg \min \left\{n: v=v(k, n) \text { is a descendant of } \hat{v}_{i-1} \text { s.t. } Y_{v}=1\right\} .\end{cases}
$$

On the almost sure event $\bigcap_{i \geq 1} \mathcal{G}^{(i)}$, this constructs a sequence of nodes descendants from each other and such that we have

$$
Y_{\hat{v}_{i}}^{(i)}=1, \quad i \geq 1
$$

Our candidates for variables whose empirical mean deviates highly from the mean $\frac{1}{2}$ will be the leaves $l\left(\hat{v}_{i}\right)$ for $i \geq 1$. Importantly, having constructed $\hat{v}_{i-1}$, the construction of $\hat{v}_{i}=v\left(\hat{k}_{i}, \hat{n}_{i}\right)$ can be done completely independently from all the variables $U_{n}^{(i)}, Z_{n}^{(i)}$ where $n>\hat{n}_{i}$. This is because we can simply generate the variables $Y_{v}^{(i)}$ for nodes $v$ with index $n \in\left\{\hat{n}_{i-1}, \hat{n}_{i-1}+1, \ldots\right\}$ and stop whenever the conditions $Y_{v}^{(i)}=1$ and $v$ is a descendant of $\hat{v}_{i-1}$ are met.

We now reason conditionally on $\bigcap_{i \geq 1} \mathcal{G}^{(i)}$ and $\left(\hat{v}_{j}\right)_{j \leq i}$. Note that up to this conditioning, the variables $\left(\hat{v}_{j}\right)_{j>i}$ only depend on the iid samples of the distribution with index $j>i$. In particular, for any $j \geq i$, this shows that all variables use to define $X_{l\left(\hat{v}_{j}\right)}$ starting from $Y_{\hat{v}_{i}}$ are still all distributed according to their distribution without conditioning. Precisely, write $\hat{v}_{i}=v\left(\hat{k}_{i}, \hat{n}_{i}\right)$. Conditioned on $\bigcap_{i \geq 1} \mathcal{G}^{(i)}$ and $\left(\hat{v}_{j}\right)_{j \geq 1}$, all variables $U_{n}^{(i)}$ and $Z_{n}^{(i)}$ for $n>\hat{n}_{i}$ and $i \geq 1$ are still all independent and distributed as $\mathcal{U}([0,1])$ and $\operatorname{Bernoulli}\left(\frac{1}{2}\right)$ respectively. In particular, for a fixed $n \geq 1$, conditionally on $\bigcap_{i \geq 1} \mathcal{G}^{(i)}$ and $\left(\hat{v}_{j}\right)_{j \geq 1}$, we have

$$
\left(\mathbb{1}\left[X_{l\left(\hat{v}_{n}\right)}^{(i)} \neq 1\right]\right)_{i \in[n]}=\left(\mathbb{1}\left[X_{l\left(\hat{v}_{n}\right)}^{(i)} \neq Y_{\hat{v}_{i}}^{(i)}\right]\right)_{i \in[n]} \sim \bigotimes_{i \in[n]} \operatorname{Bernoulli}\left(\frac{1}{2}\left(1-\sqrt{1-2 \varepsilon_{\hat{k}_{i}}}\right)\right) .
$$

As a result,

$$
\begin{aligned}
\mathbb{P}\left[\exists i \in[n], X_{l\left(\hat{v}_{n}\right)}^{(i)} \neq 1 \mid \bigcap_{i \geq 1} \mathcal{G}^{(i)},\left(\hat{v}_{j}\right)_{j \geq 1}\right] & \leq \sum_{i \in[n]} \frac{1}{2}\left(1-\sqrt{1-2 \varepsilon_{\hat{k}_{i}}}\right) \\
& \leq \frac{n}{2}\left(1-\sqrt{1-2 \varepsilon_{k_{\delta}}}\right)<\delta
\end{aligned}
$$

In the last inequality, we used Eq (15). Hence,

$$
\Delta_{n}(\mu) \geq \mathbb{E}\left[\left.\left|\hat{p}_{l\left(\hat{v}_{n}\right)}-\frac{1}{2}\right| \right\rvert\, \bigcap_{i \geq 1} \mathcal{G}^{(i)}\right] \geq \frac{1}{2} \mathbb{P}\left[\forall i \in[n], X_{l\left(\hat{v}_{n}\right)}^{(i)}=1 \mid \bigcap_{i \geq 1} \mathcal{G}^{(i)}\right] \geq \frac{1-\delta}{2}
$$

This holds for any $\delta>0$. Thus, we showed that $\Delta_{n}(\mu) \geq \frac{1}{2}$. Also, we clearly have $\left\|\hat{p}-\frac{1}{2}\right\|_{\infty} \leq \frac{1}{2}$ since the empirical means lie in $[0,1]$. This shows that

$$
\Delta_{n}(\mu)=\frac{1}{2}, \quad n \geq 1
$$

and ends the proof of the result.
The proof of the previous result introduces a tree structure for the entries of $\mu$. In order to have as much deviations as possible (so that $\Delta_{n}(\mu)=\frac{1}{2}$ for $n \geq 1$, this tree was constructed using a "wide" full binary tree (see Figure 1). As a remark, we can compare this to the tree generated by the distribution from Proposition 5. In that result, the goal is instead to construct distributions with large covering numbers, but that still have $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$. As a result, the corresponding tree is as "thin" as possible, as represented in Figure 2.


Figure 2: Tree corresponding to the distribution $\mu$ constructed in Proposition 5. As in Figure 1, the leaves of the tree represent the entries of the distribution, and the distance $\xi$ coincides exactly with the natural tree metric (up to a constant factor 2). In this example, the covering numbers are $\left(N_{k}, k \leq 5\right)=(1,3,4,7,8)$.

## Appendix C. Upper bound on $\Delta_{n}(\mu)$ via subgaussian differences

For $i, j \in \mathbb{N}$, let us define $r_{i j}=\mathbb{E}\left[X_{i} X_{j}\right]$. We claim the following bound on the moment generating function of the difference of correlated Bernoullis.
Lemma 18

$$
\mathbb{E} \exp \left\{t\left[\left(X_{i}-p_{i}\right)-\left(X_{j}-p_{j}\right)\right\} \leq \exp \left(\frac{t^{2}}{\log \frac{2}{p_{i}+p_{j}-2 r_{i j}}}\right), \quad t \geq 0 .\right.
$$

Proof Consider the following functions.

$$
\begin{aligned}
& f(x):=\log \left(\left(p_{1}-p_{12}\right) \mathrm{e}^{\left(-p_{1}+p_{2}+1\right) x}+\left(p_{2}-p_{12}\right) \mathrm{e}^{\left(-p_{1}+p_{2}-1\right) x}+\left(-p_{1}-p_{2}+2 p_{12}+1\right) \mathrm{e}^{\left(p_{2}-p_{1}\right) x}\right), \\
& g(x):=\frac{x^{2}}{\log \left(\frac{2}{p_{1}+p_{2}-2 p_{12}}\right)} .
\end{aligned}
$$

We would like to show $f(x) \leq g(x)$ for all $p_{1}, p_{2} \in[0,1], p_{12} \in\left[0 \vee p_{1}+p_{2}-1, p_{1} \wedge p_{2}\right]$ and $x \in \mathbb{R}$. Note that, by symmetry, it is enough to consider $x \geq 0$.
Re-parametrizing $p_{1}=\frac{1}{2}\left(a-b+2 p_{12}\right)$ and $p_{2}=\frac{1}{2}\left(a+b+2 p_{12}\right)$, we have

$$
\begin{aligned}
& f(x):=\log \left(\frac{1}{2} \mathrm{e}^{(b-1) x}\left(a\left(\mathrm{e}^{x}-1\right)^{2}-b \mathrm{e}^{2 x}+b+2 \mathrm{e}^{x}\right)\right) \\
& g(x) \\
& :=\frac{x^{2}}{\log \left(\frac{2}{a}\right)}
\end{aligned}
$$

Note that $g(0)-f(0)=0$. If we show that $\frac{\partial}{\partial x}(g-f)=0$ for $1 \geq a \geq|b|, x \geq 0$, we are done. First, we multiply the first derivative by the non-negative $\log \left(\frac{2}{a}\right)\left(a w^{2}-b(w+1)^{2}+b+2(w+1)\right)$, and then change variables $x:=\log (w+1)$.

$$
\begin{aligned}
H & :=\left(\frac{\partial}{\partial x}(g-f)\right) \log \left(\frac{2}{a}\right)\left(a w^{2}-b(w+1)^{2}+b+2(w+1)\right) \\
& =2 \log (w+1)\left(w^{2}(a-b)-2(b-1) w+2\right)+w \log \left(\frac{2}{a}\right)(b(b(w+2)+w)-a(b w+w+2))
\end{aligned}
$$

whose non-negativity we must verify for $w \geq 0$.
We now consider two cases, first $0 \leq w<3$ and then $w \geq 3$.
Case 1: $0 \leq w<3$. It can be shown that the coefficient of $\log (1+w)$ is positive, because it is a quadratic polynomial in $w$ with positive coefficients, so $\log (1+w)$ can be replaced with something smaller (in that range), such as $\frac{w}{e}$. After doing that, we have

$$
H \geq 2 \mathrm{e}\left(b^{2}-a\right) \log \left(\frac{2}{a}\right)+2 w^{2}(a-b)+w\left(-\mathrm{e}(b+1)(a-b) \log \left(\frac{2}{a}\right)-4 b+4\right)+4=: I
$$

which is non-negative for $w=0$, so we can show that the derivative (multiplied by a non-negative),

$$
\left(\frac{\partial}{\partial w} I\right) \frac{\mathrm{e}}{w}=4 w(a-b)+\mathrm{e}(b+1)(b-a) \log \left(\frac{2}{a}\right)-4 b+4
$$

is non-negative. The above expression is increasing in $w$, so the worst case is $w=0$, in which case we have

$$
4 w(a-b)+\mathrm{e}(b+1)(b-a) \log \left(\frac{2}{a}\right)-4 b+4=-\mathrm{e}(b+1)(a-b) \log \left(\frac{2}{a}\right)-4 b+4
$$

The right-hand side is a quadratic polynomial in $b$ with the coefficient of $b^{2}$ being positive, therefore it is convex in $b$, so every tangent lies below the expression. We use the tangent at the point where $b$ has the value $a$, and we get the following linear expression in $b$.

$$
\begin{aligned}
& -\mathrm{e} a^{2} \log \left(\frac{2}{a}\right)+b\left(\mathrm{e}(a+1) \log \left(\frac{2}{a}\right)-4\right)-\mathrm{e} a \log \left(\frac{2}{a}\right)+4 \\
& \quad=b\left(\mathrm{e}(a+1) \log \left(\frac{2}{a}\right)-4\right)+\mathrm{e}(-a)(a+1) \log \left(\frac{2}{a}\right)+4
\end{aligned}
$$

## Blanchard Cohen Kontorovich

We now consider the two endpoints of the above line, $b=a$ and $b=-a$, and show that both are positive. For $b=a$ the expression is just $4(1-a)$ and therefore non-negative. At the second endpoint, $b=-a$, the expression has value of

$$
b\left(\mathrm{e}(a+1) \log \left(\frac{2}{a}\right)-4\right)+\mathrm{e}(-a)(a+1) \log \left(\frac{2}{a}\right)+4=2\left(2-\mathrm{e} a \log \left(\frac{2}{a}\right)\right)(1+a)
$$

The term $(1+a)$ is positive, so we are left with $\left(2-\mathrm{e} a \log \left(\frac{2}{a}\right)\right)$, which is convex since the second derivative is $\frac{\mathrm{e}}{a}$ and has a minimum at $a=\frac{2}{\mathrm{e}}$ with the value 0 . The $0 \leq w<3$ part is done, we now move on to the second part, $w \geq 3$.

Case 2: $w \geq 3$. Recall that we have to show $H \geq 0$ for $a \geq|b|, x \geq 0 . H$ is convex in $b$, because

$$
\frac{\partial^{2}}{\partial b^{2}} H=2 w(w+2) \log \left(\frac{2}{a}\right) \geq 0,
$$

so we can lower bound $H$ by any of its tangent lines. The tangent line of $H$ where $b=a$ is

$$
\begin{aligned}
T(w, a, b):= & w \log \left(\frac{2}{a}\right)\left(-\left(a^{2}(w+2)\right)+a(b(w+4)-w-2)+b w\right) \\
& +2 \log (w+1)\left(w^{2}(a-b)-2(b-1) w+2\right)
\end{aligned}
$$

Since we have a linear expression in $b$, we can check the endpoints of $b, a$ and $-a$, and be done. Starting with $b=a$, we have

$$
T(w, a, a)=2(a-1) a w \log \left(\frac{2}{a}\right)+4(-a w+w+1) \log (w+1) .
$$

Observe that $a \log (2 / a)$ is concave and has a maximum of $\frac{2}{\mathrm{e}}$. Therefore, we can replace $a \log (2 / a)$ with $\frac{2}{e}$, divide everything by 4 and get

$$
R(a):=a\left(\frac{w}{\mathrm{e}}-w \log (w+1)\right)-\frac{w}{\mathrm{e}}+w \log (w+1)+\log (w+1) .
$$

We now analyze two cases: $\frac{w}{\mathrm{e}}-w \log (w+1) \leq 0$ and $\frac{w}{\mathrm{e}}-w \log (w+1)>0$. If $\frac{w}{\mathrm{e}}-w \log (w+1) \leq 0$ then the worst $a$ is $a=1$, for which, we have, $R(1)=\log (w+1)$, which is non-negative. If $\frac{w}{\mathrm{e}}-w \log (w+1)>0$ then the worst $a$ is $a=0$, for that, we have

$$
R(0)=(w+1) \log (w+1)-\frac{w}{\mathrm{e}}
$$

Which is non-negative since it is 0 at $w=0$ and the first derivative, $\frac{\partial}{\partial w} R=(w+1) \log (w+1)-\frac{w}{\mathrm{e}}$, is positive. We now have to turn to the other endpoint of $b$, where it is $-a$. In that case, we get

$$
\begin{equation*}
T(w, a,-a)=4(w+1)(a w+1) \log (w+1)-2 a w(a(w+3)+w+1) \log \left(\frac{2}{a}\right) . \tag{16}
\end{equation*}
$$

We now consider two cases, $a \leq 1 / 10$ and $a>1 / 10$. For $a>1 / 10$, we do as in the other endpoint of $b$ and bound $a \log \left(\frac{2}{a}\right)$ by $2 / \mathrm{e}$, divide by 4 , and get

$$
T(w, a,-a) / 4 \leq a\left(w(w+1) \log (w+1)-\frac{w(w+3)}{\mathrm{e}}\right)+\frac{(w+1)(\mathrm{e} \log (w+1)-w)}{\mathrm{e}} .
$$

Split to two cases, $w(w+1) \log (w+1)-\frac{w(w+3)}{\mathrm{e}}$ is non-negative or negative. If it is negative, then the worst where $a=1$, in which case the above expression becomes

$$
\begin{array}{r}
\left(w(w+1) \log (w+1)-\frac{w(w+3)}{\mathrm{e}}\right)+\frac{(w+1)(\mathrm{e} \log (w+1)-w)}{\mathrm{e}} \\
=(w+1)^{2} \log (w+1)-\frac{2 w(w+2)}{\mathrm{e}} .
\end{array}
$$

The above is non-negative because $w \geq 3$ it is positive for $w=3$ and its derivative, $\frac{(w+1)(2 \mathrm{e} \log (w+1)+\mathrm{e}-4)}{\mathrm{e}}$, is also positive for $w \geq 3$.
If $w(w+1) \log (w+1)-\frac{w(w+3)}{\mathrm{e}}$ is positive, then the worse is $a=\frac{1}{10}$. Plugging it into eq. (16) results in

$$
T(w, 1 / 10,-1 / 10)=\mathrm{e}\left(w^{2}+11 w+10\right) \log (w+1)-w(11 w+13)
$$

which is again positive since it is positive for $w=3$ and the first derivative is positive. Finally, we are left with the $a \leq 1 / 10$ case. Lastly, we need to prove

$$
T(w, a,-a)=4(w+1)(a w+1) \log (w+1)-2 a w(a(w+3)+w+1) \log \left(\frac{2}{a}\right) \geq 0
$$

for $0 \leq a \leq 1 / 10$ and $w \geq 3$. We do this first by showing that (1) $T(3, a,-a)>0$ and (2) $\left.\frac{\partial}{\partial w} T(w, a,-a)\right|_{w=3}>0$ for the appropriate range. Then, proving (3) $\frac{\partial^{2}}{\partial w^{2}} T(w, a,-a) \geq 0$ for the appropriate range completes the proof. First, taking care of $T(3, a,-a)$, we have

$$
\begin{aligned}
T(3, a,-a) & =3\left(-5 a^{2}+(-7 a-5) a-3 a\right) \log \left(\frac{2}{a}\right)+2(-6(-a-1)+18 a+2) \log (4) \\
& =4\left(4(a \log (64)+\log (4))-3 a(3 a+2) \log \left(\frac{2}{a}\right)\right),
\end{aligned}
$$

which has the following positive second derivative,

$$
\begin{aligned}
\frac{\partial^{2}}{\partial a^{2}} T(3, a,-a) & =4\left(-3 a\left(\frac{3 a+2}{a^{2}}-\frac{6}{a}\right)-6\left(3 \log \left(\frac{2}{a}\right)-\frac{3 a+2}{a}\right)\right) \\
& =12\left(\frac{2}{a}-6 \log \left(\frac{2}{a}\right)+9\right)
\end{aligned}
$$

This second derivative is positive because it is decreasing by the fact $\frac{\partial^{3}}{\partial a^{3}} T(3, a,-a)=\frac{24(3 a-1)}{a^{2}}<$ 0 and the minimum of $\frac{\partial^{2}}{\partial a^{2}} T(3, a,-a)$ at $a \in[0,1 / 10]$,

$$
\left.\frac{\partial^{2}}{\partial a^{2}} T(3, a,-a)\right|_{a=1 / 10}=12(29-6 \log (20)) \approx 132.307
$$

is positive. Knowing that $\frac{\partial^{2}}{\partial a^{2}} T(3, a,-a)$ is convex, we lower bound it by its tangent line at $a=$ 0.095 ,
$a\left(\frac{1371}{50}+16 \log (64)-\frac{771}{25} \log \left(\frac{400}{19}\right)\right)+16 \log (4)+\frac{57\left(57 \log \left(\frac{400}{19}\right)-457\right)}{10000} \approx 20.566-0.008 a$.

## Blanchard Cohen Kontorovich

This tangent line is decreasing and is positive at $a \in[0,1 / 10]$. Therefore, $\frac{\partial^{2}}{\partial a^{2}} T(3, a,-a)$ is positive at $a \in[0,1 / 10]$.

Next, we analyze

$$
\left.\frac{\partial}{\partial w} T(w, a,-a)\right|_{w=3}=2\left(2 a(3+7 \log (4))-a(9 a+7) \log \left(\frac{2}{a}\right)+2+\log (16)\right)
$$

which has a positive second derivative, $\frac{2(18 a-7)}{a^{2}}$, and thus we can use a tangent line at point $a=$ 0.025 as follows. We have,

$$
\begin{aligned}
\left.\frac{\partial}{\partial w} T(w, a,-a)\right|_{w=3} & \geq \frac{1}{800}(2911+6436 \log (2)+9 \log (5))-\frac{1}{20} a(-529+72 \log (2)+298 \log (5)) \\
& \approx 9.23323-0.0259547 a
\end{aligned}
$$

which is positive for $a \in[0,1 / 10]$.
Third and last, we show that $\frac{\partial^{2}}{\partial w^{2}} T(w, a,-a) \geq 0$. We have that

$$
\begin{aligned}
\frac{\partial^{2}}{\partial w^{2}} T(w, a,-a) & =\frac{12 a w-4(a+1) a(w+1) \log \left(\frac{2}{a}\right)+8 a(w+1) \log (w+1)+8 a+4}{w+1} \\
& =: \frac{U(w)}{w+1}
\end{aligned}
$$

thus it is sufficient to prove $U(w)>0$. This is done by finding the critical point, proving that it is the minimum point, and then showing that $U$ is positive at that point. To locate the minimum point, we solve

$$
U^{\prime}(w)=8 a \log (w+1)+20 a-4(a+1) a \log \left(\frac{2}{a}\right)=0
$$

for $w$ and get

$$
w_{0}=\mathrm{e}^{\frac{1}{2}\left(a \log \left(\frac{2}{a}\right)+\log \left(\frac{2}{a}\right)-5\right)}-1
$$

This is indeed the minimum point because

$$
U^{\prime \prime}(w)=\frac{8 a}{w+1}>0
$$

for our ranges of $w, a$ (unless $a=0$ but then $U(w)>0$ immediately). To show that $U\left(w_{0}\right)>0$, we first compute

$$
\left.\begin{array}{rl}
U\left(w_{0}\right)= & 8 a+12 a\left(\mathrm{e}^{\frac{1}{2}\left(a \log \left(\frac{2}{a}\right)+\log \left(\frac{2}{a}\right)-5\right)}-1\right)-4(a+1) a \mathrm{e}^{\frac{1}{2}\left(a \log \left(\frac{2}{a}\right)+\log \left(\frac{2}{a}\right)-5\right)} \log \left(\frac{2}{a}\right) \\
& +8 a \mathrm{e}^{\frac{1}{2}\left(a \log \left(\frac{2}{a}\right)+\log \left(\frac{2}{a}\right)-5\right)} \log \left(\mathrm{e}^{\left.\frac{1}{2}\left(a \log \left(\frac{2}{a}\right)+\log \left(\frac{2}{a}\right)-5\right)\right)}+4\right. \\
= & \frac{32^{\frac{a+5}{2}}\left(\frac{1}{a}\right)^{\frac{a-1}{2}}-4 \mathrm{e}^{5 / 2} a-2^{\frac{a+5}{2}}(a+1)\left(\frac{1}{a}\right)^{\frac{a-1}{2}} \log \left(\frac{2}{a}\right)}{\mathrm{e}^{5 / 2}} \\
& +\frac{\frac{1}{2} 2^{\frac{a+7}{2}}\left(\frac{1}{a}\right)^{\frac{a-1}{2}}}{\left((a+1) \log \left(\frac{2}{a}\right)-5\right)+4 \mathrm{e}^{5 / 2}} \\
\mathrm{e}^{5 / 2}
\end{array}\right)
$$

and additionally

$$
\begin{aligned}
\frac{\partial}{\partial a} U\left(w_{0}\right) & =-\frac{2^{\frac{a+7}{2}-1}\left(\frac{1}{a}\right)^{\frac{a-1}{2}} \log (2)}{\mathrm{e}^{5 / 2}}-\frac{2^{\frac{a+7}{2}}\left(\frac{1}{a}\right)^{\frac{a-1}{2}}\left(\frac{1}{2} \log \left(\frac{1}{a}\right)-\frac{a-1}{2 a}\right)}{\mathrm{e}^{5 / 2}}-4 \\
& =-\frac{4\left(2^{\frac{a+1}{2}}\left(\frac{1}{a}\right)^{\frac{a+1}{2}}(a(\log (2)-1)+1)+2^{\frac{a+1}{2}}\left(\frac{1}{a}\right)^{\frac{a-1}{2}} \log \left(\frac{1}{a}\right)+\mathrm{e}^{5 / 2}\right)}{\mathrm{e}^{5 / 2}}
\end{aligned}
$$

and note that the latter expression is negative for $a \in[0,1 / 10]$. Thus, $U\left(w_{0}\right)$ is decreasing in $a$ and at the minimum point has a value of

$$
\left.U\left(w_{0}\right)\right|_{a=1 / 10}=\frac{18}{5}-\frac{8 \sqrt[10]{2}}{5^{9 / 20} \mathrm{e}^{5 / 2}} \approx 3.25887>0
$$

The proof is complete.

Lemma 19 The function $\rho: \mathbb{N}^{2} \rightarrow \mathbb{R}_{+}$defined in (7) satisfies the metric axioms.
Proof Let $f(x):=\frac{2}{\sqrt{3}} \wedge \sqrt{\frac{2}{\log \frac{2}{x}}}$ where $f(0)=0$ such that we have $\rho=f \circ \xi$. It is known that nonnegative, non-decreasing, concave functions with $f^{-1}(0)=\{0\}$ are metric-preserving (see, e.g., Kaplansky, 2001, p. 70). It is easy to see that $f$ is satisfies $f^{-1}(0)=\{0\}$, and is non-decreasing. To see that $f$ is concave, observe that

$$
\begin{aligned}
\frac{\partial^{2}}{\partial x^{2}} \sqrt{\frac{2}{\log \left(\frac{2}{x}\right)}} & =\sqrt{2}\left(\frac{3\left(\frac{1}{\log \left(\frac{2}{x}\right)}\right)^{5 / 2}}{4 x^{2}}-\frac{\left(\frac{1}{\log \left(\frac{2}{x}\right)}\right)^{3 / 2}}{2 x^{2}}\right) \\
& =\frac{\left(3-2 \log \left(\frac{2}{x}\right)\right)\left(\frac{1}{\log \left(\frac{2}{x}\right)}\right)^{5 / 2}}{2 \sqrt{2} x^{2}}
\end{aligned}
$$

is negative for $0<x<\frac{2}{e^{3 / 2}}$, which is where $\sqrt{\frac{2}{\log \left(\frac{2}{x}\right)}} \leq \frac{2}{\sqrt{3}}$. Since the minimum of concave functions is concave, we are done.

Recall the notation $\mathcal{N}_{\rho}(\varepsilon)$ for the $\varepsilon$-covering number of $(\mathbb{N}, \rho)$. Because $\left(X_{i}\right)_{i \geq 1}$ is a subgaussian process on $(\mathbb{N}, \rho)$, Dudley's theorem directly gives upper bounds on $\Delta_{n}(\mu)$.
Proof of Proposition 7. Theorem 18 shows that the vector $\hat{p}-p$ is sub-Gaussian with respect to the metric $\frac{\rho}{\sqrt{n}}$. As a result, Dudley's theorem (Van Handel (2014, Corollary 5.25)) shows that

$$
\Delta_{n}(\mu)=\mathbb{E} \sup _{i \in \mathbb{N}}\left|\hat{p}_{i}-p_{i}\right| \leq 24 \int_{0}^{\infty} \sqrt{\log \mathcal{N}_{\rho}(\varepsilon \sqrt{n})} \mathrm{d} \varepsilon=\frac{24}{\sqrt{n}} \int_{0}^{\infty} \sqrt{\log \mathcal{N}_{\rho}(\varepsilon)} \mathrm{d} \varepsilon
$$

In the last equality, we noted that for any $\varepsilon \geq 1$, one has $\mathcal{N}_{\xi}(\varepsilon)=1$. This ends the proof.
As a remark, we can check that the proposed condition $\int_{0}^{1} \sqrt{\mathcal{N}_{\rho}(\varepsilon)} \mathrm{d} \varepsilon<\infty$ in Proposition 7 is stronger than the sufficient condition $\int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon<\infty$ from Theorem 6. Indeed, suppose that one
has $\int_{0}^{1} \sqrt{\mathcal{N}_{\rho}(\varepsilon)} \mathrm{d} \varepsilon<\infty$, then in particular, $\varepsilon \sqrt{\log \mathcal{N}_{\rho}(\varepsilon)} \underset{\varepsilon \rightarrow 0^{+}}{\longrightarrow} 0$. This implies that for any $c>0$, we have

$$
e^{-\frac{c}{\varepsilon^{2}}} \mathcal{N}_{\rho}(\varepsilon) \underset{\varepsilon \rightarrow 0^{+}}{\longrightarrow} 0
$$

Also, for $\varepsilon \in\left(0, \frac{2}{\sqrt{3}}\right]$, we have

$$
\mathcal{N}_{\rho}(\varepsilon)=\mathcal{N}_{\xi}\left(2 e^{-\frac{2}{\varepsilon^{2}}}\right)
$$

As a result, this shows that for any $c>0$, we have

$$
\varepsilon^{c} \mathcal{N}_{\xi}(\varepsilon) \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0
$$

The above bound for any $c<1$ already shows that $\int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon<\infty$.

## Appendix D. On the exact conditions for the convergence $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$

In this section, we provide sufficient conditions for the convergence of the expected maximum deviation $\Delta_{n}$ and identify some key challenges for the general characterization.

We start by proving Theorem 9. This gives a sufficient condition for the decay of $\Delta_{n}$ to 0 that is a significantly weaker condition than the condition Eq (8) from Theorem 6. To the best of our knowledge, we are not aware of any distribution that would not satisfy it, but would still exhibit the convergent behavior for $\Delta_{n}$. For the sake of exposition, we recall the condition from Theorem 9 for distributions $\mu$ on $\{0,1\}^{\mathbb{N}}$ :

Sufficient Condition (SC) The metric space $(\mathbb{N}, \xi)$ is totally bounded and there exists $K \geq 1$ such that for any $\varepsilon>0$, there exist events $\left(E_{k}\right)_{k \in \mathbb{N}}$ and a finite set $J \subset \mathbb{N}$ with

- $\mathbb{P}\left(E_{k}\right) \leq \varepsilon, \forall k \in \mathbb{N}$,
- $\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\mathbb{P}\left(E_{k}\right)}}<\infty$,
- $\forall i \in \mathbb{N}, \exists j \in J, \exists \mathcal{K} \subset \mathbb{N}$, such that $|\mathcal{K}| \leq K$ and $\left\{X_{i} \neq X_{j}\right\} \subset \bigcup_{k \in \mathcal{K}} E_{k}$.

Then $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.
Proof of Theorem 9 Fix $\varepsilon>0$ and consider the events $\left(E_{k}\right)_{k \in \mathbb{N}}$ as provided by the condition. Fix $n \geq 1$. Mirroring the notation for $\hat{p}$, we define $\hat{q}$ (resp. $\hat{u}$ ) as the empirical probability vector for the variable $\left(\mathbb{1}\left[E_{k}\right]\right)_{k \in \mathbb{N}}$ (resp. $\left.\left(X_{j}\right)_{j \in J}\right)$. That is, if we denote by an exponent $(n)$ different samples from these random variables, we pose

$$
\hat{q}_{k}=\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left[E_{k}^{(i)}\right], \quad \hat{u}_{j}=\frac{1}{n} \sum_{i=1}^{n} X_{j}^{(i)}
$$

From Cohen and Kontorovich (2023b); Blanchard and Voráček (2024), we know that since

$$
T(E):=\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\mathbb{P}\left(E_{k}\right)}}<\infty
$$

letting $q_{k}=\mathbb{P}\left(E_{k}\right) \leq \varepsilon$, one has

$$
\begin{equation*}
\mathbb{E}\|\hat{q}-q\|_{\infty} \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{17}
\end{equation*}
$$

Next, for any $i \in \mathbb{N}$, let $\mathcal{K}_{i} \subset \mathbb{N}$ and $j_{i} \in[J]$ be the set of indices indices such that $\left\{X_{i} \neq Z_{j_{i}}\right\} \subset$ $\bigcup_{k \in \mathcal{K}_{i}} E_{k}$. Then, with $u_{j}=\mathbb{E}\left[Z_{j}\right]$ for $j \in[J]$, we have

$$
\begin{aligned}
\left|\hat{p}_{i}-p_{i}\right| & \leq\left|\hat{p}_{i}-\hat{u}_{j_{i}}\right|+\left|\hat{u}_{j_{i}}-u_{j_{i}}\right|+\left|u_{j_{i}}-p_{i}\right| \\
& \leq \frac{1}{n} \sum_{l=1}^{n} \mathbb{1}\left[X_{i}^{(l)} \neq X_{j_{i}}^{(l)}\right]+\left|\hat{u}_{j_{i}}-u_{j_{i}}\right|+\mathbb{P}\left(X_{i} \neq X_{j_{i}}\right) \\
& \leq \frac{1}{n} \sum_{l=1}^{n} \sum_{k \in \mathcal{K}_{i}} \mathbb{1}\left[E_{k}^{(l)}\right]+\|\hat{u}-u\|_{\infty}+\sum_{k \in \mathcal{K}_{i}} \mathbb{P}\left(E_{k}\right) \\
& \leq \sum_{k \in \mathcal{K}_{i}}\left(\hat{q}_{k}+\varepsilon\right)+\|\hat{u}-u\|_{\infty} .
\end{aligned}
$$

Next, for any $k \in \mathcal{K}_{i}$,

$$
\hat{q}_{k} \leq q_{k}+\left|\hat{q}_{k}-q_{k}\right| \leq \mathbb{P}\left(E_{k}\right)+\|\hat{q}-q\|_{\infty} \leq \varepsilon+\|\hat{q}-q\|_{\infty} .
$$

Putting the two previous inequalities together yields

$$
\|\hat{p}-p\|_{\infty} \leq\left(2 \varepsilon+\|\hat{q}-q\|_{\infty}\right) K+\|\hat{u}-u\|_{\infty} .
$$

Because $J$ is finite, $\mathbb{E}\|\hat{u}-u\|_{\infty} \rightarrow 0$. Together with Eq (17), this gives

$$
\limsup _{n \rightarrow \infty} \Delta_{n}(\mu) \leq 2 K \varepsilon .
$$

This holds for any $\varepsilon>0$, hence we obtained the desired result $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$.
An inspection of the proof shows that one does not need the random variables $\left(X_{j}\right)_{j \in J}$ used as "centers" to belong to the set of entries $\left\{X_{i}, i \geq 1\right\}$. In fact, the proof holds if we put no restriction on these centers. This yields the following result.

Corollary 20 Let $\mu$ be a distribution on $\{0,1\}^{\mathbb{N}}$ such that $(\mathbb{N}, \xi)$ is totally bounded. Suppose that there exists $K \geq 1$ such that for any $\varepsilon>0$, there exist events $\left(E_{k}\right)_{k \in \mathbb{N}}$, and a finite sequence of random variables $\left(Z_{j}\right)_{j \in[J]}$ (defined on the same probability space as $\mu$ ) with

- $\mathbb{P}\left(E_{k}\right) \leq \varepsilon, \forall k \in \mathbb{N}$,
- $\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\mathbb{P}\left(E_{k}\right)}}<\infty$,
- $\forall i \in \mathbb{N}, \exists j \in J, \exists \mathcal{K} \subset \mathbb{N}$, such that $|\mathcal{K}| \leq K$ and $\left\{X_{i} \neq Z_{j}\right\} \subset \bigcup_{k \in \mathcal{K}} E_{k}$.

Then $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.
While this condition seems more general than the condition (SC), they turn out to be equivalent.

Proposition 21 The condition (SC) is equivalent to the condition from Corollary 20.

Proof It suffices to show that if $\mu$ satisfies the condition from Corollary 20, then it also satisfies (SC). Fix such a distribution. We will use all the notations of the condition and we now aim to find adequate parameters to satisfy (SC). We will use $\tilde{K}:=K+1$. Fix $\varepsilon>0$. Because $\mu$ satisfies the condition in Corollary 20 for $\tilde{\epsilon}=\frac{\epsilon}{K}$, there exists events $\left(E_{k}\right)_{k \in \mathbb{N}}$ and random variables $\left(Z_{j}\right)_{j \in[J]}$ satisfying the conditions for $\tilde{\epsilon}$. We also fix for $i \geq 1$, an element $j_{i} \in J$ and set $\mathcal{K}_{i} \subset \mathbb{N}$ such that

$$
\begin{equation*}
\left\{X_{i} \neq Z_{j_{i}}\right\} \subset \bigcup_{k \in \mathcal{K}_{i}} E_{k} \tag{18}
\end{equation*}
$$

Fix $j \in[J]$. First suppose that

$$
\mathbb{P}\left(Z_{j} \neq X_{i}\right)>\epsilon, \quad i \geq 1
$$

Then, we can check that $j_{i} \neq j$, because

$$
\mathbb{P}\left(X_{i} \neq Z_{j_{i}}\right) \leq \mathbb{P}\left(\bigcup_{k \in \mathcal{K}_{i}} E_{k}\right) \leq \sum_{k \in \mathcal{K}_{i}} \mathbb{P}\left(E_{k}\right) \leq K \tilde{\varepsilon}=\varepsilon
$$

As a result, the variable $Z_{j}$ is simply not needed and we can delete it from the set of centers $\left(Z_{j}\right)_{j \in[J]}$. We can therefore suppose without loss of generality that for all $j \in[J]$, there is some $i(j) \geq 1$, for which

$$
\mathbb{P}\left(X_{i(j)} \neq Z_{j}\right) \leq \varepsilon
$$

We then define the event $F_{j}:=\left\{X_{i(j)} \neq Z_{j}\right\}$ for all $j \in[J]$ and add all these to the sequence of covering events $\left(E_{k}\right)_{k \geq 1}$ by defining

$$
\tilde{E}_{j}:= \begin{cases}F_{j} & j \leq J \\ E_{j-J} & j>J\end{cases}
$$

The first condition for ( SC ) is satisfied by construction of the events $F_{j}$ for $j \in[J]$ because $\mathbb{P}\left(F_{j}\right)=$ $\mathbb{P}\left(X_{i(j)} \neq Z_{j}\right) \leq \varepsilon$. Next, we only added a finite number of events to the sequence, hence the second property is still valid. Last, for $i \geq 1$, because Eq (18) holds, we have

$$
\left\{X_{i} \neq X_{i\left(j_{i}\right)}\right\} \subset\left\{X_{i} \neq Z_{j_{i}}\right\} \cup\left\{X_{i\left(j_{i}\right)} \neq Z_{j_{i}}\right\} \subset F_{j} \cup \bigcup_{k \in \mathcal{K}_{i}} E_{k}=\bigcup_{k \in\left\{j_{i}\right\} \cup\left\{k+J, k \in \mathcal{K}_{i}\right\}} \tilde{E}_{k}
$$

This ends the proof that $\mu$ satisfies condition (SC), which gives the desired result.

The proposed condition (SC) essentially asks that "bad events" $\left\{X_{i} \neq X_{j}\right\}$ can be adequately covered by some sequence of events $\left(E_{k}\right)_{k \in \mathbb{N}}$. As discussed in Section 2, this significantly generalizes the condition $\int_{0}^{1} \mathcal{N}_{\xi}(\varepsilon) \mathrm{d} \varepsilon<\infty$ along two directions.

## D.1. Generalization (i)

We showed in Theorem 3 and Proposition 17 that 2 nd and 3rd order moment information on the distribution $\mu$ is not enough to have a necessary and sufficient characterization. The condition (SC) instead covers deviations via events in the probability space of $\mu$ directly, which allows for correlations with an arbitrarily large number of coordinates.

For instance, we can check how the condition (SC) distinguishes between the two distributions $\mu$ and $\nu$ from Theorem 3. For $\nu$, because the variables $C_{t}$ are independent even within each block $t \in \mathcal{S}_{k}$ for some fixed $k \geq 1$, there is no convenient choice of covering events $E_{k}$. On the other hand, for $\mu$, one can directly choose the bad events $E_{k}:=\left\{B_{k}=1\right\}$ :

$$
\left\{X_{t}^{\mu} \neq Z_{0}\right\} \subset\left\{B_{k}=1\right\}=E_{k}, \quad t \in \mathcal{S}_{k}, k \geq 1
$$

We can therefore cover the deviations of all entries $X_{t}^{\mu}$ for $t \in \mathcal{S}_{k}$ using a single event $E_{k}$ with small probability $\mathbb{P}\left(E_{k}\right)=2^{-k}$. However, for any $t \neq t^{\prime} \in \mathcal{S}_{k}$, one has

$$
\xi\left(t, t^{\prime}\right)=\mathbb{P}\left(X_{t}^{\mu} \neq X_{t^{\prime}}^{\mu}\right)=\frac{\mathbb{P}\left(E_{k}\right)}{2}
$$

Hence, contrary to (SC), the covering number approach severely suffers from the size of the block $\left|\mathcal{S}_{k}\right|$ (so would any approach that looks at a fixed number of entries at once).

## D.2. Generalization (ii)

The condition (SC) allows to cover the bad event $\left\{X_{i} \neq Z_{j}\right\}$ potentially with several events $E_{k}$ (at most $K$ ), which departs from standard coverings for which one aims to directly cover the probability $\mathbb{P}\left(X_{i} \neq X_{j}\right)$. The alternative condition would be written as follows.

Tentative Condition 1 (TC1) The metric space $(\mathbb{N}, \xi)$ is totally bounded and for any $\varepsilon>0$, there exist events $\left(E_{k}\right)_{k \in \mathbb{N}}$ and a finite set $J \subset \mathbb{N}$ with

- $\mathbb{P}\left(E_{k}\right) \leq \varepsilon, \forall k \in \mathbb{N}$,
- $\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\overline{\mathbb{P}}\left(E_{k}\right)}}<\infty$,
- $\forall i \in \mathbb{N}, \exists j \in J, \exists k \in \mathbb{N},\left\{X_{i} \neq X_{j}\right\} \subset E_{k}$.

While this is still sufficient by Theorem 9, we can show that it is not necessary.
Proposition $22\left((\mathbf{T C 1})\right.$ is not necessary) There exists a probability measure $\mu$ on $\{0,1\}^{\mathbb{N}}$ that does not satisfy condition (TC1) but $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.

Proof Let $\left(Y_{k}\right) \stackrel{\text { iid }}{\sim}$ Bernoulli $(1 / 2)$ and independent random variables $A_{k}$ such that $A_{k} \sim \operatorname{Bernoulli}(1 / \sqrt{k})$. Put

$$
X_{k}=\left(1-A_{k}\right) Y_{0}+A_{k} Y_{k}, \quad k \geq 1
$$

We then define the distributions $\mu$ such that $\left(X_{k}\right)_{k \geq 1} \sim \mu$.
We first show that $\Delta_{n}(\mu) \rightarrow 0$ as $n \rightarrow \infty$ by checking that it satisfies the condition from Corollary 20. Intuitively, the random variables become closer and closer to $Y_{0}$, hence we can choose
$Z_{1}:=Y_{0}$. Fix $\varepsilon>0$ and let $k_{\varepsilon} \geq 1 / \varepsilon^{2}$. We can then pose $J=1+k_{\varepsilon}$ and $Z_{j}=X_{j-1}$ for $2 \leq j \leq J$. For the other variables, we can simply pose $E_{k}:=\left\{X_{k+k_{\varepsilon}} \neq Y_{0}\right\}$ for $k \geq 1$. For the covering sets, we can simply pose $K_{k}=\{1\}$ for $k \leq k_{\varepsilon}$ and $K_{k}=\left\{k-k_{\varepsilon}\right\}$ for $k>k_{\varepsilon}$. We can check that these parameters satisfy the condition from Corollary 20 in a straightforward manner. For $k \geq 1$, $\mathbb{P}\left(E_{k}\right)=\mathbb{P}\left(X_{k+k_{\varepsilon}} \neq Y_{0}\right)=\frac{1}{\sqrt{k+k_{\varepsilon}}} \leq \varepsilon$. Next, because these probabilities decay as $\frac{1}{\sqrt{k_{\varepsilon}+k}}$, the second condition in (SC) is satisfied. Last, for $i \leq k_{\varepsilon}$ we have $\left\{X_{i} \neq Z_{i+1}\right\}=\left\{X_{i} \neq X_{i}\right\}=\emptyset \subset$ $E_{1}$, and for $i>k_{\varepsilon},\left\{X_{i} \neq Z_{1}\right\}=\left\{X_{i} \neq Y_{0}\right\}=E_{i-k_{\varepsilon}}$. This ends the proof that the condition from Corollary 20 is satisfied and as a result,

$$
\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

Next, suppose by contradiction that (TC1) is satisfied. We use this property for $\varepsilon=\frac{1}{4}$, using the same notations as in the condition. For $i \geq 1$, we also denote $j_{i} \in J$ and $k_{i} \in \mathbb{N}$ elements such that $\left\{X_{i} \neq X_{j_{i}}\right\} \subset E_{k_{i}}$. Because $J$ is finite, we denote $j_{\max }=\max \{j, j \in J\}$. Then, for any $i \geq 4$, we have

$$
\mathbb{P}\left(X_{i} \neq X_{j_{i}}\right)=\frac{1}{2}\left(\frac{1}{\sqrt{i}}+\frac{1}{\sqrt{j_{i}}}-\frac{1}{\sqrt{i j_{i}}}\right) \geq \frac{1}{2}\left(\frac{1}{\sqrt{j_{i}}}-\frac{1}{\sqrt{4 j_{i}}}\right)=\frac{1}{4 \sqrt{j_{i}}} \geq \frac{1}{4 \sqrt{j_{\max }}}
$$

Next, the second condition of (TC1) implies in particular that there exists $k_{\max }$ such that

$$
\mathbb{P}\left(E_{k}\right)<\frac{1}{4 K \sqrt{j_{\max }}}, \quad k \geq k_{\max }
$$

Now recall that for $i \geq 4$, one has $\mathbb{P}\left(X_{i} \neq X_{j_{i}}\right) \leq \mathbb{P}\left(E_{k_{i}}\right)$. Combining the two last equations shows that for any $i \geq 4$, we have $k_{i}<k_{\max }$. Recalling that $j_{i}$ can only take $|J|$ values, this implies that there is some couple $(j, k) \in J \times\left[k_{\max }-1\right]$ for which the set

$$
\mathcal{S}(j, k):=\left\{4 \leq i \leq\left(4 k_{\max }|J|\right)^{2}+3,\left(j_{i}, k_{i}\right)=(j, k)\right\},
$$

has at least $16 k_{\max }|J|$ elements. Next, note that

$$
\bigcup_{i \in \mathcal{S}(j, k)}\left\{X_{i} \neq X_{j}\right\} \subset E_{k}
$$

Hence, taking the probabilities yields

$$
\begin{aligned}
1-\mathbb{P}\left(E_{k}\right) \leq \mathbb{P}\left(\bigcap_{i \in \mathcal{S}(j, k)}\left\{X_{i}=X_{j}\right\}\right) & \leq \mathbb{P}\left(X_{j} \neq Y_{0}\right)+\mathbb{P}\left(\bigcap_{i \in \mathcal{S}(j, k)}\left\{X_{i}=Y_{0}\right\}\right) \\
& \leq \frac{1}{2 \sqrt{j}}+\prod_{i \in \mathcal{S}(j, k)}\left(1-\frac{1}{2 \sqrt{i}}\right) \\
& \leq \frac{1}{2}+\exp \left(-\sum_{i \in \mathcal{S}(j, k)} \frac{1}{2 \sqrt{i}}\right)
\end{aligned}
$$

Now we compute

$$
\sum_{i \in \mathcal{S}(j, k)} \frac{1}{2 \sqrt{i}} \geq \frac{16 k_{\max }|J|}{2 \sqrt{\left(4 k_{\max }|J|\right)^{2}+3}} \geq \frac{3}{2}
$$

Together with the previous equation, this implies

$$
\mathbb{P}\left(E_{k}\right) \geq \frac{1}{2}-e^{-3 / 2}>\frac{1}{4}=\varepsilon .
$$

This contradicts the first property of condition (TC1), which proves that $\mu$ does not satisfy this condition and ends the proof.

In the previous example, one of the main reasons why the condition (TC1) is not satisfied is that there is no adequate finite choice of "centers" $\left(X_{j}\right)_{j \geq 1}$-the random variable $Y_{0}$ is missing from the sequence $\left\{X_{j}, j \geq 1\right\}$, while it would be a natural candidate to be used as the center. A possible tentative to fix this issue would be to allow the centers to be general random variables, in the spirit of the condition proposed in Corollary 20. This yields the following condition.

Tentative Condition 2 (TC2) The metric space $(\mathbb{N}, \xi)$ is totally bounded and for any $\varepsilon>0$, there exist events $\left(E_{k}\right)_{k \in \mathbb{N}}$ and a finite set of random variables $\left(Z_{j}\right)_{j \in[J]}$ (defined on the same probability space as $\mu$ ) with

- $\mathbb{P}\left(E_{k}\right) \leq \varepsilon, \forall k \in \mathbb{N}$,
- $\sup _{k \in \mathbb{N}} \frac{\log (k+1)}{\log \frac{1}{\mathbb{P}\left(E_{k}\right)}}<\infty$,
- $\forall i \in \mathbb{N}, \exists j \in[J], \exists k \in \mathbb{N},\left\{X_{i} \neq Z_{j}\right\} \subset E_{k}$.

By Corollary 20 and Theorem 9, this is still a sufficient condition, which fortunately also encompasses the example provided in the previous result, Proposition 22. However, even with this fix, being able to cover bad events $\left\{X_{i} \neq Z_{j}\right\}$ with multiple events $E_{k}$ is still necessary.

Proposition 23 ((TC2) is not necessary) There exists a probability measure $\mu$ on $\{0,1\}^{\mathbb{N}}$ that does not satisfy condition (TC2) but $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.

Proof We partition $\mathbb{N}$ into $\mathbb{N}=\bigcup_{l \geq 1} I_{l}$, where $I_{l}=\left\{2^{l-1} \leq i<2^{l}\right\}$ for $l \geq 1$. We consider binary random variables $Y_{i}, A_{i}, B_{i}$ for $i \geq 1$, together independent and such that $Y_{i} \sim \operatorname{Bernoulli}(1 / 2)$, and $A_{i}, B_{i} \sim \operatorname{Bernoulli}(1 / \sqrt{i})$, for all $i \geq 1$. For $l \geq 1$ and any $i \in I_{l}$, put

$$
X_{i}=\left(1-A_{l}\right)\left(1-B_{i}\right) Y_{0}+\left(A_{l}+B_{i}-A_{l} B_{i}\right) Y_{i} .
$$

We then define $\mu$ as the distribution of $\left(X_{i}\right)_{i \geq 1}$. We first show that $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$ by proving that $\mu$ satisfies the sufficient condition from Corollary 20. Here, we use $K=2$. Fix $\varepsilon>0$ and let $i_{0}=\left\lceil\frac{1}{\varepsilon^{2}}\right\rceil$ and $i_{\varepsilon}=2^{i_{0}}$. We then define the events $\left(E_{k}\right)_{k \geq 1}$ as the sequence $\left(\left\{A_{i_{0}}=1\right\},\left\{B_{i_{0}}=\right.\right.$ $\left.1\},\left\{A_{i_{0}+1}=1\right\},\left\{B_{i_{0}+1}=1\right\}, \ldots\right)$. Because of the polynomial decay of $\mathbb{P}\left(A_{i}=1\right)=\mathbb{P}\left(B_{i}=\right.$ $1)=\frac{1}{\sqrt{i}}$, we can check easily that the events $\left(E_{k}\right)_{k \geq 1}$ satisfy the first two conditions from Corollary 20. Last, we consider $J=i_{\varepsilon}+1$ centers $Y_{0}$ and $\left(X_{i}\right)_{i \leq i_{\varepsilon}}$. The third condition from Corollary 20 is trivially satisfied for $i \leq i_{\varepsilon}$, since $\left\{X_{i} \neq X_{i}\right\}=\emptyset$. And for $i>i_{\varepsilon}$, letting $l \geq 1$ such that $i \in I_{l}$, since $i_{\varepsilon}=2^{i_{0}}$, we have $l \geq i_{0}$. In particular, the events $\left\{A_{l}=1\right\}$ and $\left\{B_{i}=1\right\}$ belong to the sequence $\left(E_{k}\right)_{k \geq 1}$. We can conclude by noting that

$$
\left\{X_{i} \neq Y_{0}\right\} \subset\left\{A_{l}=1\right\} \cup\left\{B_{i}=1\right\} .
$$

This ends the proof that $\Delta_{n}(\mu) \underset{n \rightarrow \infty}{\longrightarrow} 0$.
We now show that $\mu$ does not satisfy (TC2). We suppose by contradiction that it does and use the property for $\varepsilon=\frac{1}{2}$. We use the notations of the condition and for any $i \geq 1$, we denote by $j_{i} \in[J]$ and $k_{i} \in \mathbb{N}$ elements such that $\left\{X_{i} \neq Z_{j_{i}}\right\} \subset E_{k_{i}}$. Because of the second property, there exists $C>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(E_{k}\right) \leq \frac{1}{k^{1 / C}}, \quad l \geq 1 \tag{19}
\end{equation*}
$$

Next, we recall that the sequence $\left(j_{i}\right)_{i \geq 1}$ only takes values in $[J]$. As a result, for any $l \geq|J|+1$ there exists some index $j(l)$ such that

$$
\left|\left\{i \in I_{l}: j_{i}=j(l)\right\}\right| \geq \frac{\left|I_{l}\right|}{|J|}=\frac{2^{l-1}}{|J|} .
$$

We denote this set $\mathcal{A}(l)=\left\{i \in I_{l}: j_{i}=j(l)\right\}$. Suppose for now that for some $i \in \mathcal{A}(l)$, we have

$$
\mathbb{P}\left(X_{i} \neq Z_{j(l)}\right) \leq \frac{3}{8 \sqrt{l}} .
$$

Then, for any $i^{\prime} \in \mathcal{A}(l) \backslash\{i\}$, one has

$$
\mathbb{P}\left(X_{i^{\prime}} \neq Z_{j(l)}\right) \geq \mathbb{P}\left(X_{i^{\prime}} \neq X_{i}\right)-\mathbb{P}\left(X_{i} \neq Z_{j(l)}\right) \geq \frac{3}{4} \mathbb{P}\left(A_{l}=1\right)-\frac{3}{8 \sqrt{l}}=\frac{3}{8 \sqrt{l}}
$$

As a result, in all cases, there is a set $\mathcal{B}(l) \subset \mathcal{A}(l)$ of cardinality $|\mathcal{B}(l)|=|\mathcal{A}(l)|-1 \geq 2^{l-1} /|J|-1$ and for which

$$
\mathbb{P}\left(E_{k_{i}}\right) \geq \mathbb{P}\left(X_{i} \neq Z_{j_{i}}\right)=\mathbb{P}\left(X_{i} \neq Z_{j(l)}\right) \geq \frac{3}{8 \sqrt{l}}
$$

By Eq (19), this implies that for all $i \in \mathcal{B}(l)$, one has $k_{i} \leq(8 l)^{C / 2}$. As a result, there exists $k(l)$ for which

$$
\left|\left\{i \in I_{l}:\left(j_{i}, k_{i}\right)=(j(l), k(l))\right\}\right| \geq \frac{|\mathcal{B}(l)|}{(8 l)^{C / 2}} \geq \frac{2^{l-1}-|J|}{(8 l)^{C / 2}|J|} .
$$

We denote this set by $\mathcal{C}(l):=\left\{i \in I_{l}:\left(j_{i}, k_{i}\right)=(j(l), k(l))\right\}$. In particular, we obtained that for $l \geq(|J|+2) \wedge \log _{2}\left(8(8 l)^{C / 2}|J|\right)$,

$$
|\mathcal{C}(l)| \geq \frac{2^{l}}{4(8 l)^{C / 2}|J|} \geq 2
$$

We now use similar arguments to that of Proposition 22. Fix some element $i(l) \in \mathcal{C}(l)$. We have

$$
\begin{aligned}
1-\mathbb{P}\left(E_{k(l)}\right) & \leq \mathbb{P}\left(\bigcap_{i \in \mathcal{C}(l)}\left\{X_{i}=Z_{j(l)}\right\}\right) \\
& \leq \mathbb{P}\left(X_{i(l)} \neq Y_{0}\right)+\mathbb{P}\left(\bigcap_{i \in \mathcal{C}(l)}\left\{X_{i}=Y_{0}\right\}\right) \\
& =\frac{1}{2}\left(\frac{1}{\sqrt{i(l)}}+\frac{1}{\sqrt{l}}-\frac{1}{\sqrt{l i(l)}}\right)+\prod_{i \in \mathcal{C}(i)}\left(1-\frac{1}{2 \sqrt{i}}-\frac{1}{2 \sqrt{l}}+\frac{1}{2 \sqrt{i l}}\right) \\
& \leq \frac{1}{2}\left(\frac{1}{2^{(l-1) / 2}}+\frac{1}{\sqrt{l}}\right)+\exp \left(-\frac{|\mathcal{C}(l)|}{2 \sqrt{l}}\right) .
\end{aligned}
$$

For $l$ sufficiently large, this gives $1-\mathbb{P}\left(E_{k(l)}\right) \leq \frac{1}{4}$, which contradicts the hypothesis $\mathbb{P}\left(E_{k}\right) \leq \varepsilon=$ $\frac{1}{2}$ for all $k \geq 1$. Hence $\mu$ does not satisfy (TC2), which ends the proof.

