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Abstract

We study computational-statistical gaps for improper learning in sparse linear regression. More specifically, given \( n \) samples from a \( k \)-sparse linear model in dimension \( d \), we ask what is the minimum sample complexity to efficiently (in time polynomial in \( d \), \( k \), and \( n \)) find a potentially dense estimate for the regression vector that achieves non-trivial prediction error on the \( n \) samples. Information-theoretically this can be achieved using \( \Theta(k \log(d/k)) \) samples. Yet, despite its prominence in the literature, there is no polynomial-time algorithm known to achieve the same guarantees using less than \( \Theta(d) \) samples without additional restrictions on the model. Similarly, existing hardness results are either restricted to the proper setting, in which the estimate must be sparse as well, or only apply to specific algorithms.

We give evidence that efficient algorithms for this task require at least (roughly) \( \Omega(k^2) \) samples. In particular, we show that an improper learning algorithm for sparse linear regression can be used to solve sparse PCA problems (with a negative spike) in their Wishart form, in regimes in which efficient algorithms are widely believed to require at least \( \Omega(k^2) \) samples. We complement our reduction with low-degree and statistical query lower bounds for the sparse PCA problems from which we reduce.

Our hardness results apply to the (correlated) random design setting in which the covariates are drawn i.i.d. from a mean-zero Gaussian distribution with unknown covariance.
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1. Introduction

We study computational-statistical gaps in sparse linear regression models with (correlated) random designs. In particular, on receiving \( n \) samples \( (a_i, y_i) \) for \( y_i = \langle a_i, x^* \rangle + w_i \) where \( w_i \) is Gaussian noise and \( x^* \) is an unknown sparse vector, we wish to find an estimate \( \hat{x} \) for \( x^* \) that produces predictions \( \langle a_i, \hat{x} \rangle \) close to \( \langle a_i, x^* \rangle \) for the given samples. We consider the setting in which the covariates \( a_i \) are drawn i.i.d. from a (correlated) Gaussian distribution (cf. model 1) – this is referred to as the random design setting.

Despite its prominence, the computational complexity of sparse linear regression with respect to general estimators remains poorly understood. Without further restrictions on the model, no efficient algorithms are known that use \( o(d) \) samples. Similarly, there is a dearth of hardness results: Known lower bounds apply only against specific algorithms or rule out so-called proper learners, in which the output of the estimator needs to be sparse as well. In particular, to the best of our knowledge, there is no evidence ruling out efficient algorithms producing potentially dense estimates that
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use only the information-theoretically minimal number of samples. We call such estimators improper. The distinction between proper and improper learners can be substantial: There are learning tasks that are NP-hard in the proper setting but polynomial-time solvable using an improper learner Valiant (1984); Pitt and Valiant (1988). Thus, hardness against proper learners only gives limited evidence for the hardness of a learning task.

Similarly, many of the known lower bounds only apply to the more stringent setting in which the covariates are allowed to be worst-case (worst-case designs) Zhang et al. (2014, 2015). A priori the random design setting may seem much more benign than the worst-case setting. Computational hardness results for worst-case designs, albeit restricted to proper learners, have been known for nearly a decade Zhang et al. (2014), yet obtaining any computational lower bounds for random Gaussian designs is a major open question explored in Kelner et al. (2022b,a). In this work, we show hardness results for improper learners that hold even in the restrictive random design setting.

More specifically, we consider the following model:

**Model 1 (Sparse linear regression with Gaussian design)** Let $d, k, n \in \mathbb{N}$ and $\sigma \in \mathbb{R}_{\geq 0}$ be known. Let $\Sigma$ be an unknown positive semi-definite matrix and $\mathbf{x}^* \in \mathbb{R}^d$ be some unknown $k$-sparse vector, i.e., that has at most $k$ non-zero entries. We draw $n$ i.i.d. samples $(\mathbf{a}_1, y_1), \ldots, (\mathbf{a}_n, y_n) \in \mathbb{R}^d \times \mathbb{R}$ from the following linear model: Independently draw $\mathbf{a}_i \sim N(0, \Sigma)$ and $w_i \sim N(0, \sigma^2)$.

Output the $(\mathbf{a}_i, y_i)$, where $y_i = \langle \mathbf{a}_i, \mathbf{x}^* \rangle + w_i$.

Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ be the matrix that has the $\mathbf{a}_i$ as rows and let $\mathbf{y} \in \mathbb{R}^n$ be the vector that has entries $y_i$. We say an algorithm achieves prediction error $\rho$ if it outputs a (potentially dense) vector $\hat{\mathbf{x}} \in \mathbb{R}^d$ such that $\frac{1}{n} \| \mathbf{A} \mathbf{x}^* - \mathbf{A} \hat{\mathbf{x}} \|^2 \leq \rho$.

We refer to the matrix $\mathbf{A}$ as the design matrix. In what follows, we will focus on algorithms achieving prediction error $\rho = 0.01$.

Information-theoretically, this problem is well-understood: $\Theta(k \log(d/k))$ samples are both necessary and sufficient to achieve prediction error 0.01 with, say, probability 0.99 Raskutti et al. (2011). Unfortunately, the algorithm achieving the upper bound – known as the best-subset-selection estimator – relies on an exhaustive search over $k$-sparse vectors and requires time $d^{O(k)}$. This exponential-in-$k$ running time is prohibitively large as soon as $k$ is only slightly larger than constant. Instead, we would like algorithms running in time $\text{poly}(d, n, k)$. We call such algorithms efficient. All efficient algorithms for this task use $\Omega(d)$ samples, yet there is no hardness result giving evidence that even $\omega(k \log(d/k))$ samples are necessary. This leads us to the main question of this work:

**Question 2** What is the best-possible sample complexity for computationally efficient algorithms in Definition 1 achieving prediction error 0.01?

We make progress on this question by presenting evidence that efficient algorithms need $\Omega(k^2)$ samples, even in the improper setting. This leads to an intriguing state of affairs: Many problems involving sparsity exhibit a $k$-vs-$k^2$ statistical-computational gap. That is, information-theoretically the problem can be solved with (roughly) $k$ samples, yet computationally efficient algorithms likely require $k^2$ samples (we refer to Brennan and Bresler (2020) and the references therein for a more detailed treatment). Our results provide evidence that this might also be the case for sparse linear 1. The learning tasks are 3-Term DNFs that are known to be efficiently learnable via 3-CNFs yet are NP-hard to learn properly.
Our hardness results come in the form of reductions from problems that are believed to be computationally intractable.

**Known lower bounds and our approach** Known lower bounds have focused on showing impossibility results for the harder task of (semi-)proper learning in which the algorithm has to output a $k'$-sparse estimate for $k \leq k' \leq k \cdot d^{d(1)}$. Based on worst-case complexity assumptions, Zhang et al. (2014); Foster et al. (2015) show that for worst-case design matrices polynomial-time algorithms require $\omega(k \log d)$ samples. While this settles Question 2 for (semi-)proper learners, this does not say anything about the improper and/or random design case. To the best of our knowledge, the only known lower bounds for this more general setting apply to (very) restricted families of algorithms Zhang et al. (2015); Kelner et al. (2022b,a). While these include popular sparse regression algorithms such as LASSO and variations thereof, this only provides weak evidence of hardness: It remains unclear if an algorithm from a different family can circumvent the results. In particular, in recent years algorithms based on spectral methods and the sum-of-squares hierarchy have seen an immense success in the design of computationally efficient algorithms for statistical estimation problems. Such a general class of algorithms is not ruled out.

This calls for hardness evidence against more general classes of algorithms. Unfortunately, and in contrast to the proper learning setting, there seem to be inherent barriers to basing hardness of improper learning (in average-case problems) on classical worst-case assumptions such as $P \neq NP$ Applebaum et al. (2008). By now, the two most prevalent techniques for showing average-case hardness are the following: First, show unconditional lower bounds in a restricted model of computation (that captures most known algorithms for the problem), such as statistical query (SQ) Kearns (1998); Feldman et al. (2017) or low-degree algorithms Hopkins and Steurer (2017); Hopkins et al. (2017); Hopkins (2018). These algorithms capture most known algorithms for statistical inference problems (with the notable exception of Gaussian elimination and the LLL Algorithm Zadik et al. (2022); Diakonikolas and Kane (2022)). For many average-case problems (such as graph recovery problems Barak et al. (2019); Hopkins and Steurer (2017), mean estimation and learning Gaussian Mixture Models Diakonikolas et al. (2017) and spiked matrix models Hopkins et al. (2017); Ding et al. (2022)), these frameworks have been successfully used to trace out a computational phase transition for a broad class of computational problems: the statistical error rate achieved by existing polynomial-time algorithms can be matched by algorithms in the class, while obtaining better error rate is impossible for these algorithms. The second approach is to show a reduction from a problem believed to be computationally hard Brennan and Bresler (2020); Bruna et al. (2021); Gupte et al. (2022). We remark that the latter can also be interpreted in a positive way as understanding the connections between different computational problems: If, say, we find a better sparse linear regression algorithm, we also find a better algorithm for another problem that we did not know before.

We follow the second approach. In particular, we show a reduction from a slight variant of a widely studied PCA problem:

**Model 3 (Sparse spiked Wishart model)** Let $d, k, n \in \mathbb{N}$ with $d \geq k$ and $\theta \in (0, 1)$. We define the NegSPCA$_\theta$ problem as the following distinguishing problem: We are given $n$ i.i.d. samples from either $\mathcal{P}$ or $\mathcal{Q}$ defined as follows and want to decide whether they came from $\mathcal{P}$ or $\mathcal{Q}$.

---

2. However, we remark that for sparse linear regression there is no known algorithm using $O(k^2)$ or even $o(d)$ samples.
• **Planted distribution** $\mathcal{P}$: Sample a unit vector $x \in \mathbb{R}^{d+1}$ with $x_1 = -\frac{1}{\sqrt{k+1}}$ and $x \setminus 1$ sampled uniformly from $k$-sparse $\left\{ \pm \frac{1}{\sqrt{k+1}}, 0 \right\}^d$ vectors and fix it for the rest of the sampling procedure. Produce samples by sampling from $N(0, \text{Id}_{d+1} - \theta \cdot xx^\top)$.

• **Null distribution** $Q$: $N(0, \text{Id}_{d+1})$.

We remark that, except for the condition that the first coordinate of $x$ under $\mathcal{P}$ is non-zero, this coincides with the classical problem of sparse PCA in the Wishart model with a negative spike that has a sparse prior. Several variants of this problem are known to be hard using (roughly) less than $k^2$ samples: in the low-degree model, inside the sum-of-squares framework, and under a reduction from a variant of the planted clique assumption Hopkins et al. (2017); Ding et al. (2021); Brennan and Bresler (2020). We make the following hardness assumption about Definition 3, which we formally verify in the low-degree and statistical query model in Section ?? (our proof follows closely the proof of Ding et al. (2021)).

**Assumption 4** Let $d, n, k \in \mathbb{N}$ with $d \geq k$ and let $0 < \delta \leq 0.1$ be an arbitrary absolute constant. Suppose that $n = o(\min(d, k^2 - \delta))$. Then, for any $\theta \in (0, 1)$, any algorithm that solves NegSPCA$_\theta$ in dimension $d$ using $n$ samples and has success probability at least $1 - o(1)$ requires running time $d^{k\Omega(1)}$.

**Results** We show that a polynomial-time algorithm for improper learning in sparse linear regression that uses $n$ samples can be turned into a polynomial-time algorithm for Definition 3 using the same number of samples. In particular, our main result is the following:

**Theorem 5 (Main result, see reduction in Theorem 8)** Let $d, n, k \in \mathbb{N}$ with $d \geq k$ and let $0 < \delta \leq 0.1$ be an arbitrary absolute constant. Suppose that $n = o(\min(d, k^2 - \delta))$. If there is an improper learner for the Sparse Linear Regression Model with Gaussian Design (cf. Definition 1) that uses $n$ samples and runs in time $d^{k\Omega(1)}$ and achieves prediction error better than 0.01 with probability at least $1 - o(1)$, then Conjecture 4 is false.

Note that this result implies that efficient algorithms for improperly learning sparse linear regression models likely need (roughly) $\Omega(\min(k^2, d))$ samples, whereas information-theoretically, only $O(k \log(d/k))$ samples are necessary. Without additional assumptions on the model (cf. Section 1.1) no efficient algorithm is known that uses $o(d)$ samples for this task. We remark that when we only want to rule out algorithms that achieve prediction error 0.01 with probability at least $1 - \Omega(\frac{1}{d})$, we can reduce from a version of Definition 3 in which $x$ is sampled uniformly from all $(k+1)$-sparse vectors in $\left\{ \pm \frac{1}{\sqrt{k+1}}, 0 \right\}$ (without the first coordinate being known).\(^3\)

It turns out that LASSO can solve our hard instance with $O(k^2 \log d)$ samples, so our lower bound is tight up to logarithmic factors. Therefore a different construction would be needed to obtain even stronger lower bounds.

---

\(^3\) We remark that we cannot combine this last reduction with the reductions in Brennan and Bresler (2020) to obtain a reduction from (secret-leakage) planted clique. The reason is that the parameters in the reduction from the latter to Definition 3 are not sufficiently strong. Specifically, Brennan and Bresler (2020) requires $\theta = o(1)$, while we need $\theta$ to be an absolute constant close to 1.
1.1. Relation to known algorithms and other hardness results

We outline here how our result compares to other algorithmic and hardness results that have been obtained in prior works.

As stated before, known algorithms achieve prediction error 0.01 using $o(d)$ samples only with additional assumptions on the model. In particular, under the assumption that the columns are normalized to have squared norm $n$, the LASSO estimator is known to achieve prediction error 0.01 using $O(\|x^*\|^2_2 \log d)$ samples (Wainwright, 2019, Theorem 7.20). This gives a good sample complexity if the $\ell_1$-norm of the secret is bounded. Second, if the design matrix is known to satisfy the so-called restricted eigenvalue condition (with the same normalization of the columns), LASSO is known to succeed with few samples. In particular, let $A$ be the design matrix. Assuming that (roughly) for all $k$-sparse unit vectors $u$ it holds that $\frac{1}{n} \|Au\|^2 \geq \gamma$, LASSO achieves prediction error 0.01 using $O(\frac{k \log d}{\gamma})$ samples. $\gamma$ is referred to as the RE constant.

Further, Kelner et al. (2022b) showed that in the Gaussian design setting that we consider in this paper, the LASSO estimator combined with a preconditioning step achieves nearly optimal sample complexity whenever the dependency structure of the covariates satisfies a specific regularity condition.

For lower bounds, the results closest to us are the following: Zhang et al. (2014) showed that, assuming $\text{NP} \not\subseteq \text{P}/\text{poly}$, the dependence of the RE constant achieved by the LASSO is tight for all polynomial-time proper learners. In particular, they construct instance in which the RE constant can be exponentially small and obtain a corresponding lower bound on the sample complexity of proper learners achieving prediction error 0.01. Under other complexity theoretic assumptions Foster et al. (2015) showed that there is no polynomial-time estimator for this task, even if the output vector is allowed to be $O(k \cdot 2^{\log^{1-\delta}(d)})$-sparse for any constant $\delta > 0$. Note that this notion is still significantly more restrictive than ours, as it does not rule out outputting even a $d^{0.001}$-sparse vector. The design matrices in both the above works are worst-case.

Zhang et al. (2015) showed that a restricted class of convex M-estimators (including the LASSO estimator) cannot achieve optimal prediction error (under worst-case designs). While the algorithms they rule out are improper, their result does not make any claims beyond the specific algorithms they consider. To the best of our knowledge, the only hardness results for (a restricted class of) improper learners in the random design setting are Kelner et al. (2022b,a). They ruled out that the LASSO can achieve optimal sample complexity even when combined with a pre-processing step (called pre-conditioning).

Concurrent work Concurrent and independent work of Gupte et al. (2024) shows hardness for proper learning under random designs based on worst-case problems in lattices. In particular, they give evidence that in this setting, improving the prediction error bound of LASSO, when expressing the error as a function of the RE constant of the design matrix, would give stronger lattice algorithms. As the information-theoretic prediction error has no dependence on the RE constant and the RE constant can be exponentially small, this gives evidence of a possibly large computational-statistical separation.

Most closely to our result, concurrent and independent work of Kelner et al. (2024) has also observed the connection between negative sparse PCA and sparse linear regression that we make in this paper. Using this, they deduce a similar $k$-to-$k^2$ gap for sparse linear regression. Their lower bound holds for the generalization error in the (correlated) random design setting, and their reduction is similar to the unknown-variance reduction discussed in the first part of Section 2 in
our work. Our result in Section 3 establishes hardness in this setting for the training error (i.e., the error on the observed samples), which is often an easier quantity to minimize than the generalization error. We remark that Kelner et al. (2024) also contains algorithmic upper bounds under additional assumptions on the model.

2. Technical overview

**Notation** We use asymptotic notations $O(\cdot), o(\cdot), \Omega(\cdot), \omega(\cdot)$ for $n \to \infty$. We use $\tilde{O}(\cdot)$ to hide $\frac{1}{\text{polylog}(n)}$ factors. We use $\| \cdot \|$ for the Euclidean norm of vectors. We use boldface for random variables. For a vector $x \in \mathbb{R}^d$, we use $x_{\setminus 1} \in \mathbb{R}^{d-1}$ for the vector obtained by removing the first coordinate. For a matrix $A \in \mathbb{R}^{n \times d}$, we use $A_j$ for the $j$-th column and $A_{j:k}$ for the submatrix containing columns $j$ through $k$. For two vectors $x \in \mathbb{R}^{d_1}$ and $y \in \mathbb{R}^{d_2}$, we denote by $\text{concat}(x, y)$ the vector $(x, y) \in \mathbb{R}^{d_1+d_2}$.

In this section, we present our reduction from PCA with a negative spike (cf. Conjecture 4) to improperly learning sparse linear regression models. Our reduction is similar to the one of Bresler et al. (2018). However, a crucial difference is that we start from sparse PCA with a negative spike. Indeed, since the design matrices in the resulting SLR instance in Bresler et al. (2018) satisfy the restricted eigenvalue condition (with a constant), the LASSO algorithm achieves this guarantee. In order to construct a lower bound instance, it is thus necessary that this property does not hold (or only with weaker parameters than necessary for known algorithms). We focus here on the related restricted isometry property (RIP).

**Hardness of certifying RIP and a first lower bound** We first recall that achieving prediction error $0.01$ is possible in polynomial time using $O(k \log d)$ samples under additional assumptions on the design matrix. In particular, if the design matrix satisfies the restricted eigenvalue condition (with a constant), the LASSO algorithm achieves this guarantee. In order to construct a lower bound instance, it is thus necessary that this property does not hold (or only with weaker parameters than necessary for known algorithms). We focus here on the related restricted isometry property (RIP). In particular, a matrix $X \in \mathbb{R}^{n \times d}$ is said to satisfy $(k, \delta)$-RIP if for all $k$-sparse unit vectors $v$ it holds that $\|Xv\|^2 \in [1 - \delta, 1 + \delta]$.

Suppose that we could certify that a matrix satisfies RIP. This would give us a way to convince ourselves that our learning algorithm succeeded in some cases: Check if the design matrix satisfies RIP, and if yes run LASSO. Else, we do not guarantee anything. It is thus natural to wonder whether there is a formal connection between RIP certification and sparse linear regression. Unfortunately, it is believed that certifying RIP is computationally difficult Ding et al. (2021). On the other hand, our work shows that we can exploit this connection to show hardness results in the following way: Lower bounds for RIP certification are proved by showing that an associated distinguishing problem

---

4. Interestingly, the results in Ding et al. (2021) are tight, in the sense that there is a certification algorithm matching their lower bound Koiran and Zouzias (2014).
between two distributions is hard. One hypothesis corresponds to matrices with good RIP, the other does not. If we can certify RIP, we can distinguish the two. Our main observation is that sparse linear regression solvers can be used to solve this distinguishing problem.

In particular, consider the following (degenerate) instance of the negative sparse PCA problem. This instance will already give us a lower bound for sparse regression if we ask that the algorithm works in the case when the noise is unknown between 0 and 1. Given samples \( z_1, \ldots, z_n \) from either \( Q = N(0, I_d) \) or \( P = N(0, I_d - xx^\top) \), where \( x \) is a uniformly random \((k + 1)\)-sparse unit vector with \( x_1 = -\frac{1}{\sqrt{k+1}} \), decide which is the case. Note that this instance being hard implies that RIP certification is hard: Consider the matrix \( Z \in \mathbb{R}^{n \times d} \) with rows \( z_i \). Under \( Q \) this has good RIP and under \( P \) it does not. Our key observation is that the absence of RIP implies a dependence between the columns of \( Z \) that is not present under \( Q \). Luckily for us, in our setting this dependence is linear and only concerns \( k \) columns. We can thus hope to detect it with our sparse regression oracle.

Indeed, consider the matrix \( Z \) under \( P \): It holds that \( Z_1 x_1 + Z_\setminus x_1 = Z x = 0 \) and hence \( Z_1 = Z_\setminus (-\frac{1}{x_1} x_1) \). Under \( Q \) on the other hand the columns are independent and \( Z_1 = Z_\setminus 0 + w \), where \( w \sim N(0, \text{Id}_n) \). In either case, let \( A = Z_\setminus \) and \( y = Z_1 \). We have shown that in both cases \( (A, y) \) forms a valid input for our regression algorithm since \( y = Ax^* + w \), where \( x^* \) is 0 or \(-\frac{1}{x_1} x_1 \) under \( Q \) and \( P \) respectively and \( w \) is independent of \( A \) and either \( N(0, \text{Id}_n) \) or 0.\(^5\)

Our regression oracle allows us to estimate \( Ax^* \). In particular, under \( Q \), \( Ax^* = Z_\setminus x^* = Z_1 \sim N(0, (1 - \frac{1}{k+1}) \cdot \text{Id}_n) \) and we expect our estimate to have large norm. Indeed, suppose our regression oracle outputs \( \hat{x} \) achieving prediction error 0.01 with probability at least \( 1 - \delta \). Then, under \( Q \), \( \frac{1}{\sqrt{n}} \| A\hat{x} \| = \frac{1}{\sqrt{n}} \| A\hat{x} - Ax^* \| \leq 0.1 \) with probability at least \( 1 - \delta \). However, under \( P \) it holds that

\[
\frac{1}{\sqrt{n}} \| A\hat{x} \| \geq \left| \frac{1}{\sqrt{n}} \| A\hat{x} - Ax^* \| - \frac{1}{\sqrt{n}} \| Ax^* \| \right|
\]

By standard concentration bounds it follows that \( \frac{1}{\sqrt{n}} \| Ax^* \| = \frac{1}{\sqrt{n}} \| Z_1 \| \) is at least, say, 0.6 with high probability and thus \( \frac{1}{\sqrt{n}} \| A\hat{x} \| \geq 0.5 \) with probability at least \( 1 - \delta - o(1) \). It follows that thresholding \( \frac{1}{\sqrt{n}} \| A\hat{x} \| \) faithfully distinguishes \( Q \) and \( P \) with probability at least \( 1 - \delta - o(1) \).

Note that if we assume that our sparse linear regression algorithm has success probability at least \( 1 - O(\frac{1}{\sqrt{k}}) \), we do not need to assume that the first coordinate of the sparse PCA prior in Definition 3 is known to be \( -\frac{1}{\sqrt{k+1}} \). Indeed, instead of the above reduction, we can set \( y = Z_i \) and \( A = Z_\setminus i \) for all \( i \in [d] \) and run our regression solver on \( (A, y) \). Under \( Q \), with probability at least, say, 0.99, it holds that in all of these runs we have that \( \frac{1}{\sqrt{n}} \| A\hat{x} \| \leq 0.1 \). Similarly, under \( P \), with probability at least 0.99, there exists at least one \( i \) such that \( \frac{1}{\sqrt{n}} \| A\hat{x} \| \geq 0.5 \). Thus, we can distinguish \( Q \) and \( P \) with at least constant probability, based on whether \( \frac{1}{\sqrt{n}} \| A\hat{x} \| \) is large in at least one iteration.

Note that in both cases the \( \ell_1 \)-norm of the secret is at most \( O(k) \) and thus LASSO would achieve prediction error 0.01 using \( O(k^2 \log d) \) samples, under the slow-rate analysis.

**Extension to non-degenerate negative sparse PCA** So far our reduction used a degenerate planted hypothesis \( P = N(0, I_d - xx^\top) \). In what follows, we argue that the same reduction

---

\(^5\) Note that the 0 vector is also \( k \)-sparse.
can also produce valid instances from non-degenerate hypotheses. The sparse linear regression instances produced will now have unknown variance of the noise between 0.5 and 1.

In particular, let \( \theta = \frac{k+1}{k+2} \approx 1 - \frac{1}{k} \). We start with the negative sparse PCA problem in which \( Q = N(0, \text{Id}_d) \) and \( P = N(0, \text{Id}_d - \theta \cdot xx^\top) \), where \( x \) is again a uniformly random \((k+1)\)-sparse unit vector with \( x_1 = -\frac{1}{\sqrt{k+1}} \). The null case does not change (and the variance of the noise in this case is 1), so it suffices to analyze \( P \). Then, for the planted case, we use the following fact proved in Bresler et al. (2018):\(^6\)

**Fact 6 (Appendix B.2 in Bresler et al. (2018))** Let \( y, A \) be as above (under \( P \)) and \( \gamma = \frac{\theta}{1 - \theta} \cdot \frac{k+1}{k+2} \). Then \( y = Ax^* + w \), where \( Ax^* \) and \( w \) are independent with \( w \sim N(0, \sigma^2 \text{Id}_n) \) and

\[
x^* = \frac{\gamma}{\sqrt{k+1}} \cdot x_1 = \frac{\sqrt{k+1}}{2} \cdot x_1, \quad \sigma^2 = 1 - \frac{\gamma}{k+1} = \frac{1}{2}.
\]

This establishes that the variance of the noise is always either 0.5 or 1. It follows using the same techniques that under \( P \) it still holds that \( \frac{1}{\sqrt{n}} \| Ax \| \geq 0.5 \) with probability at least \( 1 - \delta - o(1) \).

**Known variance of the noise** Our goal is to reduce NegSPCA\(\theta\) to sparse linear regression instances that have known variance of the noise.

In the discussions so far our strategy has been to set \( y = Z_1 \). Then under \( Q \) we have \( y \sim N(0, \text{Id}_n) \), but under \( P \) we have \( y = Ax^* + w \) where \( w \) is Gaussian with variance less than 1. Indeed, if \( w \) had variance exactly 1, we could distinguish \( Q \) and \( P \) by thresholding the norm of \( y \). Therefore, in this strategy the variance of the noise cannot be the same under \( Q \) and \( P \). More generally, in NegSPCA\(\theta\) the null case and the planted case are asymmetric, so it seems difficult to obtain some \( y \) for which the variance of the noise is the same.

Instead, we introduce a new, symmetric, distinguishing problem PairNegSPCA\(\theta\) which requires distinguishing between a sample from \( P \times Q \) and a sample from \( Q \times P \), where \( P \) and \( Q \) are the planted and null distributions in NegSPCA\(\theta\):

**Definition 7 (Paired spiked Wishart model)** Let \( d, k, n \in \mathbb{N} \) with \( d \geq k \) and \( \theta \in (0, 1) \). Let \( P \) and \( Q \) be the planted and null distributions in a NegSPCA\(\theta\) problem, respectively. We define the PairNegSPCA\(\theta\) problem as the following distinguishing problem: We are given \( n \) i.i.d. samples from either \( P \times Q \) or \( Q \times P \) defined as follows and we want to decide whether they came from \( P \times Q \) or \( Q \times P \):

- **\( P \times Q \):** Sample independently \( z \sim P \) and \( z' \sim Q \) and return \((z, z')\).
- **\( Q \times P \):** Sample independently \( z \sim Q \) and \( z' \sim P \) and return \((z, z')\).

Then we reduce PairNegSPCA\(\theta\) to sparse linear regression by setting \( y \) to be the sum of a column as in \( P \) and a column as in \( Q \) – without knowing which is which. This ensures that the variance of the noise is identical under \( P \times Q \) and \( Q \times P \). In addition, we reduce NegSPCA\(\theta\) to PairNegSPCA\(\theta\), so by composition we obtain the desired reduction from NegSPCA\(\theta\) to sparse linear regression with known variance of the noise.

---

\(^6\) Formally, Bresler et al. (2018) only shows this fact for sparse PCA instances with positive spikes. The proof they give also works for the setting with negative spikes.
3. Sparse linear regression reduction

Theorem 8 gives our main result.

**Theorem 8** Let $d, k, n \in \mathbb{N}$ with $d \geq k$ and $\theta \in (0, 1)$. Assume there exists an efficient algorithm that, given $n$ samples from the sparse linear regression model with variance of the noise $\sigma^2 = 1$, achieves prediction error $\frac{1}{n} \| A\hat{x} - Ax^* \|^2$ at most 0.01 with probability $1 - \delta$. Then there exists an efficient algorithm that solves NegSPCA$_\theta$ for $\theta = \frac{k+1}{k+2}$ with probability $1 - \sqrt{2\delta} - \exp(-\Omega(n))$.

We first state a reduction from NegSPCA$_\theta$ to PairNegSPCA$_\theta$. Informally, this says that if it is hard to decide whether a sample comes from $\mathcal{P}$ or $\mathcal{Q}$, then it is also hard, given a sample from $\mathcal{P}$ and one from $\mathcal{Q}$, to decide which is which. The result follows from a more general reduction from distinguishing distributions to distinguishing paired distributions that we give in Lemma 10.

**Lemma 9** Let $d, k, n \in \mathbb{N}$ with $d \geq k$ and $\theta \in (0, 1)$. Assume there exists an efficient algorithm that solves PairNegSPCA$_\theta$ with probability at least $1 - \delta$. Then there exists an efficient algorithm that solves NegSPCA$_\theta$ with probability at least $1 - \sqrt{2\delta}$.

The remaining step is to reduce PairNegSPCA$_\theta$ to sparse linear regression.

**The reduction** Let $\theta = \frac{k+1}{k+2}$. Given $n$ samples $(z_1, z'_1), \ldots, (z_n, z'_n)$ from PairNegSPCA$_\theta$, let $Z \in \mathbb{R}^{n \times 2d}$ be the matrix with rows $\text{concat}(z_1, z'_1), \ldots, \text{concat}(z_n, z'_n)$. We do the following:

1. Set $y = Z_1 + Z_{d+1}$ and $A = Z_{\{1,d+1\}}$. That is, $A$ is the $n \times (2d-2)$ matrix that is obtained by removing columns $Z_1$ and $Z_{d+1}$ from $Z$.
2. Invoke the sparse linear regression solver on $(A, y)$ to obtain an estimator $\hat{x}$.
3. If $\frac{1}{\sqrt{n}} \| A\hat{x} - Z_1 \| \leq \frac{1}{\sqrt{n}} \| A\hat{x} - Z_{d+1} \|$ output $\mathcal{P} \times \mathcal{Q}$. Else output $\mathcal{Q} \times \mathcal{P}$.

Consider the case $\mathcal{P} \times \mathcal{Q}$. As in Fact 6, let $\gamma = \frac{\theta}{1 - \theta k/(k+1)} = \frac{k+1}{2}$. Then, by the same argument as in Fact 6, we can write $Z_1 = Ax^* + w'$, where $Ax^*$ and $w'$ are independent with $w' \sim N(0, \frac{\sigma^2}{2}I_{d+1})$, and

$$x^* = \frac{\sqrt{k+1}}{2} \cdot \text{concat}(x_1, 0^{d-1}), \quad \sigma^2 = \frac{1}{2}.$$ 

Also, $Z_{d+1} \sim N(0, I_{d+1})$ is independent of $Ax^*$ and $w'$, so we can write $y = Ax^* + w$, where $Ax^*$ and $w$ are independent with $w \sim N(0, (\sigma^2 + 1)I_{d+1})$. Note that by symmetry the variance of the noise is $\sigma^2 + 1$ also in the case $\mathcal{Q} \times \mathcal{P}$.

We now prove Theorem 8.

**Proof** (Proof of Theorem 8) Consider the case $\mathcal{P} \times \mathcal{Q}$. We have $Z_1 = Ax^* + w$, where $w \sim N(0, 1.5I_{d+1})$. By the assumption on our sparse linear regression estimator, by scaling up the guarantees such that the known variance of the noise is 1.5, we have with probability $1 - \delta$ that

$$\frac{1}{\sqrt{n}} \| A\hat{x} - Ax^* \| \leq 0.01 \cdot \sqrt{1.5} \leq 0.13.$$ 

By the triangle inequality, we get

$$\frac{1}{\sqrt{n}} \| A\hat{x} - Z_1 \| \leq \frac{1}{\sqrt{n}} \| A\hat{x} - Ax^* \| + \frac{1}{\sqrt{n}} \| w' \|.$$ 
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Recall that $w'$ has covariance matrix $0.5 \cdot \text{Id}_n$. Then we have by Fact 11 with probability $1 - \exp(-\Omega(n))$ that $\frac{1}{\sqrt{n}} \|w'\| \leq \sqrt{0.5} + 0.001 \leq 0.71$. Then
\[
\frac{1}{\sqrt{n}} \|A\hat{x} - Z_1\| \leq 0.13 + 0.71 = 0.84.
\]
On the other hand
\[
\frac{1}{\sqrt{n}} \|A\hat{x} - Z_{d+1}\| \geq \frac{1}{\sqrt{n}} \|A\hat{x} - Ax^*\| - \frac{1}{\sqrt{n}} \|Ax^* - Z_{d+1}\|.
\]
The entries of $Z_{d+1}$ are i.i.d. Gaussian with mean zero and variance 1, independent of the multivariate Gaussian $Ax^*$. Then we have by Fact 11 with probability $1 - \exp(-\Omega(n))$ that $\frac{1}{\sqrt{n}} \|Ax^* - Z_{d+1}\|$ is at least 0.99. Then
\[
\frac{1}{\sqrt{n}} \|A\hat{x} - Z_{d+1}\| \geq 0.99 - 0.13 = 0.86,
\]
and overall we output $P \times Q$ with probability at least $1 - \delta - \exp(-\Omega(n))$.

Analogously, by symmetry, in the case $Q \times P$ we also output $Q \times P$ with probability $1 - (\delta + \exp(-\Omega(n)))$. Then, by the reduction in Lemma 9, we also solve NegSPCA$_\theta$ with probability at least $1 - \sqrt{2(\delta + \exp(-\Omega(n)))} \geq 1 - \sqrt{2\delta} - \exp(-\Omega(n))$.

4. Distinguishing paired distributions reduction

In this section we show that an algorithm that distinguishes a sample from the paired distributions $P \times Q$ and $Q \times P$ also distinguishes a sample from the distributions $P$ and $Q$, assuming that $Q$ is known.

**Lemma 10**  Let $P$ and $Q$ be probability distributions over a domain $\mathcal{D}$, and suppose that it is possible to sample independently from $Q$ in time $T_{\text{sample}}$. Suppose that there exists a (randomized) algorithm $A$ that takes as input a pair $(x, x') \in \mathcal{D} \times \mathcal{D}'$ and runs in time $T_{\text{dist}}$ with the following guarantees:

- $\mathbb{P}_{x \sim P, x' \sim Q}(A(x, x') = 0) \geq 1 - \delta$, where $x$ and $x'$ are sampled independently and where the probability is also over any internal randomness of $A$.
- $\mathbb{P}_{x \sim Q, x' \sim P}(A(x, x') = 1) \geq 1 - \delta$, where $x$ and $x'$ are sampled independently and where the probability is also over any internal randomness of $A$.

Then there also exists a randomized algorithm $B$ that takes as input $x \in \mathcal{D}$ and runs in time $O((T_{\text{sample}} + T_{\text{dist}}) / \sqrt{\delta})$ with the following guarantees:

- $\mathbb{P}_{x \sim P}(B(x) = 0) \geq 1 - \sqrt{2\delta}$, where the probability is also over any internal randomness of $B$.
- $\mathbb{P}_{x \sim Q}(B(x) = 1) \geq 1 - \sqrt{2\delta}$, where the probability is also over any internal randomness of $B$. 
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**Proof** Let \( x \in \mathcal{D} \) such that either \( x \sim \mathcal{P} \) or \( x \sim \mathcal{Q} \). Let \( M \) be a positive integer that we will fix later. The randomized algorithm \( \mathcal{B} \) is the following:

1. Initialize \( \Delta = 0 \).

2. Repeat \( M \) times:
   
   (a) Sample \( x' \sim \mathcal{Q} \).
   
   (b) If \( \mathcal{A}(x, x') \) returns 0 and \( \mathcal{A}(x', x) \) returns 1, increment \( \Delta \).

3. If \( \Delta = M \), return 0. Else, return 1.

We now analyze the algorithm.

If \( x \sim \mathcal{P} \), then \( \mathbb{P}_{x \sim \mathcal{P}}(\mathcal{B}(x) = 1) = \mathbb{P}(\Delta < M) \leq 2M\delta \). This is because the probability that \( \mathcal{A} \) is wrong in an iteration is at most \( \delta \), so the probability that \( \mathcal{A} \) is wrong in any of the \( 2M \) iterations is at most \( 2M\delta \).

On the other hand, if \( x \sim \mathcal{Q} \), we show that \( \mathbb{P}_{x \sim \mathcal{Q}}(\mathcal{B}(x) = 0) = \mathbb{P}(\Delta = M) \leq \frac{1}{M+1} \).

From now on, we condition on the internal randomness of \( \mathcal{A} \), which makes \( \mathcal{A} \) deterministic, and show that the same probability upper bound holds irrespective of this internal randomness. This implies that the upper bound also holds unconditionally. To begin, let \( x_1, ..., x_M \) be the \( M \) random variables corresponding to the \( x' \) that are generated in the \( M \) iterations. Then we are interested in the event \( E(x, (x_1, ..., x_M)) \) that \( \Delta \) is incremented in each iteration. First, note that \( E(x, (x_1, ..., x_M)) \) has the same probability as \( E(x_i, (x, x_1, ..., x_{i-1}, x_{i+1}, ..., x_M)) \) for all \( i \in [M] \), because \( x, x_1, ..., x_M \) are independently and identically distributed according to \( \mathcal{Q} \). Second, note that all the events \( E(x, (x_1, ..., x_M)) \) and \( E(x_i, (x, x_1, ..., x_{i-1}, x_{i+1}, ..., x_M)) \) for all \( i \in [M] \) are mutually exclusive (e.g., for \( i \neq j \), \( E(x_i, (x, x_1, ..., x_{i-1}, x_{i+1}, ..., x_M)) \) implies that \( \mathcal{A}(x_i, x_j) \) returns 0, but \( E(x_j, (x, x_1, ..., x_{j-1}, x_{j+1}, ..., x_M)) \) implies that \( \mathcal{A}(x_i, x_j) \) returns 1, which is a contradiction). Hence, the probability that \( \Delta \) is incremented in every iteration is at most \( \frac{1}{M+1} \). Note that this argument did not use the value of the internal randomness of \( \mathcal{A} \), so the same probability upper bound also holds unconditionally.

Taking \( M = \frac{1}{\sqrt{2}\delta} \) gives the desired probability bounds. Finally, the time complexity of algorithm \( \mathcal{B} \) is \( O((T_{\text{sample}} + T_{\text{dist}})M) = O((T_{\text{sample}} + T_{\text{dist}})/\sqrt{\delta}) \).
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**Appendix A. Concentration bounds**

The following fact is taken from (Wainwright, 2019, Example 2.11).

**Fact 11** Let \( X \sim N(0, \text{Id}_n) \). Then

\[
P \left( \left| \frac{1}{n} \| X \|^2 - 1 \right| \geq t \right) \leq 2 \exp \left( -\frac{nt^2}{8} \right).
\]

**Appendix B. Low-degree lower bound for negative-spike sparse Wishart model**

**B.1. Low-degree framework**

One significant barrier for proving computational lower bounds in high dimension statistics is that we need to show average-case hardness: we want to show that no efficient algorithms can succeed with high probability over random inputs. It is notoriously difficult to show average-case hardness based on worst-case hardness assumptions such as \( P \neq NP \), except in a few notable examples Regev (2024); Bruna et al. (2021); Brennan and Bresler (2020).

The low-degree method, which is developed in Hopkins and Steurer (2017); Hopkins (2018); Hopkins et al. (2017), provides a way to give evidence for average-case hardness by showing that no efficient algorithms based on low-degree polynomials can succeed with high probability over random inputs. In the context of hypothesis testing problems, it has been applied to a wide range of fundamental problems, such as community detection Hopkins and Steurer (2017), spiked matrix models Kunisky et al. (2019), sparse principal component analysis Hopkins et al. (2017); Ding et al. (2022), and certifying restricted isometry property Ding et al. (2021).

The crux of the techniques is to bound the projection of the likelihood ratio function onto the space of low-degree polynomials:

**Definition 12 (Definition 1.14 in Kunisky et al. (2019))** Let \( V_{\leq D} \subset L^2(Q_n) \) denote the linear subspace of polynomials \( S_n \to \mathbb{R} \) of degree at most \( D \). Let \( P_{\leq D} : L^2(Q_n) \to V_{\leq D} \) denote the orthogonal projection onto this linear subspace. Finally, define the \( D \)-low-degree likelihood ratio (\( D \)-LDLR) as \( L_{\leq D} := P_{\leq D} L_n \).

Then in hypothesis testing a low-degree lower bound shows that efficient algorithms based on thresholding low-degree polynomials are inherently obstructed from distinguishing the two distributions. Particularly, we have the following proposition connecting the low-degree likelihood ratio and the distribution separation by low-degree polynomials:

\footnote{To clarify, the orthogonal projection is with respect to the inner product induced by \( Q_n \) operator on this subspace.}
Proposition 13 (Hopkins and Steurer (2017); Hopkins (2018); Kunisky et al. (2019)) Let \( \mathcal{P} \) and \( \mathcal{Q} \) be two sequences of probability measures, and \( L_n = \frac{dP}{dQ} \) be their likelihood ratio. Then there exists \( \varepsilon > 0 \) and \( D = D(n) \geq (\log n)^{1+\varepsilon} \) for which \( \|L_n^\leq D\| \) remains bounded as \( n \to \infty \) if and only if for any degree \( \leq D \) polynomials \( f(\cdot) \) we have

\[
\frac{\mathbb{E}_P f}{\sqrt{\mathbb{E}_Q f^2}} \leq O(1).
\]

The low-degree conjecture states that, for "sufficiently nice" distributions, low-degree lower bounds rule out all polynomial-time algorithms that strongly distinguish the distributions:

Conjecture 14 (Informal, Hopkins (2018); Kunisky et al. (2019)) For "sufficiently nice" sequences of probability measures \( \mathcal{P} \) and \( \mathcal{Q} \), let \( L_n = \frac{dP}{dQ} \) be their likelihood ratio. If there exists \( \varepsilon > 0 \) and \( D = D(n) \geq (\log n)^{1+\varepsilon} \) for which \( \|L_n^\leq D\| \) remains bounded as \( n \to \infty \), then there is no polynomial-time algorithm that strongly distinguishes \( \mathcal{P} \) and \( \mathcal{Q} \), i.e., distinguishes the two distributions with \( 1 - o(1) \) probability.

The formal version of the conjecture, given originally as Conjecture 2.2.4 in Hopkins (2018) and further updated in Holmgren and Wein (2020), only rules out polynomial time-algorithms that distinguish between \( U_\delta \mathcal{P} \) and \( \mathcal{Q} \), for any \( \delta > 0 \), where \( U_\delta \) is the Ornstein-Uhlenbeck noise operator: \( U_\delta \mathcal{P} \) is sampled by drawing \( x \sim \mathcal{P} \) and \( y \sim \mathcal{Q} \) and outputting \( \sqrt{1-\delta}x + \sqrt{\delta}y \). For our sparse linear regression result we need \( \delta \leq ck \) for some small enough constant \( c > 0 \) such that \( U_\delta \mathcal{P} \) continues to encode a negative spike of magnitude \( 1 - \Theta(1/k) \).

B.2. LD lower bound for negative-spike sparse Wishart model

In this section, we provide evidence of hardness for the sparse negative-spike Wishart model, based on the low-degree likelihood ratio (LDLR) method.

We show that the low-degree likelihood ratio is bounded for the sparse negative-spike Wishart model in the hard regime conjectured in Conjecture 4.

Our proof follows closely the proof of Ding et al. (2021). The main differences are that in our planted distribution the prior of \( x^* \) is the uniform distribution over \( k \)-sparse vectors (instead of a sparse Rademacher distribution, in which the exact sparsity can vary) and that the first coordinate of \( x^* \) is non-zero.

Theorem 15 (Low-degree lower bound for NegSPCA\( _\theta \)) Fix \( \delta \in (0, 0.1] \). Suppose that \( n = o(\min(d, k^2-\delta)) \). Consider the planted distribution \( \mathcal{P}_n \) formed from \( n \) samples from \( \mathcal{P} \) and null distribution \( \mathcal{Q}_n \) formed from \( n \) samples from \( \mathcal{Q} \) in NegSPCA\( _\theta \) defined in Definition 3. Then for any degree-\( k^\delta \) polynomial \( f(z_1, z_2, \ldots, z_n) : \mathbb{R}^{n \times d} \to \mathbb{R} \) such that \( \mathbb{E}_Q f = 0 \), we have

\[
\frac{\mathbb{E}_{\mathcal{P}_n} f}{\sqrt{\mathbb{E}_{\mathcal{Q}_n} f^2}} \leq 1 + o(1).
\]

Proof For degree-\( D \) polynomials, the maximum value of \( \frac{\mathbb{E}_{\mathcal{P}_n} f}{\sqrt{\mathbb{E}_{\mathcal{Q}_n} f^2}} \) is given by (see Hopkins (2018))

\[
\|L_n, \gamma, \theta, \chi\|^2 := \mathbb{E}_n \left( \frac{d\mathcal{P}_n}{d\mathcal{Q}_n} \right)^{\leq D}.
\]
Equations (8) and (10) in Ding et al. (2021) provide the bound

\[
\|L_{n,γ,θ,χ}\|_2^2 \leq \sum_{\ell=0}^{\lfloor D/2 \rfloor} \frac{(2n+4D)\ell}{\ell!} \cdot \frac{\theta^{2\ell}}{4^\ell} \cdot \mathbb{E}(x^{(1)}, x^{(2)})^{2\ell} \\
\leq 1 + \sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{4\theta^2 \max(n, D)}{\ell} \right) \ell \mathbb{E}(x^{(1)}, x^{(2)})^{2\ell} \\
\leq 1 + \sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{4 \max(n, D)}{\ell} \right) \ell \mathbb{E}(x^{(1)}, x^{(2)})^{2\ell},
\]

where \(x^{(1)}, x^{(2)}\) are independently sampled from the prior of the spike vector in the planted distribution, i.e., the first coordinates \(x^{(1)}_1, x^{(2)}_1\) are sampled uniformly from \(\{\pm \sqrt{\frac{1}{k+1}}\}\) and the rest of the coordinates \(x^{(1)}_1, x^{(2)}_1\) are sampled uniformly from \(k\)-sparse \(\{\pm \sqrt{\frac{1}{k+1}}, 0\}^d\) vectors.

Now we note that

\[
\mathbb{E}(x^{(1)}, x^{(2)})^{2\ell} = \mathbb{E}\left( (x^{(1)}_1, x^{(2)}_1 + x^{(1)}_1 x^{(2)}_1) \right)^{2\ell}
\leq 2^{2\ell} \cdot \left( \mathbb{E}(x^{(1)}_1, x^{(2)}_1)^{2\ell} + \mathbb{E}(x^{(1)}_1 x^{(2)}_1)^{2\ell} \right)
= 2^{2\ell} \cdot \mathbb{E}(x^{(1)}_1, x^{(2)}_1)^{2\ell} + \left( \frac{4}{(k+1)^2} \right)^\ell,
\]

so

\[
\|L_{n,γ,θ,χ}\|_2^2 \leq 1 + \sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{16 \max(n, D)}{\ell} \right) \ell \mathbb{E}(x^{(1)}_1, x^{(2)}_1)^{2\ell} + \sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{16 \max(n, D)}{(k+1)^2\ell} \right) \ell.
\]

Using that \(n = o(k^2)\) and \(D = o(k^2)\), we have

\[
\sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{16 \theta^2 \max(n, D)}{(k+1)^2\ell} \right) \ell \leq o(1).
\]

For the remaining term, we have by Lemma 16 that there is an absolute constant \(C > 0\) such that

\[
\sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( \frac{16 \max(n, D)}{\ell} \right) \ell \mathbb{E}(x^{(1)}_1, x^{(2)}_1)^{2\ell} \leq \sum_{\ell=1}^{\lfloor D/2 \rfloor} \left( C \cdot \max(n, D) \cdot \left( \frac{1}{d} + \frac{\ell}{k^2} \right) \right) \ell.
\]

For this sum to be bounded by \(o(1)\), we want both \(\max(n, D) = o(d)\) and \(\max(n, D) = o(k^2/D)\). This is achieved if \(n = o(d)\) and \(nD = o(k^2)\) and \(D = o(k)\), so it is achieved under the conditions of the theorem with \(D \leq k^{\delta}\). Then

\[
\|L_{n,γ,θ,χ}\|_2^2 \leq 1 + o(1).
\]
Lemma 16 (Expectation bound) In the setting of Theorem 15, there exists an absolute constant $C > 0$ such that
\[
\mathbb{E}\langle x_{1}^{(1)}, x_{1}^{(2)}\rangle^{2\ell} \leq (CE)^{\ell} \left( \frac{1}{d} + \frac{\ell}{k^2} \right)^{\ell}.
\]

Proof Let $S_{1}, S_{2} \subset [d]$ be the sets of non-zero indices of $x_{1}^{(1)}$ and $x_{1}^{(2)}$ respectively. We have
\[
\mathbb{E}\langle x_{1}^{(1)}, x_{1}^{(2)}\rangle^{2\ell} = \frac{1}{(k+1)^{2\ell}} \mathbb{E}_{S_{1}, S_{2}} \mathbb{E} \left[ \sum_{i \in S_{1} \cap S_{2}} \rho_{i} \right]^{2\ell} \mathbb{E} |S_{1} \cap S_{2}|^{\ell},
\]
where $\rho_{i}$ are i.i.d. Rademacher variables. Then $\mathbb{E} \left[ \sum_{i \in S_{1} \cap S_{2}} \rho_{i} \right]^{2\ell} \leq (k+1)^{2\ell} \mathbb{E} |S_{1} \cap S_{2}|^{\ell}$. Let $a_{i} \in \{0, 1\}$ for $i \in [k]$ be the indicator that the $i$-th element of $S_{1}$ is also in $S_{2}$. Then $|S_{1} \cap S_{2}| = a_{1} + \ldots + a_{k}$. Also let $b_{i}$ for $i \in [k]$ be i.i.d. Ber($\frac{k}{d}$) variables. Then for any $S \subseteq [k]$ we have
\[
\mathbb{E} \prod_{i \in S} a_{i} = \frac{k}{d} \frac{k-1}{d-1} \ldots \frac{k-|S|+1}{d-|S|+1} \leq \left( \frac{k}{d} \right)^{|S|} = \mathbb{E} \prod_{i \in S} b_{i}.
\]
Then also $\mathbb{E} (a_{1} + \ldots + a_{k})^{\ell} \leq \mathbb{E} B^{\ell}$ where $B$ is a Bin($k, \frac{k}{d}$) variable. (Ahle, 2022, Corollary 1) gives that $\mathbb{E} B^{\ell} \leq \left( \frac{k^2}{d} + \frac{\ell}{2} \right)^{\ell}$. Therefore, overall
\[
\mathbb{E}\langle x_{1}^{(1)}, x_{1}^{(2)}\rangle^{2\ell} \leq \frac{(CE)^{\ell}}{(k+1)^{2\ell}} \left( \frac{k^2}{d} + \frac{\ell}{2} \right)^{\ell} \leq (CE)^{\ell} \left( \frac{1}{d} + \frac{\ell}{k^2} \right)^{\ell}.
\]

Appendix C. Statistical query lower bound for negative-spike sparse Wishart model

In this section, we prove a statistical query (SQ) lower bound for negative spike sparse Wishart model. Our proof heavily relies on an almost equivalence established between LDLR lower bounds and SQ lower bounds Brennan et al. (2020), and resembles the proof in section 8.3 of their paper.

C.1. SQ framework

The SQ framework is a restricted computational model where a learning algorithm can make certain types of queries to an oracle and get answers that are subject to a certain degree of noise Kearns (1998). We will focus on the SQ model with VSTAT queries which is used in Brennan et al. (2020), where the learning algorithm has access to the VSTAT oracle as defined below:
Definition 17 (VSTAT oracle) Given a query \( \phi : \mathbb{R}^d \to [0, 1] \) and a distribution \( D \) over \( \mathbb{R}^d \), the VSTAT(n) oracle returns \( \mathbb{E}_{x \sim D}[\phi(x)] + \zeta \) for an adversarially chosen \( \zeta \in \mathbb{R} \) such that \( |\zeta| \leq \max \left( \frac{1}{n}, \sqrt{\frac{\mathbb{E}[\phi(1-\mathbb{E}[\phi])]}{n}} \right) \).

One way to show an SQ lower bound is by computing the statistical dimension of the hypothesis testing problem, which is a measure on the complexity of the testing problem. In this paper, we use the following definition of statistical dimension introduced by Feldman et al. (2017):

Definition 18 (Statistical dimension) Let \( \mu_0 \) be some distribution with \( \mathcal{D}_0 \) as density function. Let \( S = \{\mu_u\} \) be some family of distributions indexed by \( u \), such that \( \mu_u \) has density function given by \( \mathcal{D}_u \). Consider the hypothesis testing problem between:

- Null hypothesis: sample i.i.d. from \( \mu_0 \),
- Alternative hypothesis: sample i.i.d. from \( \mu_u \) where \( u \) is sampled from some prior distribution \( \mu \).

For \( D_u \in S \), define the relative density \( \bar{D}_u(x) = \frac{D_u(x)}{D_0(x)} \) and the inner product \( \langle f, g \rangle = \mathbb{E}_{x \sim D_0}[f(x)g(x)] \). The statistical dimension \( \text{SDA}(S, \mu, n) \) measures the tail of \( \langle \bar{D}_u, \bar{D}_v \rangle - 1 \) with \( u, v \) drawn independently from \( \mu \):

\[
\text{SDA}(S, \mu, n) = \max \left\{ q \in \mathbb{N} : \mathbb{E}_{u,v \sim \mu} \left[ |\langle \bar{D}_u, \bar{D}_v \rangle - 1 | \mid A \right] \leq \frac{1}{n} \text{ for all events } A \text{ s.t. } \mathbb{P}_{u,v \sim \mu}(A) \geq \frac{1}{q^2} \right\}.
\]

We will use \( \text{SDA}(n) \) or \( \text{SDA}(S, n) \) when \( S \) or \( \mu \) are clear from the context. In Feldman et al. (2017), it was shown that the statistical dimension is a lower bound on the SQ complexity of the hypothesis test using VSTAT oracles:

**Theorem 19 (Theorem 2.7 of Feldman et al. (2017), Theorem A.5 of Brennan et al. (2020))** Let \( \mathcal{D}_0 \) be a null distribution and \( S \) be a set of alternative distributions. Then any (randomized) statistical query algorithm which solves the hypothesis testing problem between \( \mathcal{D}_0 \) and \( S \) with probability at least \( 1 - \gamma \) requires at least \((1 - \gamma) \text{SDA}(S, n)\) queries to VSTAT(n). The almost equivalence between SQ lower bounds and low-degree lower bounds is established in Brennan et al. (2020):

**Theorem 20 (Theorem 3.1 in Brennan et al. (2020), LDLR to SDA)** Let \( \ell \in \mathbb{N} \) with \( \ell \) even and \( S = \{D_v\}_{v \in S} \) be a collection of probability distributions with prior \( \mu \) over \( S \). Suppose that \( S \) satisfies:

- The \( \ell \)-sample high-degree part of the likelihood ratio is bounded by \( \left\| \mathbb{E}_{u \sim S}(\bar{D}_u^{\leq \ell}) \right\|_{\ell} \leq \gamma \).
- For some \( n \in \mathbb{N} \), the degree-\( \ell \) likelihood ratio is bounded by \( \left\| \mathbb{E}_{u \sim S}(\bar{D}_u^{\leq n}) - 1 \right\|_{\ell} \leq \varepsilon \).

Then for any \( q \geq 1 \), it follows that

\[
\text{SDA} \left( S, \frac{n}{q^{2/\ell}(\ell\varepsilon^{2/\ell} + \gamma^{2/\ell}n)} \right) \geq q.
\]
C.2. SQ lower bound for sparse negative-spike Wishart model

The sparse negative-spike Wishart model NegSPCAθ under the statistical query framework has the following form:

**Model 21 (Sparse spiked Wishart model in SQ model)**  Let \( d, k \in \mathbb{N} \) with \( d \geq k \) and \( \theta \in (0, 1) \). We define the NegSPCAθ problem in the statistical query case as the following distinguishing problem: We want to distinguish between the distributions \( \mathcal{P} \) or \( \mathcal{Q} \) defined as follows, using VSTAT oracle calls to them.

- **Planted distribution** \( \mathcal{P} \): Sample a unit vector \( \mathbf{x} \in \mathbb{R}^{d+1} \) with \( x_1 = -\frac{1}{\sqrt{k+1}} \) and \( x_\setminus 1 \) sampled uniformly from \( k \)-sparse \( \{ \pm \frac{1}{\sqrt{k+1}}, 0 \}^d \) vectors and fix it for the rest of the sampling procedure. Produce samples by sampling from \( N(0, \Id_{d+1} - \theta \cdot \mathbf{x} \mathbf{x}^\top) \).

- **Null distribution** \( \mathcal{Q} \): \( N(0, \Id_{d+1}) \).

Corresponding to Theorem 20, the set of distributions \( \mathcal{S} \) is parameterized by the random unit vector \( \mathbf{x} \), and is given by \( N(0, \Id_{d+1} - \theta \cdot \mathbf{x} \mathbf{x}^\top) \) in our setting. The prior distribution \( \mu \) is determined by the distribution of \( \mathbf{x} \).

Under the statistical query framework, we have the following lower bound:

**Theorem 22 (SQ lower bound for NegSPCAθ)**  Consider the NegSPCAθ model. Let \( 0 < \delta \leq 0.1 \) be an arbitrary absolute constant. Then, for \( n = o(\min(\frac{d}{k}, k^{2-2\delta})) \), we have the SQ lower bound \( SDA(\mathcal{S}, n) \geq 2k^\delta \).

To apply the almost equivalence relation between low-degree lower bounds and statistical query lower bounds, we need to prove the following lemma:

**Lemma 23**  Consider the NegSPCAθ model. Fix \( \delta \in (0, 0.1] \). Then for any \( \ell \leq k^\delta \), we have

\[
\left\| \mathbb{E}_{u \sim \mathcal{S}} \left( \tilde{D}_u^{>\ell} \right)^{\otimes \ell} \right\|^2 \leq k^{-\ell^2/3}.
\]

**Proof**  We follow the same proof as Lemma 8.21 in Brennan et al. (2020)\(^8\), and get

\[
\left\| \mathbb{E}_{u \sim \mathcal{S}} \left( \tilde{D}_x^{>\ell} \right)^{\otimes \ell} \right\|^2 \leq \ell^2 \ell^2 \left( 1 - 4\theta^2 \right) 2\ell^2 \mathbb{E}(\mathbf{x}^{(1)}, \mathbf{x}^{(2)})^{2\ell(\ell+1)},
\]

where \( \mathbf{x}^{(1)}, \mathbf{x}^{(2)} \) are independently sampled from the prior of the spike vector in the planted distribution, i.e., the first coordinates \( x_1^{(1)}, x_1^{(2)} \) are sampled uniformly from \( \{ \pm \sqrt{\frac{1}{k+1}} \} \) and the rest of the coordinates \( x_\setminus 1^{(1)}, x_\setminus 1^{(2)} \) are sampled uniformly from \( k \)-sparse \( \{ \pm \sqrt{\frac{1-\frac{1}{k+1}}{k}}, 0 \}^d \) vectors.

Following the proof of Theorem 15, we have

\[
\mathbb{E}(\mathbf{x}^{(1)}, \mathbf{x}^{(2)})^{2\ell(\ell+1)} \leq 2^{2\ell(\ell+1)} \cdot (C\ell(\ell + 1))^{\ell(\ell+1)} \cdot \left( \frac{1}{d} + \frac{\ell(\ell + 1)}{k^2} \right)^{\ell(\ell+1)} + \left( \frac{4}{(k+1)^2} \right)^{\ell(\ell+1)} .
\]

---

\(^8\) Particularly, we set their \( k \) and \( d \) to \( \ell \), and \( n \) to \( d \) in our setting.
As a result, when \( \ell \leq k^\delta \), we have
\[
\ell^2 (1 - 4\theta^2)^{2\ell^2} \mathbb{E}(x^{(1)}, x^{(2)})^{2\ell(\ell+1)} \leq \left(1/k^{1/3}\right)^{\ell^2},
\]
which finishes the proof.

**Proof** (Proof of Theorem 22) We apply Theorem 20 with \( n = o(\min(d, k^{2-\delta})) \), \( \ell = k^\delta \) and \( q = 2^\ell \).

By Lemma 23, we can take \( \gamma = k^{-\ell^2} \). By Theorem 15, we can take \( \epsilon = o(1) \). As a result, we have \( \text{SDA}(S, \frac{n}{100k^\delta}) \geq 2^k \).