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Abstract
We describe an open problem: reduce offline nonconvex stochastic optimization to regret minimization in online convex optimization. The conjectured reduction aims to make progress on explaining the success of adaptive gradient methods for deep learning. A prize of $500 is offered to the winner.

1. Introduction
Adaptive gradient methods are the most widely used optimization algorithms for training deep neural networks. The theory for these algorithms, starting from AdaGrad (Duchi et al., 2011; McMahan and Streeter, 2010), is often rooted in regret minimization in the context of online convex optimization (OCO) (Hazan et al., 2016).

The regret bounds of AdaGrad in the convex setting can be better or worse than those of stochastic gradient descent (SGD), up to the square root of the dimension factor, depending on the data. This advantage can be very significant, as the dimension in deep neural network training is extremely large, and it could explain the performance improvements of adaptive optimizers in training deep neural networks.

However, the regret guarantees of AdaGrad imply faster convergence only for convex optimization. For nonconvex optimization, a different reduction from regret minimization to optimization is required, and this is the subject of this open problem.

1.1. Related work
The analysis of adaptive gradient methods spans thousands of publications, and we omit a detailed survey in this open problem statement. Some recent advancements in the analysis of AdaGrad and related methods appear in Ward et al. (2019); Li and Orabona (2019); Zaheer et al. (2018); Défossez et al. (2022); Faw et al. (2022); Zhou et al. (2020). These results directly analyze the convergence of adaptive gradient methods to stationary points, rather than by reduction from regret in OCO.

There are a few benefits of a black-box reduction compared to a direct analysis:

- The convex world is simpler to analyze and we have tight regret bounds for many settings, in contrast to the more complex and general nonconvex optimization landscape.
- The best known regret bounds for OCO would imply faster rates for AdaGrad (and related methods) in certain scenarios than known by direct analysis.
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2. Problem statement

Assume we are given an algorithm $A$ for OCO, that has a guaranteed worst case regret bound. Given a convex constraint set $K \subseteq \mathbb{R}^d$ and an arbitrary sequence of convex cost functions $f_1, \ldots, f_T : K \to \mathbb{R}$, the algorithm guarantees that

$$\sum_{t=1}^{T} f_t(x_t) - \min_{x^* \in K} \sum_{t=1}^{T} f_t(x^*) \leq \text{Regret}_T(A).$$

For example, the online gradient descent (OGD) algorithm guarantees $\text{Regret}_T(OGD) \leq \frac{3}{2}GD\sqrt{T}$, where $D$ is the diameter of $K$ in $\ell_2$ norm, and $G$ is an upper bound on the Lipschitz constant of $\{f_t\}_{t=1}^{T}$. We are interested in the regret guarantee’s dependence on the time horizon and dimension.

The problem is to design a black box-reduction from offline stochastic nonconvex optimization to OCO with a guaranteed performance that depends on the regret of $A$. The performance metric we target is the average gradient norm across iterations, which is also the metric for finding an approximate stationary point. We make the following assumptions on the nonconvex objective function $f : \mathbb{R}^d \to \mathbb{R}$, and for the sequel, $\| \cdot \|$ denotes the $\ell_2$ norm of a vector.

**Assumption 1** The function $f$ is $\beta$-smooth: it is differentiable and for all $x, y \in \mathbb{R}^d$, 

$$\| \nabla f(x) - \nabla f(y) \| \leq \beta \| x - y \|.$$

**Assumption 2** We are given a starting point $x_1$, such that the distance in function value to optimality satisfies $f(x_1) - f(x^*) \leq M$.

We have access to a stochastic gradient oracle $O$ that is unbiased and has bounded variance.

**Definition 3** Let $O : \mathbb{R}^d \to \mathbb{R}^d$ denote the stochastic gradient oracle, where given $x$, $O$ outputs a gradient estimator $\tilde{\nabla} f(x) : O(x) = \tilde{\nabla} f(x)$.

**Assumption 4** For any $x \in \mathbb{R}^d$, $E[\tilde{\nabla} f(x)] = \nabla f(x)$, and $E[\| \tilde{\nabla} f(x) - \nabla f(x) \|^2] \leq \sigma^2$.

We would like to obtain a sequence of points $x_1, \ldots, x_T \in \mathbb{R}^d$ such that

$$\frac{1}{T} \sum_{t=1}^{T} E \left[ \| \nabla f(x_t) \|^2 \right] \leq O \left( \frac{\sqrt{M\beta} \cdot \text{Regret}_T(A)}{T} \right).$$

(1)

2.1. Why is this open problem important?

The convergence rate of SGD for smooth nonconvex optimization is known to be $O \left( \sigma \sqrt{\frac{\beta M}{T}} \right)$ (Ghadimi and Lan, 2013), where $\sigma^2$ is an upper bound on the variance, $E[\| \tilde{\nabla} f(x) - \nabla f(x) \|^2]$. Note that this quantity implicitly depends on the problem dimension. The conjecture recovers this rate in the special case where the gradients are sampled from a stationary distribution and using the regret bound of the lazy variant of Online Gradient Descent (Hazan and Kale, 2010), as detailed in

---

2. We assume this regret bound is deterministic for simplicity, but generalizations can be considered similarly.
section A.1. Plugging in the regret bound of AdaGrad in the conjectured equation (1) would give a similar rate in terms of the number of iterations, i.e. $\frac{1}{\sqrt{T}}$, which is known to be tight (Arjehani et al., 2023). However, in terms of the dimension dependence, the regret bound of Adagrad would imply convergence up to $\sqrt{d}$ faster in certain cases due to a different measure of the diameter of the decision set. The variance term will instead scale as $D_\infty \text{Tr}(\text{diag}(\sum_{t=1}^{T} \nabla f(x_t)\nabla f(x_t)^T)^{1/2})$, where $D_\infty$ is the infinity-norm diameter of some decision set. This would also apply to Adam (Kingma and Ba, 2014) and most other adaptive gradient methods whose theory is based on regret in OCO.

We survey partial progress and reductions that are close in spirit to the required bound, but they do not obtain the desired provable speedup.

2.2. Constrained vs. unconstrained optimization

For nonconvex optimization over a constrained set, it is in general computationally hard to find a point with small gradient norm (Hazan et al., 2017). Therefore, the standard assumption in nonconvex optimization is unbounded domain and bounded function value difference between the initial point and the minimum. Alternatively, other solutions have been proposed such as bounding the projected gradient (Hazan et al., 2017).

3. Existing and recent progress

A reduction similar to the one proposed was put forth in previous works (Paquette et al., 2018; Wang and Srebro, 2019; Agarwal et al., 2019). This reduction is episodic, and an algorithmic template from Agarwal et al. (2019) is presented in Algorithm 1.

**Algorithm 1** Nonconvex to convex reduction

<table>
<thead>
<tr>
<th>Algorithm 1 Nonconvex to convex reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> OCO algorithm $A$, $\beta$-smooth objective $f$, stochastic gradient oracle $O$, parameters $\lambda, w$</td>
</tr>
<tr>
<td><strong>for</strong> $k = 1$ to $K$ <strong>do</strong></td>
</tr>
<tr>
<td>Let $f_k(x) = f(x) + \frac{\lambda}{2}|x - x_k|^2$ be the regularized loss of the $k$-th epoch.</td>
</tr>
<tr>
<td>Apply $A$ to obtain $x_{k+1}$ after $w$ steps of the algorithm starting from $x_k$, using $O$.</td>
</tr>
<tr>
<td><strong>end for</strong></td>
</tr>
<tr>
<td><strong>return</strong> $x_{k^<em>}$ such that $k^</em> = \arg\min_k |\nabla f(x_k)|$.</td>
</tr>
</tbody>
</table>

Theorem A.2 of Agarwal et al. (2019) gives a provable convergence rate for this reduction in terms of the number of stochastic oracle calls $(Kw)$ and the regret of the OCO algorithm $A$. It is, however, unsatisfactory since the regret is taken over parts of the sequence rather than the entire sequence, and other subtleties.

Notable progress has been made recently by Cutkosky et al. (2023), who give a black-box reduction with provable guarantees. Instead of regularizing the losses to be strongly convex, their reduction leverages online learning over linearized losses to "predict" an update direction. However, their approach implies a bound close to that of Equation (1) but with the adaptive regret notion of Hazan and Seshadri (2009) rather than regret.

---

3. It is sometimes referred to in the COLT community as “Naman’s Lemma”.
4. The actual lemma is phrased in terms of optimization performance, but it can be rephrased in terms of regret.
A non-episodic variant of Algorithm 1 was attempted by Chen et al. (2023), where the following procedure was studied in the finite-sum setting:

**Algorithm 2 Nonconvex to convex reduction, second variant**

Input: OCO algorithm \( \mathcal{A} \), \( \beta \)-smooth objective function \( f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) \).

for \( t = 1 \) to \( T \) do

   Let \( f_t(x) \) be the loss function defined by the \( t \)-th batch of examples.
   Let \( \tilde{f}_t(x) = f_t(x) + \beta \| x - x_{t-1} \|^2 \) be the strongly convex regularized loss.
   Apply a single step of \( \mathcal{A} \) to obtain \( x_{t+1} = \mathcal{A}(\tilde{f}_1, ..., \tilde{f}_t) \).

end for

return \( x_{t^*} \) such that \( t^* = \arg\min_t \| \nabla f(x_t) \| \).

A similar bound to (1) can be obtained, but with the dynamic regret notion instead regret. Dynamic regret is intimately related to adaptive regret, as adaptive regret can be reduced to dynamic regret. This reduction is perhaps the most direct, in the sense that applying it with AdaGrad (or Adam or any other adaptive gradient method) is exactly running it on the regularized nonconvex function with stochastic gradients. The guarantee is stated in the lemma below, and the proof is in the appendix.

Let \( \text{DynamicRegret}_\mathcal{A}(f_1:T, \hat{x}_1:T) \) denote the dynamic regret of algorithm \( \mathcal{A} \) over a sequence of functions, \( f_1, ..., f_t \), under the sequence of comparators \( (\hat{x}_1, ..., \hat{x}_T) \), i.e.

\[
\text{DynamicRegret}_\mathcal{A}(f_1:T, \hat{x}_1:T) = \sum_{t=1}^{T} (f_t(x_t) - f_t(\hat{x}_t)).
\]

We further assume that we have independent batches at every time step, a standard assumption in stochastic optimization.

**Assumption 5** The set of batches that we receive at each time step is dependent of each other, and also of the iterates \( x_t \).

**Lemma 6** Let \( x_t^* \) denote a minimizer of \( \bar{f}_t(x) = f(x) + \beta \| x - x_{t-1} \|^2 \). Then the iterates \( x_t \) in Algorithm 2 satisfy

\[
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} [ \| \nabla f(x_t) \|^2 ] \leq \frac{6\beta}{T} \left( M + \mathbb{E} \left[ \text{DynamicRegret}_\mathcal{A}(\bar{f}_2:T+1, x_2:T+1) \right] \right),
\]

where the expectation is taken over the randomness of the batches and the algorithm \( \mathcal{A} \).

It is more subtle to bound the dynamic regret, and it is more difficult to derive optimization guarantees using this notion.

**4. The Prize**

We offer $500 for an efficient black-box reduction giving the bound (1).
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Appendix A. Proof of Lemma 6

Proof Let \( \mathbb{E}_{f_t} \) denote the expectation taken over the random batch in the definition of \( \tilde{f}_t \). We have the following descent lemma:

\[
\begin{align*}
f(x_{t-1}) - f(x_t) &= \mathbb{E}_{f_t} \left[ \tilde{f}_t(x_{t-1}) - \tilde{f}_t(x_t) + \beta \| x_{t-1} - x_t \|^2 \right] \\
&\geq \mathbb{E}_{f_t} \left[ \tilde{f}_t(x_{t-1}) - \tilde{f}_t(x_t) \right] \\
&= \tilde{f}_t(x_{t-1}) - \tilde{f}_t(x_t) \\
&\geq \frac{1}{6\beta} \| \nabla f(x_{t-1}) \|^2 - \mathbb{E}_{f_t} \left[ \tilde{f}_t(x_t) - \tilde{f}_t(x_t^*) \right].
\end{align*}
\]

(smoothness)

Rearranging,

\[
\| \nabla f(x_{t-1}) \|^2 \leq 6\beta \left( f(x_{t-1}) - f(x_t) + \mathbb{E}_{f_t} \left[ \tilde{f}_t(x_t) - \tilde{f}_t(x_t^*) \right] \right).
\]

Summing up over the iterations and taking an unconditional expectation,

\[
\begin{align*}
\mathbb{E} \left[ \sum_{t=1}^T \| \nabla f(x_t) \|^2 \right] &\leq 6\beta \mathbb{E} \left[ \sum_{t=2}^{T+1} \left( f(x_{t-1}) - f(x_t) + (\tilde{f}_t(x_t) - \tilde{f}_t(x_t^*)) \right) \right] \\
&\leq 6\beta \left( f(x_1) - f(x_{T+1}) + \mathbb{E} \left[ \sum_{t=2}^{T+1} \tilde{f}_t(x_t) - \tilde{f}_t(x_t^*) \right] \right).
\end{align*}
\]

Thus the average gradient norm satisfies

\[
\begin{align*}
\mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^T \| \nabla f(x_t) \|^2 \right] &\leq 6\beta \left( \frac{M}{T} + \frac{1}{T} \mathbb{E} \left[ \sum_{t=2}^{T+1} \tilde{f}_t(x_t) - \tilde{f}_t(x_t^*) \right] \right) \\
&\leq 6\beta \left( \frac{M}{T} + \frac{1}{T} \mathbb{E} \left[ \text{DynamicRegret}_A(\tilde{f}_{2:T+1}, x_{2:T+1}^*) \right] \right).
\end{align*}
\]

A.1. Applying the reduction with OGD

Recall that the open problem requests the following bound:

\[
\frac{1}{T} \sum_{t=1}^T \mathbb{E} \left[ \| \nabla f(x_t) \|^2 \right] \leq O \left( \frac{\sqrt{M\beta} \cdot \text{Regret}_T(A)}{T} \right).
\]

Suppose we have linear losses with loss vectors \( g_1, \ldots, g_T \), the lazy FTRL algorithm with Euclidean regularization has the following regret bound from Theorem 3 of Hazan and Kale (2010),

\[
\text{Regret}_T(\text{Lazy-OGD}) = D \min_{\mu \in \mathbb{R}^d} \sqrt{\sum_{t=1}^T \| g_t - \mu \|^2}.
\]
Notice that if $g_1, \ldots, g_T$ are the linearized losses, and if they come from a stationary distribution, eg. we are at a stationary point, then

$$\mathbb{E}[\text{Regret}_T(\text{Lazy-OGD})] \leq D\sigma\sqrt{T}.$$  

We obtain:

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \|\nabla f(x_t)\|^2 \right] \leq O\left(\sigma \sqrt{\frac{M\beta}{T}}\right).$$