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Abstract

We introduce a computationally efficient algorithm for zeroth-order bandit convex optimisation1

and prove the following two results:

Theorem 1 There exists an algorithm such that with probability at least 1− δ,

Regn ≤


d3.5

√
n polylog(n, d, 1/δ) Adversarial;

d1.5
√
n polylog(n, d, 1/δ) Stochastic,K in John’s position or symmetric isotropic;

d1.75
√
n polylog(n, d, 1/δ) Stochastic,K isotropic.

Bandit convex optimisation is framed as a game between a learner and an adversary where
the learner plays actions in a convex, compact set K ⊂ Rd with nonempty interior. The adversary
secretely chooses a sequence of convex functions ℓ1, . . . , ℓn → [0, 1]. In round t, the learner chooses
an action At ∈ K, suffers loss ℓt(At) and observes ℓt(At) + εt with εt a conditionally subgaussian
random variable. The goal in bandit convex optimisation is to control the regret:

Regn = sup
x∈K

n∑
t=1

(ℓt(At)− ℓt(x)).

In the stochastic setting it is assumed that ℓt = ℓ for all t = 1, . . . , n.
Our algorithm is based on the bandit version of online Newton step for the stochastic uncon-

strained bandit convex optimisation by Lattimore and György [2023], which estimates the gradients
and Hessian through a Gaussian smoothed version of the losses. Some crucial new ingredients are
added to handle the constraint set and the adversarial setting. We provide a reduction from uncon-
strained to constrained bandit convex optimisation based on a generalisation of the convex extension
proposed by Mhammedi [2022] for the full information setting. The convex extension is not nicely
behaved outside the constraint set, but we show that due to the design of the extension our meta-
algorithm mostly plays on or close to the constraint set where the extension is well behaved. Finally,
in the adversarial setting we employ an improved version of the restarting condition used by Suggala
et al. [2021].

1. Extended abstract. Full version appears as [arXiv:2406.06706v1]
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