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Abstract

Local SGD is a popular optimization method in distributed learning, often outperforming mini-batch SGD. Despite this practical success, proving the efficiency of local SGD has been difficult, creating a significant gap between theory and practice. We provide new lower bounds for local SGD under existing first-order data heterogeneity assumptions, showing these assumptions cannot capture local SGD’s effectiveness. We also demonstrate the min-max optimality of accelerated mini-batch SGD under these assumptions. Our findings emphasize the need for improved modeling of data heterogeneity. Under higher-order assumptions, we provide new upper bounds that verify the dominance of local SGD over mini-batch SGD when data heterogeneity is low.
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1. Introduction

We consider the following distributed optimization problem on $M$ machines,

$$
\min_{x \in \mathbb{R}^d} \left( F(x) := \frac{1}{M} \sum_{m \in [M]} F_m(x) \right),
$$

where $F_m := \mathbb{E}_{z_m \sim D_m[f(x; z_m)]]}$ is a stochastic objective on machine $m$, defined using a smooth, convex and differentiable loss function $f(\cdot; z \in Z)$ and a data distribution $D_m \in \Delta(Z)$. Problem (1) is ubiquitous in machine learning—from training in a data center on multiple GPUs (Krizhevsky
et al., 2012), to decentralized training on millions of devices (McMahan et al., 2016b,a). Perhaps
the simplest, most basic, and most important distributed setting for solving Problem (1) is that of
intermittent communication (IC) (Woodworth et al., 2018), where \( M \) machines work in parallel
over \( R \) communication rounds to optimize objective (1), and during each round of communication,
each machine may sequentially compute \( K \) stochastic gradient estimates (c.f., Figure 3).

While several stochastic gradient descent (SGD) methods have been proposed for solving prob-
lem (1) in the IC setting, most of them (Kairouz et al., 2019; Wang et al., 2021) are variants of
local SGD (update (5)) or mini-batch SGD (update (6)). In local SGD, each machine in parallel
computes \( K \) sequential stochastic gradients, and then the resulting updates are averaged across
the machines at each round of communication. In practice, this simple algorithm often outperforms all
other first-order optimization algorithms (Charles et al., 2021; Wang et al., 2022), including mini-
batch SGD (Lin et al., 2018; Woodworth et al., 2020a). As such, there has been a concerted effort
to understand the effectiveness of local SGD for more than a decade (Mcdonald et al., 2009; Zinke-
vich et al., 2010; Zhang et al., 2016; Stich, 2018; Dieuleveut and Patel, 2019; Khaled et al., 2020;
Koloskova et al., 2020; Woodworth et al., 2020a; Karimireddy et al., 2020b; Woodworth et al.,
2020b; Yuan and Ma, 2020; Woodworth et al., 2021; Glasgow et al., 2022; Wang et al., 2022).

In the homogeneous setting, when \( D_m = D \) for each \( m \in [M] \), Woodworth et al. (2021) showed
that the min-max optimal algorithm for optimizing problem (1) with smooth and convex objectives,
is the best of (accelerated) local and mini-batch SGD. Unfortunately, their results also implied
that local SGD can outperform mini-batch SGD only when even SGD on a single machine (i.e.,
without any collaboration) also outperforms mini-batch SGD! This result was surprising because,
in practice, local SGD almost always outperforms both single-machine SGD and mini-batch SGD
(McMahan and Ramage, 2017; Charles et al., 2021). The most likely reason for this disparity
between theory and practice is that the homogeneous setting is too simplistic. In practice, the data
distributions of different machines are “similar” but not the same, making collaboration pivotal.

Towards this end, several works (Khaled et al., 2020; Karimireddy et al., 2020b; Koloskova
et al., 2020; Woodworth et al., 2020b; Yuan and Ma, 2020; Glasgow et al., 2022; Wang et al., 2022)
have tried to capture the similarity between machine’s distributions by using “data heterogeneity”
assumptions. However, most of these works either fail to show a theoretical advantage of local SGD
over mini-batch SGD (Khaled et al., 2020; Karimireddy et al., 2020b; Koloskova et al., 2020) or
they need to make restrictive assumptions that do not allow any interesting data heterogeneity (c.f.,
Assumption 2 of Woodworth et al. (2020b)). This inability to theoretically explain the effective-
ness of local SGD presents a big gap between the theory and practice of distributed optimization.
Recently Wang et al. (2022) called this the “unreasonable effectiveness of local SGD”. In this pa-
per, we further this discourse about the usefulness of local SGD by providing new lower and upper
bounds for solving problem (1) in the IC setting. Our key theoretical insights are as follows:

1. **Existing first-order heterogeneity assumptions are insufficient for local SGD.** We provide
a new lower bound for local SGD (Theorem 9) in the general convex setting. Our core finding is:

   *There is a smooth, convex, and quadratic problem such that local SGD cannot get
   arbitrarily close to the shared optimum of the clients with finite communication.*

Our lower bound precludes dominance of local SGD over mini-batch SGD under the following
heterogeneity assumption considered by several existing works (Koloskova et al., 2020; Woodworth
et al., 2020b; Glasgow et al., 2022).
Assumption 1 (Bounded First-Order Heterogeneity at Optima) A set of objectives \( \{ F_m \}_{m \in [M]} \) satisfy \( \zeta \)-first-order heterogeneity at the optima if for all minimizers of the average objective \( x^* \in \arg \min_{x \in \mathbb{R}^d} F(x) \),

\[
\frac{1}{M} \sum_{m \in [M]} \| \nabla F_m(x^*) \|_2^2 \leq \zeta^2.
\]

We show that the above assumption, while a natural measure of data-heterogeneity, can not avoid some basic pathologies of distributed learning with convex objectives. Our lower bound also precludes any dominance of local SGD over mini-batch SGD under another similar assumption postulated by Wang et al. (2022) (Assumption 6 in Appendix C).

2. Accelerated mini-batch SGD is min-max optimal when machines have shared optima. We provide a new algorithm-independent lower bound (Theorem 11) under Assumption 1 (and Assumption 6), showing that accelerated mini-batch SGD is min-max optimal under this assumption! This conclusion is surprising, and while it further deepens the theory-practice disparity, it concludes a recent line of work on identifying the min-max optimal algorithm in the general convex setting under related first-order heterogeneity assumptions (Khaled et al., 2020; Koloskova et al., 2020; Woodworth et al., 2020b; Glasgow et al., 2022; Wang et al., 2022).

Together our lower bounds (Theorems 9 and 11) imply that existing first-order assumptions are insufficient to understand the effectiveness of local SGD, in that they do not characterize a measure of data heterogeneity, reducing which would allow local update steps to be useful. This motivates us to consider higher-order assumptions in addition to first-order ones.

3. Local SGD shines under higher-order heterogeneity and smoothness assumptions. We provide a new upper bound (Theorem 15) for local SGD improving the analysis of Woodworth et al. (2020b) by capturing the effect of second-order heterogeneity (Assumption 3) and third-order smoothness (Assumption 4). While our upper bound depends on the restrictive Assumption 2 of Woodworth et al. (2021), it relaxes local SGD’s dependence on the assumption, i.e., our analysis implies a benefit of local updates with much larger data heterogeneity than that implied by the analysis of Woodworth et al. (2020b). This hints that higher-order assumptions indeed enhance the benefit of local updates. We explore this further by considering the special case when all the client objectives are strongly convex quadratics. In this setting, we provide a new upper bound (Theorem 22) for local SGD, underlining that Assumptions 1 and 3 control the discrepancy between the fixed point of local SGD and the minimizer of \( F \) in problem (1).

Notation. We use \( \cong, \preceq, \) and \( \succeq \) to refer to equality and inequality up to absolute numerical constants. We denote the set \( \{ i, i+1, \ldots , n \} \) by \( [i,n] \) and when \( i = 1 \) by \( [n] \). \( \| . \|_2 \) refers to the \( L_2 \) norm when applied to vectors in \( \mathbb{R}^d \) and the spectral norm when applied to matrices in \( \mathbb{R}^{d \times d} \).

2. Setting and Preliminaries

Note that an instance of Problem (1) can be characterized by the client distributions \( \{ D_m \in \Delta(Z) \}_{m \in [M]} \) and a differentiable loss function \( f( , ; z \in Z) : \mathbb{R}^d \to \mathbb{R} \). We will denote the set of all such problem instances by \( \mathcal{P} \). To further restrict the problems we will study, we assume that for all \( m \in [M] \), the objective function \( F_m \) is convex, and \( H \)-smooth, i.e., for all \( m \in [M], x, y \in \mathbb{R}^d \),

\[
F_m(x) \leq F_m(y) + \langle \nabla F_m(y), x - y \rangle + \frac{H}{2} \| x - y \|_2^2.
\]
Table 1: Summary of old and new results (up to logarithmic factors) for problem instances in the class $\mathcal{P}_{H,B,\sigma}^\zeta$, i.e., under Assumption 1. Throughout we assume $\frac{\sigma B}{\sqrt{MKR}} \leq HB^2$.

We also assume that each machine $m \in [M]$ computes stochastic gradients of $F_m$ in the IC setting by sampling from its distributions $z \sim D_m$, and that for all $x \in \mathbb{R}^d$,

$$E_{z \sim D_m} [\nabla f(x; z)] = \nabla F_m(x), \text{ and } E_{z \sim D_m} \left[ \|\nabla f(x; z) - \nabla F_m(x)\|_2^2 \right] \leq \sigma^2 . \quad (3)$$

Finally, we assume that the average objective $F$ has bounded optima, i.e.,

$$\|x^*\|_2 \leq B, \forall x^* \in S^* := \arg \min_{x \in \mathbb{R}^d} F(x). \quad (4)$$

We will denote the class of all the problems satisfying these assumptions\(^1\) by $\mathcal{P}_{H,B,\sigma}^{H,B,\sigma}$. With this, we are ready to describe our algorithms with intermittent communication. We can write the update for round $r \in [R]$ for local SGD (with $x_{r,0}^m = x_{r-1}$, $\forall m \in [M]$) and mini-batch SGD as follows.

**Local SGD**

\[\begin{align*}
\forall m \in [M], k \in [0, K-1] : \\
g_{r,k}^m &= \nabla f(x_{r,k}; z_{r,k}^m), \quad z_{r,k}^m \sim D_m, \\
x_{r,k+1}^m &= x_{r,k}^m - \eta g_{r,k}^m, \\
x_r &= x_{r-1} + \frac{\beta}{M} \sum_{m \in [M]} (x_{r,K}^m - x_{r-1})
\end{align*}\]  

**Mini-batch SGD**

\[\begin{align*}
\forall m \in [M], k \in [0, K-1] : \\
g_{r,k}^m &= \nabla f(x_{r-1}; z_{r,k}^m), \quad z_{r,k}^m \sim D_m, \\
x_r &= x_{r-1} - \frac{\beta}{M} \sum_{m \in [M], k \in [0,K-1]} g_{r,k}^m.
\end{align*}\]

For local SGD, $\eta$ is referred to as the inner step size, while $\beta$ is the outer step size. Setting $\beta = 1$ recovers “vanilla local SGD” with a single step size which has been analyzed in several earlier

\(^1\) Note that when $\sigma = 0$, i.e., in the noiseless setting, then the problem instance is characterized by $\{F_m\}_{m \in [M]}$. 


works (Stich, 2018; Dieuleveut and Patel, 2019; Khaled et al., 2020; Woodworth et al., 2020a). The main difference in the mini-batch update compared to vanilla local SGD is that its local gradient is computed at the same point for the entire communication round. Due to this, mini-batch SGD is not impacted by data heterogeneity, as it optimizes $F$ without getting affected by the multi-task nature of problem (1) (for more discussion, see Woodworth et al. (2020b)). This, however, is also the reason why local SGD can intuitively outperform mini-batch SGD: because it has more effective updates compared to mini-batch SGD (for e.g., without noise, i.e., $\sigma = 0$, $KR$ v/s $R$ updates).

When the data heterogeneity is “low”, the iterates on different machines would not go too far between communication rounds, a.k.a., local SGD will have a small “consensus error”. In the extreme homogeneous setting, the iterates on different machines will be the same in expectation. We will denote the class of homogeneous problems by $\mathcal{P}_{\text{hom}}^{H,B,\sigma} \subseteq \mathcal{P}^{H,B,\sigma}$. Most heterogeneity assumptions are variants of first-order assumptions, which impose restrictions on the gradients of functions in the class $\mathcal{P}$. Unfortunately, assuming $\mathcal{X}$ to be $\mathbb{R}^d$ makes the above assumption too restrictive, for e.g., quadratic functions in the class $\mathcal{P}_{\zeta}(\mathbb{R}^d)$ must have the same Hessian.

**Assumption 2 (Bounded First-Order Heterogeneity)** A set of objectives $\{F_m\}_{m \in [M]}$ satisfy $\zeta$-first-order heterogeneity on the domain $\mathcal{X} \subseteq \mathbb{R}^d$ if,

$$\sup_{x \in \mathcal{X}, m \in [M]} \|\nabla F_m(x) - \nabla F(x)\|_2^2 \leq \zeta(\mathcal{X})^2.$$\n
We will refer to problems satisfying Assumption 2 on $\mathcal{X}$ by $\mathcal{P}_{\zeta}(\mathcal{X})$ and omit the dependence on $\mathcal{X}$ when it is clear from the context. Woodworth et al. (2020b) showed an advantage of vanilla local SGD over mini-batch SGD under Assumption 2 on the unbounded domain $\mathcal{X} = \mathbb{R}^d$ (see Table 2). Unfortunately, assuming $\mathcal{X}$ to be $\mathbb{R}^d$ only allows heterogeneity in linear terms. In the noiseless setting, i.e., when $\sigma = 0$, such heterogeneity can be adjusted for using one round of communication at the beginning of optimization by computing the gradient at 0 on all machines and transmitting $\nabla F(0)$ to the machines. At each round, the machines add the correction $\nabla F(0) - \nabla F_m(0)$ to their gradients and behave as if the problem were homogeneous!

The restrictiveness of Assumption 2 on $\mathbb{R}^d$ is precisely why several papers (Khaled et al., 2020; Karimireddy et al., 2020b; Koloskova et al., 2020) have considered relaxed versions of the assumption. A natural relaxation is to assume Assumption 2 on $\mathcal{X} = S^*$, the set of optima of $F$, which is precisely Assumption 1. We will denote $\zeta_* := \zeta(S^*)$, and define the problem class of problems satisfying Assumption 1 by $\mathcal{P}_{\zeta_*}^{H,B,\sigma} := \mathcal{P}_{\zeta}(S^*)$. We can make several interesting remarks related to interpretations of Assumption 1.

**Remark 2 ($\mathcal{P}_{\text{hom}}^{H,B,\sigma} = 0 \approx \mathcal{P}_{\zeta}(\mathbb{R}^d)$)** Essentially, Assumption 2 on $\mathbb{R}^d$ only allows heterogeneity in linear terms. In the noiseless setting, i.e., when $\sigma = 0$, such heterogeneity can be adjusted for using one round of communication at the beginning of optimization by computing the gradient at 0 on all machines and transmitting $\nabla F(0)$ to the machines. At each round, the machines add the correction $\nabla F(0) - \nabla F_m(0)$ to their gradients and behave as if the problem were homogeneous!

*Note that $\zeta_* = 0$ does not imply we are in the homogeneous regime—all it says is that the machines should have some shared optimum. This is in contrast to Assumption 2 with $\mathcal{X} = \mathbb{R}^d$, where $\zeta = 0$ implies that $F_m$’s have to be the same except for constants. Thus, assuming $\zeta_* < \infty$ (or even $\zeta_* = 0$) does allow for interesting data heterogeneity.*
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Let us first consider vanilla local SGD, i.e., \( \beta = 1 \). We run local SGD on both machines initialized at \( \theta \), we do not have any noise.

Remark 3 (Approximate Simultaneous Realizability) \( \text{In a learning setting, Assumption 1 can be interpreted as an approximate simultaneous realizability assumption for } \mathcal{D}_m \text{'s, measuring how good the solution for the average objective } F \text{ for any individual machine. Besides literature on data heterogeneity in distributed optimization, the simultaneous realizability assumption also appears in the collaborative PAC learning literature (Blum et al., 2017; Nguyen and Zakynthinou, 2018; Haghtalab et al., 2022) and in the context of defections in federated learning (Han et al., 2023).} \)

Remark 4 (Approximate Simultaneous Realizability) \( \text{Denote the set of optima of machine } m \in [M] \text{ by } S^*_m := \arg \min_{x \in \mathbb{R}^d} F_m(x). \text{ Assume the machines have some shared optimum } x^* \in \cap_{m \in [M]} S^*_m, \text{ then in fact all their optima should be shared, i.e., } S^* = \cap_{m \in [M]} S^*_m. \text{ This observation implies that all points in } S^* = \cap_{m \in [M]} S^*_m \text{ are fixed points of local gradient descent with any } K \geq 1 \text{ (Pathak and Wainwright, 2020). Interestingly, beyond the setting of shared optima, for } K > 1, \text{ there is no simple closed form for the fixed points of local gradient descent. Since } \zeta^* = 0 \text{ implies that the machines do have a shared optimum, Assumption 1 intimately "controls" the convergence behavior of local GD.} \)

Unfortunately, no known analysis has shown that local SGD improves over mini-batch SGD on the class \( \mathcal{P}^{H,B,\sigma}_{\zeta^*} \) (see Table 1). Based on the best known lower bound by Glasgow et al. (2022) (see Table 1), it is still possible that local SGD could improve upon (accelerated) mini-batch SGD when \( \zeta^* \) and \( \sigma \) are small, but \( K \) is large. For instance, in the extreme case when \( \sigma = \zeta^* = 0 \), even if \( K \to \infty \) but \( R \) is small, accelerated large mini-batch SGD will not have zero function sub-optimality. In contrast, if the lower bound by Glasgow et al. (2022) were tight, local SGD would get zero function sub-optimality in such a regime. This raises the following question:

\begin{center}
**Can local SGD dominate mini-batch SGD on the class } \mathcal{P}^{H,B,\sigma}_{\zeta^*} \text{ for small } \zeta^*? \)
\end{center}

We will answer this question negatively in the next section, and also establish the min-max optimality of mini-batch SGD amongst zero-respecting algorithms in the IC setting on the class \( \mathcal{P}^{H,B,\sigma}_{\zeta^*} \).

3. Middling Utility of First-order Heterogeneity Assumptions in the Convex Setting

Our lower bounds in this section are based on the key insight presented in Remark 3, i.e., even if the machines have a shared optimum, i.e., \( S^* \neq \emptyset \) (see Remark 4), the problem instance need not be homogeneous. As a motivating example, assume there are two machines, we do not have any noise, i.e., \( \sigma = 0 \) and the objectives of the machines for all \( x = (x[1], x[2]) \in \mathbb{R}^2 \) are given by,

\[
F_1(x) = \frac{H}{2} (x[1] - x^*[1])^2 \text{ and } F_2(x) = \frac{H}{2} (x[2] - x^*[2])^2 ,
\]

where \( x^* = (x^*[1], x^*[2]) \in \mathbb{R}^2 \) is the unique optimum of \( F(x) = \frac{H}{4} \| x - x^* \|^2_2 \). Note that each machine’s objective is \( H \)-smooth and satisfies Assumption 1 with \( S^* = \{ x^* \} \) and \( \zeta^* = 0 \). Assuming we run local SGD on both machines initialized at \( (0,0) \), then the iterate after \( R \) rounds is given by,

\[
x_R = x^* \left( 1 - \frac{\beta}{2} \left( 1 - (1 - \eta H)^K \right)^R \right) .
\]

Let us first consider vanilla local SGD, i.e., \( \beta = 1 \). The above expression (proved in Appendix B) implies that even if \( K \to \infty \), \( x_R \) does not converge to \( x^* \) for finite \( R \). This implies that the lower bound from Glasgow et al. (2022), which goes to 0 when \( K \to \infty \), must be loose.
Remark 6 (The Role of the Outer Step-size) Note that for Example 7, if we set $\beta = 2$, $x_R$ will converge to $x^*$ in a single communication round when $K \to \infty$! Thus, at least in this example, we can not rule out the lower bound by Glasgow et al. (2022) if we use the correct outer step size. This example re-emphasizes the role of outer step-size (Charles and Konecny, 2020; Jhunjhunwala et al., 2023) and provides a separation between vanilla local SGD and local SGD with two step-sizes.

In the following proposition, we extend this idea to obtain a lower bound for any outer step size $\beta$.

**Proposition 7** For any $K \geq 2$, $R, M, H, B$, and $\sigma = 0$ there exist $\{F_m\}_{m \in [M]}$ in the problem class $\mathcal{P}^{H,B,\sigma=0}$, s.t. the local GD iterate $x_R$ with any step-size $\eta, \beta > 0$, and initialized at zero has:

$$
\mathbb{E} [F(\hat{x}_R)] - F(x^*) \geq \frac{HB^2}{R}.
$$

The above proposition formalizes the idea presented in our motivating example (7), showing that local GD can not reach arbitrary function sub-optimality with finite $R$ but infinite $K$ for any $\beta$. In fact, we also use a quadratic construction to prove the proposition. This lower bound also precludes any domination over gradient descent on $F$ with $R$ updates, which is indeed the noiseless variant of mini-batch SGD (see update (6)). Finally, note that the proposition can not benefit from simultaneous realizability, i.e., non-empty $S^*$. This highlights the hardness of general convex optimization in the intermittent communication model. To prove the above proposition for arbitrary step sizes, we reduce the local GD updates over a single communication round to a single gradient descent (GD) update on $F$ and then use the following lemma (proved in Appendix B) for GD.

**Lemma 8** Let $F(x)$ be a convex quadratic function whose Hessian has top eigenvalue $H$, bottom eigenvalue $\mu$, and condition number $\kappa = \frac{H}{\mu} \geq 6$. Let $\hat{x}_R$ be the $R^{th}$ gradient descent iterate initialized at zero. Then for any $B$, there exists some $x^*$ with $\|x^*\|_2 \leq B$ such that for any step size $\eta$, $F(\hat{x}_R) - F(x^*) \geq H B^2 \frac{1}{\kappa} e^{-R/\kappa}$. In particular, if $\kappa = \Omega(R)$, then $F(\hat{x}_R) - F(x^*) \geq \Omega \left( \frac{HB^2}{R} \right)$.

To get a lower bound in terms of $\zeta_*$ from Assumption 2 as well as understand the effect of noise level $\sigma$, we combine proposition 7 with the previous lower bound by Glasgow et al. (2022), to get the following lower bound result.

**Theorem 9** For any $K \geq 2$, $R, M, H, B, \sigma, \zeta_*$, there exists a problem instance in $\mathcal{P}^{H,B,\sigma}_{\zeta_*}$ such that the final iterate $x_R$ of local SGD initialized at zero with any step size satisfies:

$$
\mathbb{E} [F(x_R)] - F(x^*) \geq \frac{HB^2}{R} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}} + \frac{\sigma B}{\sqrt{MKR}} + \frac{(H\zeta_*^2 B^4)^{1/3}}{R^{2/3}}.
$$

Combining Theorem 9 with the upper bound by Koloskova et al. (2020), we characterize the optimal convergence rate for local SGD for problems in class $\mathcal{P}^{H,B,\sigma}_{\zeta_*}$. Thus, our lower bound concludes the line of work trying to analyze local SGD under the first-order heterogeneity assumption on the set $S^*$ (Koloskova et al., 2020; Woodworth et al., 2020b; Glasgow et al., 2022).

**Remark 10 (Proposed Assumption of Wang et al. (2022))** Proposition 7 also implies that the first-order assumption of Wang et al. (2022) (see Assumption 6 and discussion in Appendix C) can not be used to show a domination of local SGD over mini-batch SGD. This is because when $S^* \neq \emptyset$, the data heterogeneity assumption of Wang et al. (2022) implies zero heterogeneity.

Overall, the results of this section imply that none of the existing assumptions besides the Assumption 2 on the unbounded domain $\mathbb{R}^d$ provides the necessary control on data heterogeneity, for local SGD to beat mini-batch SGD in the general convex setting.
3.1. The Min-max Optimality of Mini-batch SGD

While we can not show the effectiveness of local SGD on the class $\mathcal{P}_{\zeta_*}^{H,B,\sigma}$, can we say which algorithm is min-max optimal for this class of problems? It turns out that the answer is surprisingly simple: accelerated large mini-batch SGD (Ghadimi and Lan, 2012)! To show this, we prove the following new algorithm-independent lower bound, which does not improve with a small $\zeta_*$. 

**Theorem 11 (Algorithm independent lower bound)** For any $K \geq 2, R, M, H, B, \sigma, \zeta_*$, there exists a problem instance in the class $\mathcal{P}_{\zeta_*}^{H,B,\sigma}$, s.t. the final iterate $\hat{x}$ of any distributed zero-respecting algorithm (see Appendix B.5) initialized at zero with $R$ rounds of communication and $K$ stochastic gradient computations per machine per round satisfies,

$$
\mathbb{E}[F(\hat{x})] - F(x^*) \geq \frac{HB^2}{R^2} + \frac{\sigma B}{\sqrt{MKR}}. 
$$

The above lower bound fully characterizes the min-max complexity of distributed optimization on the class $\mathcal{P}_{\zeta_*}^{H,B,\sigma}$, showing that accelerated mini-batch SGD is the min-max optimal algorithm.

This conclusion is surprising, but it closes a recent line of work investigating the intermittent communication setting under Assumption 2 (Khaled et al., 2020; Karimireddy et al., 2020b; Koloskova et al., 2020; Woodworth et al., 2020b; Glasgow et al., 2022; Wang et al., 2022). The above lower bound also implies the min-max optimality of large mini-batch SGD under Assumption 6 proposed by Wang et al. (2022) (see Appendix C).

Compared to Woodworth et al. (2021) who showed that for problem class $\mathcal{P}_{\zeta_*=0}^{H,B,\sigma}$, either accelerated SGD on a single machine or accelerated local SGD can improve over accelerated mini-batch SGD, we have shown that for the problem class $\mathcal{P}_{\zeta_*}^{H,B,\sigma}$ such an improvement is not possible. Thus, we can not hope to show the benefit of using (accelerated) local SGD on any super-class of $\mathcal{P}_{\zeta_*=0}^{H,B,\sigma}$. In other words, we need additional assumptions on top of Assumption 1 to avoid the pathologies of our hard instances. In the remainder of this paper we will explore which additional assumptions can help improve local SGD’s convergence.

4. Beating Mini-batch SGD with Higher-order Heterogeneity and Smoothness

In the previous section, we showed that we can not prove the effectiveness of local SGD over mini-batch SGD if we consider the entire class $\mathcal{P}_{\zeta_*}^{H,B,\sigma} = \mathcal{P}_{\zeta_*=0}^{H,B,\sigma}$. On the other hand, recall that Woodworth et al. (2020b) did show such a result over the “nearly homogeneous” class $\mathcal{P}_{\zeta=0}^{H,B,\sigma}$ (see Table 2). This prompts us to ask the following question:

**Can local SGD dominate mini-batch SGD on the class $\mathcal{P}_{\zeta=0}^{H,B,\sigma}$, where $\mathbb{B}_2(D)$ is the $L_2$ ball of radius $D$ around $0$ for some sufficiently large $D$, and small $\zeta(\mathbb{B}_2(D))$?**

Intuitively, if our problem has a low (but meaningful) heterogeneity, and we can ensure that the local SGD iterates never leave the ball $\mathbb{B}_2(D)$, for some large enough $D$, then we can recover the result of Woodworth et al. (2020b), to show the effectiveness of local SGD on a much larger problem class $\mathcal{P}_{\zeta(\mathbb{B}_2(D))}$. To enable this, we would need the following second-order heterogeneity assumption, which controls how far the Hessians on each machine can be from the average hessian:
A set of doubly-differentiable objectives can always be satisfied by choosing $\tau$ much smaller than $H$. Given Assumption 3, we note that on the set $B_2(D)$, we can bound $\zeta$ in terms of $\tau$, $\zeta_*$ and $D$ using the following upper bound (proved in Appendix D).

**Table 2**: Summary of old and new results for the problem class $P_{H,Q,B,\sigma}^{H,\zeta}$ and $P_{H,B,\sigma}^{H,\zeta}(B_2(D))$ for $\mu$-strongly-convex and convex average objective $F$. Rows with (*) include results for the homogeneous setting.

<table>
<thead>
<tr>
<th>Type of Result (Reference)</th>
<th>Convergence bound on $\mathbb{E}[F(\hat{x}) - F(x^*)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>$\mu$-Strongly Convex $F$</strong></td>
<td>[ \frac{HB^2}{KR} + \frac{\sigma^2}{\mu M KR} + \frac{H\zeta^2}{\mu^2 R^2} + \frac{H\sigma^2}{\mu^2 KR^2} ]</td>
</tr>
<tr>
<td>Local SGD Upper Bound \cite{Woodworth2020}</td>
<td>[ \exp \left( -\frac{aKR}{H} \right) HB^2 + \frac{\sigma^2}{\mu M KR} + \frac{Q^2\sigma^4}{\mu^2 R^2} ]</td>
</tr>
<tr>
<td>Local SGD Upper Bound \cite{Yuan2020}</td>
<td>[ \exp \left( -\frac{aKR}{H} \right) HB^2 + \frac{\sigma^2}{\mu M KR} + \frac{Q^2\zeta^4}{\mu^2 R^2} + \frac{\tau^2\zeta^2}{\mu^2 R^2} + \frac{\tau^2\zeta^2}{\mu^2 R^2} ]</td>
</tr>
<tr>
<td><strong>General Convex $F$</strong></td>
<td>[ \frac{HB^2}{KR} + \frac{\sigma B}{\sqrt{M KR}} + \frac{(\zeta Q^2 B^4)^{1/3}}{R^{1/3}} + \frac{(\mu^2 B^4)^{1/3}}{R^{1/3}} ]</td>
</tr>
<tr>
<td>Local SGD Upper Bound \cite{Woodworth2020}</td>
<td>[ \frac{HB^2}{KR} + \frac{\sigma B}{\sqrt{M KR}} + \frac{Q^2\zeta^4}{R^{1/3}} + \frac{(\mu^2 B^4)^{1/3}}{R^{1/3}} ]</td>
</tr>
<tr>
<td>Local SGD Upper Bound \cite{Yuan2020}</td>
<td>[ \frac{HB^2}{KR} + \frac{\sigma B}{\sqrt{M KR}} + \frac{\tau^2\zeta^2}{R^{1/2}} + \frac{(\mu^2 B^4)^{1/3}}{R^{1/3}} + \frac{Q^2\zeta^4}{R^{1/3}} + \frac{Q^2\zeta^4}{R^{1/3}} ]</td>
</tr>
<tr>
<td>Local SGD Upper Bound \cite{Patel2021}</td>
<td>[ H B^2 + \min \left{ \frac{\sigma B}{\sqrt{M KR}}, HB^2 \right} + \min \left{ \frac{H B^2}{R^2 \log^3 M}, \frac{Q^2\zeta^4}{R^{1/3}} + \frac{\tau^2\zeta^2}{R^{1/3}} \right} ]</td>
</tr>
</tbody>
</table>

**Assumption 3 (Bounded Second-order Heterogeneity)** A set of doubly-differentiable objectives $\{F_m\}_{m \in [M]}$ satisfy $\tau$-second-order heterogeneity if for all $x \in \mathbb{R}^d$,

$$\sup_{m,n \in [M]} \| \nabla^2 F_m(x) - \nabla^2 F_n(x) \|^2 \leq \tau^2.$$ 

**Remark 12** Assumption 3 has recently received attention in the non-convex setting \cite{Karimireddy2020, Murata2021, Patel2022}. Patel et al. (2022) show that it is possible to show the dominance of local update algorithms, essentially local SGD with variance reduction over mini-batch algorithms when $\tau$ is much smaller than $H$.

Assumption 3 can always be satisfied by choosing $\tau \geq 2H$ for smooth functions. We will denote the problems satisfying Assumption 3 by $P_{H,Q,B,\sigma}^{H,\zeta}$ and $P_{H,B,\sigma}^{H,\zeta}(B_2(D))$. Given Assumption 3, we note that on the set $B_2(D)$, we can bound $\zeta$ in terms of $\tau$, $\zeta_*$ and $D$ using the following upper bound (proved in Appendix D).

**Proposition 13** Given a problem instance in the class $P_{H,B,\sigma}^{H,\zeta}$ with objectives $\{F_m\}_{m \in [M]}$,

$$\sup_{x \in B_2(D), m \in [M]} \| \nabla F_m(x) - \nabla F(x) \|^2 \leq (\zeta_* + \tau D)^2.$$ 

The above proposition implies that for some level of first-order heterogeneity $\zeta$ when $\tau$ is small, we can allow for a much larger $D$. Alternatively, if we know our algorithm will be inside a ball $B_2(D)$, the smaller the second-order heterogeneity of our problem, the smaller the bound on its
first-order heterogeneity. In the extreme case of $\tau = 0$, we can replace $\zeta$ with $\zeta_*$ (i.e., the converse of Proposition 1)! And as a sanity check, in the homogeneous setting the right hand side is zero. Finally, we will also define a third-order smoothness assumption in synergy with Assumption 3.

**Assumption 4 (Third-order Smoothness)** The average function $F$ has a $Q$ Lipschitz hessian if

$$\forall x,y \in \mathbb{R}^d, \quad \|\nabla^2 F(x) - \nabla^2 F(y)\|_2 \leq Q \|x - y\|_2.$$ 

The above assumption intuitively upper bounds the gap between a function and its second-order approximation and is meaningful for smooth function only when for a given $x, y \in \mathbb{R}^d$, $H \gg Q \|x - y\|_2$, i.e., the bound implied by smoothness is loose. For sanity check, note that when $Q = 0$, then $F$ must be a quadratic function. We will denote the problems satisfying Assumptions 3 and 4 by $\mathcal{P}_{\tau}^{H,B}\sigma\cap\mathcal{P}_{\zeta_*}^{H,B}\sigma$.

**Remark 14** For quadratic problems in the class $\mathcal{P}_{\hom}^{H,B}\sigma$, Woodworth et al. (2020a) showed that accelerated local SGD is min-max optimal. In particular, their result implies that local SGD can achieve an arbitrary accuracy for a fixed number of communication rounds $R$ by increasing the number of local steps $K$ per round. Given this result, several works (Yuan and Ma, 2020; Bullins et al., 2021) have tried to use higher-order smoothness assumptions to interpolate between the min-max optimal bounds for the quadratic and convex homogeneous setting (Table 2).

We can obtain the following informal convergence result for the problem class $\mathcal{P}_{\tau}^{H,Q,B}\sigma\cap\mathcal{P}_{\zeta_*}^{H,B}\sigma$. We state the full version of the above bound, and the step-size used to obtain it, in Appendix D.

**Theorem 15 (Informal)** For any $K, R, M \geq 1$ and $H, B, Q, \sigma, \tau \geq 0$ consider a problem instance in the class $\mathcal{P}_{\tau}^{H,Q,B}\sigma\cap\mathcal{P}_{\zeta_*}^{H,B}\sigma$, where we assume $D$ is large-enough such that the local SGD iterates stay inside the ball $B(2)(D)$. Then, for a fixed inner stepsize of $\eta \leq \frac{1}{2M}$, and outer stepsize of $\beta = 1$, we have the following convergence rate (up to logarithmic factors) for local SGD (initialized at zero):

$$\mathbb{E} \left[ F \left( \frac{1}{MKR} \sum_{m=1}^{M} \sum_{r=1}^{R} \sum_{k=0}^{K-1} x_{m,r,k} \right) - F(x^*) \right] \lesssim \frac{H B^2}{KR} + \frac{\sigma B}{\sqrt{MKR}} + \frac{\tau \sigma B^3}{2K^{1/4} R^{1/2}} + \frac{(Q^2 B^5)^{1/3}}{K^{1/3} R^{2/3}} + \frac{(Q^2 D^3 B^3)^{1/2}}{R^{1/2}} + \frac{(Q^2 D^2 B^5)^{1/3}}{R^{2/3}}.$$

**Remark 16** Note that the bound implied by Proposition 13 is a worst-case bound for problems in the class $\mathcal{P}_{\zeta_*}^{H,B}\sigma\cap\mathcal{P}_{\tau}^{H,B}\sigma$. And in general, there might exist an upper bound $\zeta(\mathbb{B}_2(D)) \ll \zeta_* + \tau D$. For this reason, we have stated our upper bounds in terms of $\zeta$ as well as only in terms of $\tau, \zeta_*, D$.

To prove Theorem 15 we first obtain a convergence rate in the strongly convex setting (Theorem 27) and then use the standard convex to strongly convex reduction by adding appropriate regularization to our original problem. To the best of our knowledge, Theorem 15 is the only upper bound for local SGD for problems in the class $\mathcal{P}_{\tau}^{H,Q,B}\sigma\cap\mathcal{P}_{\zeta_*}^{H,B}\sigma$ even for $D = \infty$, i.e., $X = \mathbb{R}^d$ in Assumption 2. Note that the upper bound can benefit from second-order heterogeneity, i.e., Assumption 3. In the extreme case, i.e., the homogeneous setting where $\tau, \zeta = 0$, our rate recovers the convergence rate by Yuan and Ma (2020) (see Table 2). To compare our result to existing
results in the heterogeneous setting by Woodworth et al. (2020b), and to highlight the benefit of Assumptions 3 and 4, we will now compare requirements on \( \zeta(\mathbb{B}^2(D)) \) in order to reach some target sub-optimality \( \epsilon \). For simplicity, we will assume that \( K \) is large enough so that we can ignore all the terms in the convergence bound with \( K \) in the denominator. Then the requirements on \( \zeta \) are,

\[
\zeta_{old} \leq \frac{e^{3/2}R}{H^{1/2}B^2} \ \text{v/s} \ \zeta_{our} \leq \min \left\{ \frac{e^{3/2}R}{(QB)^{1/2}B^2}, \frac{e^2R}{\tau B^3} \right\}.
\]

In the regime when \( Q, \tau \) are small, this highlights that our requirements are much less stringent on \( \zeta \). The main limitation of our upper bound, however, is that we assume there exists a \( D \) such that

\[
\sup_{m \in [M], r \in [N], k \in [0, K-1]} \|x_{r,K}^m\|_2 \leq D,
\]

and prove the upper bound in terms of such a \( D \). In fact, we require this for all (random) sequences of local SGD iterates. This is a strong assumption, but we believe it can be avoided by choosing appropriate \( \eta, \beta \) in terms of problem-dependent quantities such as \( \zeta, \tau, Q \), so that we can control the norm of local SGD iterates (with high probability). We conjecture the following result.

**Conjecture 17 (Effectiveness of Local SGD)** Local SGD can dominate mini-batch SGD over the problem class \( \mathcal{P}_H, Q, B, \sigma \cap \mathcal{P}_{\zeta, \tau} \) in the regime when \( \tau, QB \ll H \) and \( \sigma, \zeta \) are small.

While we do not yet know how to prove this conjecture for the entire class \( \mathcal{P}_H, Q, B, \sigma \cap \mathcal{P}_{\zeta, \tau} \), we will prove a very special case of this conjecture in the next section for strongly convex quadratic objectives on each machine which lie in the problem class \( \mathcal{P}_H, Q, B, \sigma \cap \mathcal{P}_{\zeta, \tau} \). Quadratic objectives are analytically simpler, and we rely on a new fixed-point perspective to understand the behavior of local SGD.

**Remark 18 (Mini-batch SGD’s indifference to our assumptions)** In our setting, mini-batch SGD can not improve from additional assumptions on top of convexity and smoothness (at least in the worst case). To see this, we assume all the machines have the same objective \( F \), a quadratic function (which will be determined later). In this simple setup, note that all data heterogeneity measures are zero, and since the objective is quadratic, \( Q = 0 \) also. Essentially, mini-batch SGD reduces to optimizing \( F \) with \( R \) mini-batch updates, each with batch size \( MK \). Using Lemma 8 and standard sample complexity lower bounds for mean-estimation (also a quadratic problem), we can argue that the convergence rate for mini-batch SGD in this setting is \( \frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} \), which does not benefit from \( \tau, \zeta, Q = 0 \). On the other hand, we conjecture above that local SGD can significantly benefit from these low measures of heterogeneity and sharpness. Thus, if the conjecture is true, we would identify a regime of low data heterogeneity where local SGD dominates mini-batch SGD.

### 5. Fixed Point of Local SGD for Strongly Convex Objectives

Throughout this section, we will assume the objectives of each machine are of the following form:

\[
F_m(x) = \frac{1}{2}(x - x_m^*)^T A_m(x - x_m^*), \ \forall m \in [M],
\]

(11)
where $A_m$ has minimum and maximum eigenvalues $\mu, H > 0$ respectively and $x^*_m$ is the unique minimizer of $F_m$. We will denote the optimum of the average objective $\bar{x}^*$ and the average of the optima of the machines $x^*$ as follows where $A := \frac{1}{M} \sum_{m \in [M]} A_m$ is the average hessian:

$$x^* := \frac{1}{M} \sum_{m \in [M]} A^{-1} A_m x^*_m, \quad \text{and} \quad \bar{x}^* := \frac{1}{M} \sum_{m \in [M]} x^*_m, \tag{12}$$

We will only consider the noiseless setting in this section. Given the quadratic form of the machines’ objectives, we can also find a closed-form expression for the fixed point of local gradient descent.

**Proposition 19**  Consider an instance of the problem of the form (11) with strongly convex and smooth machines’ objectives. Let $x_R(K, \eta, \beta)$ be the local gradient descent iterate after $R$ communication rounds, using exact gradient calls (i.e., $\sigma = 0$), $K$ local updates, and step-sizes, $\eta, \beta$. Then the fixed point for local GD (whenever it exists) is given by,

$$x_\infty(K, \eta, \beta) := \lim_{R \to \infty} x_R(K, \eta, \beta) = \frac{1}{M} \sum_{m \in [M]} C^{-1} C_m x^*_m,$$

where $C_m = I - (I - \eta A_m)^K$ and $C = \frac{1}{M} \sum_{m \in [M]} C_m$. 

**Remark 20**  Note that the fixed point might not be defined for all choices of $\eta, \beta, K$. Intuitively, it should be well defined when $\eta, \beta$ are “small enough” relative to how $R$ increases. Also note that
Figure 2: Illustration of the same distributed problem as Figure 1 to understand where the fixed point converges as $K$ grows. We consider 7 different choices of $\eta$ (as a function of $K$) and plot $\log \|x_\infty(K, \eta, 1) - x^*\|_2$ as a function of $K \in [100]$. We notice that for $\eta > \frac{\beta}{HK}$, the fixed point goes to $\bar{x}^*$ as $K$ increases, while for $\eta < \frac{1}{HK}$, the fixed point gets progressively closer to $x^*$.

since $\sigma = 0$, the fixed point is non-random. When $\sigma > 0$, we instead need to look at the expected local SGD iterate. Given the closed form for the fixed point, we can ask the question of how it is related to $x^*$, the optimizer of $F$.

Using the closed form of $x_\infty$ from Proposition 19 we can make two observations (c.f., Figure 1):

1. **The correct fixed point.** When $K = 1$, for any choice of $\eta, \beta > 0$ that ensures convergence of local GD, $x_\infty = x^*$. This is unsurprising because with $K = 1$, local GD reduces to GD on the averaged objective, so the fixed point must be a stationary point of $F$, i.e., $x^*$. We also observe in Figure 2 that as $\eta$ decreases as a function of $K$, and $K \to \infty$ we recover the correct fixed point. This is also expected, as the effect of local updates diminishes with smaller $\eta$.

2. **The incorrect fixed point.** On the other hand when $K \to \infty$ and we pick $\eta = \omega\left(\frac{1}{HK}\right)$ but $\eta < \frac{1}{H}$ we get that $\lim_{K \to \infty} x_\infty(K, \eta, \beta) = \bar{x}^*$. This makes intuitive sense (at least for $\beta = 1$) because for a large step-size $\eta$, that also ensures convergence of GD on each machine, local GD between communication rounds would converge to machines’ optima, and then averaging the optima would yield $\bar{x}^*$. In fact, using Assumptions 3 and 7 (a strongly convex variant of Assumption 1), we can show that the distance between $\bar{x}^*$, $x^*$ and $x_\infty$ are bounded as follows (see Figure 1).

**Proposition 21** Consider a problem instance of the form (11) with $\mu$-strongly convex and $H$-smooth machines’ objectives satisfying Assumptions 3 and 7, then for $K > 1$,

$$
\|x^* - \bar{x}^*\|_2 \leq \frac{\zeta_{\mu}}{H\mu}\quad \text{and} \quad \|x_\infty(K, \eta, \beta) - \bar{x}^*\|_2 \leq \frac{\zeta_{\mu}}{H\mu}\cdot \frac{\eta\mu K (1 - \eta\mu)^{K-1}}{1 - (1 - \eta\mu)^K} \leq \frac{\zeta_{\mu}}{H\mu}.
$$

Using triangle inequality Proposition 21 bounds the fixed point discrepancy for local SGD. Combining it with a convergence guarantee for local SGD to its fixed point, we get the following convergence guarantee in the noise-less setting (compared to Wang et al. (2022) in Appendix C).
**Theorem 22 (Local GD with Strongly Convex Objectives)** Consider a problem instance of the form (11) with $\mu$-strongly convex and $H$-smooth machines’ objectives satisfying Assumptions 3 and 7, then for $\beta = 1$ and $\eta = \frac{1}{2H}$ we get the following convergence for local GD initialized at zero,

$$
\|x_R - x^*\|_2 \leq e^{-\frac{KR}{\kappa}} \cdot \frac{1 - (\frac{1}{2})^K}{1 - (1 - \frac{1}{2\kappa})^R} B + \frac{\zeta_\star \tau}{H\mu}.
$$

Assuming $K \geq \frac{1}{\log_2(1 - \frac{1}{2\kappa})}$ this simplifies to,

$$
\|x_R - x^*\|_2 \leq Be^{-\frac{KR}{\kappa}} + \frac{\zeta_\star \tau}{H\mu}.
$$

Comparing this bound to the rate for GD (i.e., the noiseless variant of mini-batch SGD), we see that when $\zeta_\star$, $\tau$ are small local GD has a much better optimization term $v/s$ the optimization term $Be^{-R/\kappa}$ of GD. This implies that we have identified a $\mu$-strongly sub-class of $\mathcal{P}_{\tau H}^{Q,B,\sigma=0} \cap \mathcal{P}_{\zeta_\star H}^{B,\sigma=0}$, where local GD dominates GD. This further motivates us to believe that Conjecture 17 is correct. We discuss our analysis’ connections to two-stage optimization algorithms in Section E.6.

### 5.1. Interpreting the Heterogeneity Assumptions

We have introduced several heterogeneity assumptions in this paper. We end this discussion by considering a simple linear regression model to highlight how these assumptions might appear in real-world problems relating to actual distribution shifts between clients. We will consider a linear regression problem, where each data point is a co-variate label pair $z_m := (\beta_m, y_m) \sim \mathcal{D}_m$ on each client such that: (i) the covariates are sampled from a Gaussian distribution, i.e., $\beta_m \sim \mathcal{N}(\mu_m, \Sigma_m) \in \mathbb{R}^d$; and (ii) the labels are generated as $y_m \sim \langle x_m^*, \beta_m \rangle + \mathcal{N}(0, \sigma_{\text{noise}}^2) \in \mathbb{R}$ for some ground truth model $x_m^* \in \mathbb{R}^d$ on machine $m$. The goal of each client is to minimize the mean squared error, i.e., $f(x; (\beta_m, y_m)) = \frac{1}{2} (y_m - \langle x, \beta_m \rangle)^2$ and the expected loss function is given by,

$$
F_m(x) = \frac{1}{2} (x - x_m^*)^T (\mu_m \mu_m^T + \Sigma_m) (x - x_m^*) + \frac{1}{2} \sigma_{\text{noise}}^2,
$$

which clearly fits in the model of smooth and strongly convex quadratic functions we have considered in this section, as long as $\mu_m \mu_m^T + \Sigma_m$ is positive semi-definite and $\|\mu_m \mu_m^T + \Sigma_m\|_2 \leq H$.

Interestingly, Assumptions 3 and 7 have a very nice interpretation in this setting,

- Note that $\forall m, n \in [M], \|\mu_m - \mu_n\|_2 \leq (\|\mu_m\|_2 + \|\mu_n\|_2) \|\mu_m - \mu_n\|_2 + \|\Sigma_m - \Sigma_n\|_2 =: \tau_{m,n}$. Thus this problem satisfies Assumption 3 with $\tau^2 := \sup_{m,n} \tau_{m,n}$ which in turn can be thought of as a measure of the “co-variate shift” between the machines.

- Similarly, note that $\forall m, n \in [M], \|x_m^* - x_n^*\|_2^2 \leq 2 \|x_m^* - x_n^*\|_2^2 + 2 \|x_m^* - x_n^*\|_2^2$, for $x \in S^*$. Thus Assumption 7 controls the average “concept-shift” between the clients as,

$$
\frac{1}{M^2} \sum_{m,n \in [M]} \|x_m^* - x_n^*\|_2^2 \leq \frac{4}{M} \sum_{m \in [M]} \|x_m^* - x^*\|_2^2 \leq \frac{4 \zeta_\star^2}{H^2}.
$$

In light of this interpretation, note that Theorem 22 implies that the local SGD can approach a fast convergence rate, i.e., not suffer due to the fixed point discrepancy, as long as either the co-variate shift ($\tau$) or the concept shift ($\zeta_\star$) is low. We believe this provides a useful interpretation for these heterogeneity assumptions, and this simple learning problem might pave the way to a better understanding of distributed learning algorithms.
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Appendix A. Missing Details from Section 2

A.1. Another First-order Heterogeneity Assumption

Karimireddy et al. (2020b) looked at a following relaxed first-order heterogeneity assumption, but they were not able to show that local SGD dominates large mini-batch SGD under this assumption.

Assumption 5 (Relaxed First-Order Heterogeneity Everywhere) A set of objectives \( \{F_m\}_{m \in [M]} \) satisfy \((\zeta_*, D)\)-first-order heterogeneity everywhere if for all \( x \in \mathbb{R}^d \),

\[
\frac{1}{M} \sum_{m \in [M]} \|\nabla F_m(x)\|_2^2 \leq \zeta_*^2 + D^2 \|\nabla F(x)\|_2^2.
\]

This assumption “interpolates” between Assumption 2 over the unbounded domain \( \mathcal{X}' = \mathbb{R}^d \) v/s at the optima \( \mathcal{X} = S^\star \) for different values of \( D \). Furthermore, the restrictiveness of Assumption 2 pointed out in Proposition 1 does not extend to this assumption as long as \( D > 0 \). While we did not look at this assumption in this paper, it is also promising for future work.

A.2. Proof of Proposition 1

Proof Note the following for any \( m \in [M] \) using triangle inequality,

\[
\sup_{x \in \mathbb{R}^d} \|\nabla F_m(x) - \nabla F(x)\|_2 = \sup_{x \in \mathbb{R}^d} \|(A_m - A)x + b_m - b\|_2, \\
\geq \sup_{x \in \mathbb{R}^d} \|(A_m - A)x\|_2 - \|b_m - b\|_2.
\]

Denote the matrix \( C_m := A_m - A = [c_{m,1}, \ldots, c_{m,d}] \) using its column vectors. Then take \( x = \delta e_i \) where \( e_i \) is the \( i \)-th standard basis vector to note in the above inequality,

\[
\sup_{x \in \mathbb{R}^d} \|\nabla F_m(x) - \nabla F(x)\|_2 \geq \delta \|\nabla F(x)\|_2 - \|b_m - b\|_2,
\]
\[ \geq \delta \|c_{m,i}\|_2 - \|b_m\|_2 - \|b\|_2. \]

Assuming \(\|b_m\|_2, \|b\|_2\) are finite, since we can take \(\delta \to \infty\) we must have \(\|c_{m,i}\|_2 = 0\) for all \(i \in [d]\) if \(\zeta < \infty\). This implies that \(c_{m,i} = 0\) for all \(i \in [d]\), or in other words \(A_m = A\). Since this is true for all \(m \in [M]\), the machines must have the same Hessians, and thus they can only differ up to linear terms.

\[\blacksquare\]

Appendix B. Missing Details from Section 3

B.1. Proof of Equation 7

**Proof**  Note that the update on machine \(m\) leading up to communication round \(r\) is as follows for \(k \in [0, K - 1]\) and \(m = 1\),

\[ x_{r,k+1}^1[1] = x_{r,k}^1[1] - \eta H(x_{r,k}^1[1] - x^*)[1], \]
\[ \Rightarrow x_{r,k+1}^1[1] = x^*[1] + (1 - \eta H)^{k+1}(x_{r,0}^1[1] - x^*[1]), \]
\[ \Rightarrow x_{r,K}^1[1] = x^*[1] + (1 - \eta H)^K(x_{r-1}[1] - x^*[1]), \]
\[ \Rightarrow x_{r,K}[1] - x_{r-1}[1] = (1 - (1 - \eta H)^K)(x^*[1] - x_{r-1}[1]). \]

On the second dimension, the iterates don’t move at all for \(m = 1\),

\[ x_{r,K}^1[2] - x_{r-1}[2] = 0. \]

Writing a similar expression for the second machine and averaging these updates we get,

\[ \frac{1}{2} \sum_{m \in [2]} (x_{r,K}^m - x_{r-1}) = \frac{1}{2} (1 - (1 - \eta H)^K)(x^* - x_{r-1}). \]

This gives the update for communication round \(r\) as follows,

\[ x_r = x_{r-1} + \frac{\beta}{2} (1 - (1 - \eta H)^K)(x^* - x_{r-1}), \]
\[ \Rightarrow x_r - x^* = \left(1 - \frac{\beta}{2} (1 - (1 - \eta H)^K)\right)(x_{r-1} - x^*), \]
\[ \Rightarrow x_R = x^* + \left(1 - \frac{\beta}{2} (1 - (1 - \eta H)^K)\right) R (x_0 - x^*), \]
\[ \Rightarrow x_R = \left(1 - \left(1 - \frac{\beta}{2} (1 - (1 - \eta H)^K)\right) R\right) x^*, \]

which finishes the proof. \[\blacksquare\]
B.2. Proof of Lemma 8

Proof Let $A$ be the Hessian of $F$. Observe that we have $F(x) - F(x^*) = \frac{1}{2}(x - x^*)^T A(x - x^*)$.

Let $v_1$ and $v_2$ be the eigenvectors of norm 1 of $A$ with the greatest and least eigenvalues, respectively. Assume $x^* := -B \left( \frac{v_1 + v_2}{\sqrt{2}} \right)$, which ensures $\|x^*\|_2 = B$. Then, solving for the GD iterates in closed form, we have

$$x_R - x^* = \frac{B}{\sqrt{2}} \left( 1 - \eta H \right)^R v_1 + \frac{B}{\sqrt{2}} \left( 1 - \eta \frac{H}{\kappa} \right)^R v_2.$$

(13)

Observe that if $\eta \geq \frac{3}{H}$, then the iterates explode and we have $F(x_R) \geq F(x_0) \geq \Omega \left( HB^2 \right)$.

If $\eta \leq \frac{3}{H}$, then using the fact that $\kappa \geq 6$, we have

$$F(x_R) - F(x^*) \geq \frac{1}{2} \left( \frac{B}{\sqrt{2}} \left( 1 - \frac{3}{\kappa} \right)^R v_2 \right)^T A \left( \frac{B}{\sqrt{2}} \left( 1 - \frac{3}{\kappa} \right)^R v_2 \right)$$

(14)

$$= \frac{B^2}{4} \left( 1 - \frac{3}{\kappa} \right)^{2R} v_2^T A v_2$$

(15)

$$= \frac{B^2}{4} \left( 1 - \frac{3}{\kappa} \right)^{2R} \frac{H}{\kappa}$$

(16)

$$\geq \frac{H B^2}{4 \kappa} e^{-12R/\kappa}. \quad (17)$$

The result follows.

B.3. Proof of Proposition 7

Proof We will consider a two-dimensional problem in the noiseless setting for this proof, as we do not want to understand the dependence on $\sigma$ or $d$. Define $A_1 := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$ and $A_2 := vv^T$, where $v = (\alpha, \sqrt{1 - \alpha^2})$ and $\alpha \in (0, 1)$. For even $m$, let

$$F_m(x) := \frac{H}{2} (x - x^*)^T A_1 (x - x^*).$$

For odd $m$, let

$$F_m(x) := \frac{H}{2} (x - x^*)^T A_2 (x - x^*).$$

Note that $A_1$ and $A_2$ are rank-1 and have eigenvalues 0 and 1, and thus they satisfy Assumption 2. Furthermore, both the functions have a shared optimizer $x^*$. It is easy to verify that,

$$(I - \etaHA_i)^K = I - (1 - (1 - \eta H)^K)A_i =: I - \tilde{\eta}HA_i,$$

where $\tilde{\eta} := (1 - (1 - \eta H)^K)/H$. Note that the above property will be crucial for our construction, and we can not satisfy this property if our matrices are not ranked one. For any $x$, let us denote the centered iterate by $\tilde{x} := x - x^*$. Then, for any $r \in [R]$ and $m \in [M]$ we have

$$\tilde{x}_r, K = (I - \eta HA_m)^K \tilde{x}_{r-1} = (I - \tilde{\eta}HA_m)\tilde{x}_{r-1}.$$
Using this, we can write the updates between two communication rounds as,

\[
\tilde{x}_r = \tilde{x}_{r-1} + \frac{\beta}{M} \sum_{m \in [M]} (\tilde{x}^m_{r,K} - \tilde{x}_{r-1}),
\]

\[
= \tilde{x}_{r-1} - \frac{\beta}{M} \sum_{m \in [M]} \tilde{\eta} \tilde{H} A_m \tilde{x}_{r-1},
\]

\[
= (I - \beta \tilde{\eta} A) \tilde{x}_{r-1},
\]

\[
= \tilde{x}_{r-1} - \beta \tilde{\eta} \nabla F(\tilde{x}_{r-1}),
\]

where we used that

\[
F(x) = \frac{H}{2} (x - x^*)^T A (x - x^*), \text{ for } A = (1 - a) A_1 + a A_2 \text{ and }
\]

\[
a := \begin{cases} 
1/2 & \text{if } M \text{ is even,} \\
(M + 1)/2M & \text{otherwise.}
\end{cases}
\]

This implies the iterates of local GD across communication rounds are equivalent to GD on \(F(x)\) with step size \(\beta (1 - (1 - \eta H)^K)/H\). Combining this observation with Lemma 8 about the function sub-optimality of gradient descent updates will finish the proof. To use the lemma, however, we need to verify our average function \(F\) has condition number \(\Omega(R)\). We can explicitly compute the eigenvalues of \(A\) as follows,

\[
\lambda_1 = \frac{1}{2} + \sqrt{\frac{1}{4} - (a - a^2)(1 - \alpha^2)},
\]

\[
\lambda_2 = \frac{1}{2} - \sqrt{\frac{1}{4} - (a - a^2)(1 - \alpha^2)}.
\]

Note that \(\lim_{\alpha \to 1} \lambda_1 = 1\), and \(\lim_{\alpha \to 1} \lambda_2 = 0\) and thus \(\lim_{\alpha \to 1} \lambda_1 / \lambda_2 = \infty\). Since \(\lambda_1 / \lambda_2 = 1\) when \(\alpha = 0\), by the intermediate value theorem, we can choose \(\alpha\) to get \(\kappa = \Omega(R)\) for the average objective \(F\). Thus, we can use Lemma 8 and finish the proof.

Note that in the construction used in the above proof, the machines share an optimum point \(x^*\), which ensures that \(\zeta_* = 0\).

**B.4. Proof of Theorem 9**

**Proof** To combine the hard instance in Proposition 7 with the previous hard instance of Glasgow et al. (2022) we simply place the two instances on disjoint co-ordinates increasing the dimensionality of our hard instance. This is a standard technique to combine lower bounds. To get rid of the terms with the minimum function in the lower bound of Glasgow et al. (2022), we note the following,

- \(\frac{\sigma_B}{\sqrt{KR}} \geq \frac{(H\sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}}\) implies that \(\frac{\sigma_B}{\sqrt{KR}} \leq \frac{HB^2}{R}\), and

- \(\frac{\zeta^2}{B} \geq \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}}\) implies that \(\frac{\zeta^2}{B} \leq \frac{HB^2}{R}\).

These observations allow us to avoid the minimum operations, thus concluding the proof.
B.5. Distributed Zero-respecting Algorithms

Intermittent communication is motivated by the sizeable gap between the wall-clock time \( C \) required for a single synchronous communication and the time required per unit of computation \( T \), say a single oracle call (McMahan et al., 2016a; Kairouz et al., 2019). For an efficient implementation, typically, we want our local computation budget \( K \) to be comparable to \( C/T \), i.e., we want to increase our computation load per communication to match the time required for a single communication round. We consider a generalization of zero respecting algorithms (Carmon et al., 2020) denoted by \( A_{ZR} \) in the intermittent communication (IC) setting defined as follows.

**Definition 23 (Distributed Zero-respecting Algorithms)** Consider \( M \) machines in the IC setting, each endowed with an oracle \( \mathcal{O}_m : \mathcal{I} \times \mathcal{Z} \rightarrow \mathcal{V} \) and a distribution \( \mathcal{D}_m \) on \( \mathcal{Z} \). Let \( I_{r,k}^m \) denote the input to the \( k^{th} \) oracle call, leading up to the \( r^{th} \) communication round on machine \( m \). An optimization algorithm initialized at 0 is distributed zero-respecting if:

1. for all \( r \in [R] \), \( k \in [K] \), \( m \in [M] \), \( I_{r,k}^m \) is in

   \[
   \left\{ \bigcup_{l \in [k-1]} \text{supp} \left( \mathcal{O}_{F_m} (I_{r,l}^m, z_{r,l}^m \sim \mathcal{D}_m) \right) \right\} \cup \left\{ \bigcup_{n \in [M], s \in [r-1], l \in [K]} \text{supp} \left( \mathcal{O}_{F_n} (I_{s,l}^n, z_{s,l}^n \sim \mathcal{D}_n) \right) \right\},
   \]

2. for all \( r \in [R] \), \( k \in [K] \), \( m \in [M] \), \( I_{r,k}^m \) is a deterministic function (which is same across all the machines) of

   \[
   \left\{ \bigcup_{l \in [k-1]} \mathcal{O}_{F_m} (I_{r,l}^m, z_{r,l}^m \sim \mathcal{D}_m) \right\} \cup \left\{ \bigcup_{n \in [M], s \in [r-1], l \in [K]} \mathcal{O}_{F_n} (I_{s,l}^n, z_{s,l}^n \sim \mathcal{D}_n) \right\},
   \]

3. at the \( r^{th} \) communication round, the machines only communicate vectors in

   \[
   \left\{ \bigcup_{n \in [M], s \in [r], l \in [K]} \text{supp} \left( \mathcal{O}_{F_n} (I_{s,l}^n, z_{s,l}^n \sim \mathcal{D}_n) \right) \right\},
   \]

where \( \text{supp}(\cdot) \) denotes the co-ordinate support/span of its arguments. We denote this class of algorithms by \( A_{ZR} \). Furthermore, if all the oracle inputs are the same between two communication rounds, i.e., \( I_{r,k}^m = I_r \) in \( \mathcal{I} \) for all \( m \in [M], k \in [K], r \in [R] \), then we say that the algorithm is centralized, and denote this class of algorithms by \( A_{ZRC} \subset A_{ZR} \).

This class captures a very wide variety of distributed optimization algorithms, including mini-batch SGD (Dekel et al., 2012), accelerated mini-batch SGD (Ghadimi and Lan, 2012), local SGD (McMahan et al., 2016a), as well as all the variance-reduced algorithms (Karimireddy et al., 2020a; Zhao et al., 2021; Khanduri et al., 2021). Non-distributed zero-respecting algorithms are those whose iterates have components in directions about which the algorithm has no information, meaning that, in some sense, it is just “wild guessing”. We have also defined the smaller class of centralized algorithms \( A_{ZRC} \). These algorithms query the oracles at the same point within each communication round and use the combined \( MK \) oracle queries each round to get a “mini-batch” estimate of the gradient. Thus, the class \( A_{ZRC} \) includes algorithms such as mini-batch SGD (Dekel et al., 2012; Woodworth et al., 2020b), but doesn’t include local-update algorithms in \( A_{ZR} \) such as local-SGD.
B.6. Proof of Theorem 11

For even \( m \), let
\[
F_m(x) := \frac{H}{2} \left( (q^2 + 1)(q - x_1)^2 + \sum_{i=1}^{\lfloor (d-1)/2 \rfloor} (qx_{2i} - x_{2i+1})^2 \right),
\]
and for odd \( m \), let
\[
F_m(x) = \frac{H}{2} \left( \sum_{i=1}^{d/2} (qx_{2i-1} - x_{2i})^2 \right).
\]
Thus we have
\[
F(x) = \mathbb{E}_m[F_m(x)] = \frac{H}{2} \left( (q^2 + 1)(q - x_1)^2 + \sum_{i=1}^{d} (qx_i - x_{i+1})^2 \right).
\]
Observe that the optimum of \( F \) is attained at \( x^* = q^i \). Theorem 11 improves on the previous best lower bounds by introducing the term \( \frac{HB^2}{R^2} \). Combining the following lemma with standard arguments to achieve the \( \frac{HB^2}{\sqrt{MR}R} \) suffices to prove Theorem 11.

**Lemma 24** For any \( K \geq 2, R, M, H, B, \sigma \), there exist \( f(x; \xi) \) and distributions \( \{D_m\} \), each satisfying assumptions 2, 4, 3, and together satisfying \( \frac{1}{M} \sum_{m=1}^{M} \| \nabla F_m(x^*) \|_2^2 = 0 \), such that for initialization \( x^{(0,0)} = 0 \), the final iterate \( \hat{x} \) of any zero-respecting with \( R \) rounds of communication and \( KR \) gradient computations per machine satisfies
\[
\mathbb{E}[F(\hat{x})] - F(x^*) \geq \frac{HB^2}{R^2}.
\]

**Proof** Consider the division of functions onto machines described above for some sufficiently large \( d \).

Let \( q = 1 - \frac{1}{R} \), and let \( t = \frac{1}{2} \log \left( \frac{B^2}{H} \right) \). We begin at the iterate \( x_0 \), where the coordinate \((x_0)_i = q^i \) for all \( i < t \), and \((x_0)_i = 0 \) for \( i \geq t \). Observe that \( \|x_0 - x^*\|_2^2 \leq \sum_{i=t}^{\infty} q^{2i} \leq \frac{q^{2t}}{1-q^2} \leq Rq^{2t} \leq B^2 \).

Observe that for any zero-respecting algorithm, on odd machines, if for any \( i \), we have \( x^m_{2i} = x^m_{2i+1} = 0 \), then after any number of local computations, we still have \( x_{2i+1} = 0 \). Similarly, on even machines, if for any \( i \), we have \( x^m_{2i-1} = x^m_{2i} = 0 \), then after any number of local computations, we still have \( x_{2i} = 0 \).

Thus, after \( R \) rounds of communication, on all machines, we have \( x^m_i = 0 \), for all \( i > t + R \). Thus for \( d \) sufficiently large, we have
\[
\|\hat{x} - x^*\|_2^2 \geq \sum_{i=t+R+1}^{d} q^{2i} \geq \frac{q^{2t+2R+2} - q^{2d}}{1-q^2} = \Omega \left( B^2 q^{2R+2} \right) = \Omega(B^2) \text{ since } q = 1 - \frac{1}{R}.
\]

Now observe that the Hessian of \( F \) is a tridiagonal Toeplitz matrix with diagonal entries \( H(q^2 + 1) \) and off-diagonal entries \(-Hq\). It is well-known (see e.g., Golub (2005)) that the \( d \) eigenvalues of \( M \) are \((1 + q^2)H + 2qH \cos \left( \frac{i\pi}{d+1} \right) \) for \( i = 1, \ldots, d \). Thus since \( \cos(x) \geq -1 \), we know that \( F \) has strong-convexity parameter at least \( H(q^2 + 1 - 2q) = \Omega \left( \frac{H}{q} \right) \), so we have \( F(\hat{x}) - F(x^*) \geq \Omega \left( B^2 \right) \Omega \left( \frac{H}{q} \right) \), which gives the desired result. \( \blacksquare \)
Appendix C. On the Assumption of Wang et al. (2022)

We will now consider the first-order assumption introduced by Wang et al. (2022). As discussed in Section 2, Assumption 2 is very restrictive when $\mathcal{X} = \mathbb{R}^d$. Wang et al. (2022) claim that even with $\mathcal{X} = S^*$, the optima of $F(x)$, Assumption (2) (and by implication Assumption 5) can be restrictive in some settings. They propose an alternative assumption that instead tries to capture how much the local iterates move when initialized at an optimum of the averaged function $\bar{F}$.

**Assumption 6 (Movement at Optima)** Given an inner step-size $\eta$, local steps $K$, and $x^* \in \arg\min_{x \in \mathbb{R}^d} F(x)$ assume,

$$
\frac{1}{M \eta K} \left\| \sum_{m \in [M]} x^* - \hat{x}_K^m \right\|_2 \leq \rho,
$$

where $\hat{x}_K^m$ is the iterate on machine $m$ after making $K$ local steps (using exact gradients) initialized at $x^*$.

Unlike all other assumptions, note that $\rho$ in Assumption 6 can be a function of the hyper-parameters $\eta$ and $K$ despite normalizing with $\eta K$. Wang et al. (2022) argue that Assumption 6 is much less restrictive than the other first-order assumptions (Assumption 2 with $\mathcal{X} = \mathbb{R}^d$ or with $\mathcal{X} = S^*$).

And, when the client’s objectives are strongly convex, they show a provable domination over large-mini-batch SGD in a regime of low heterogeneity (see the discussion in Section 3). However, it is unclear if the assumption is useful in the general convex setting, where we often empirically see that local SGD outperforms mini-batch SGD. We show in Section 3 that this assumption is not useful in the convex setting because of the following connection with Assumption 2 for $\mathcal{X} = S^*$.

**Proposition 25** If the functions of the machines $\{F_m\}_{m \in [M]}$ satisfy Assumption 2 for $\mathcal{X} = S^*$ with $\zeta^*$, then we have,

$$
\frac{1}{M \eta K} \left\| \sum_{m \in [M]} x^* - \hat{x}_K^m \right\|_2 \leq \zeta^* \left( (1 + \eta H)^{K-1} - 1 \right).
$$

**Proof** Define $\phi(k) := \frac{1}{M \eta K} \left\| \sum_{m \in [M]} x^* - \hat{x}_k^m \right\|_2$ where $\hat{x}_k^m$ is the $k$th gradient descent iterate on machine $m$ initialized at $\hat{x}_0^m = x^*$. Then note the following.

$$
\phi(K) = \left\| \frac{1}{M \eta K} \sum_{m \in [M]} x^* - \hat{x}_K^m \right\|_2,
$$

$$
= \left\| \frac{1}{M \eta K} \sum_{m \in [M]} x^* - \hat{x}_{K-1}^m + \eta \nabla F_m(\hat{x}_{K-1}^m) \right\|_2,
$$

$$
\leq \left\| \frac{1}{M \eta K} \sum_{m \in [M]} x^* - \hat{x}_{K-1}^m \right\|_2 + \left\| \frac{1}{MK} \sum_{m \in [M]} \nabla F_m(\hat{x}_{K-1}^m) \right\|_2,
$$

$$
= \phi(K - 1) + \left\| \frac{1}{MK} \sum_{m \in [M]} \nabla F_m(\hat{x}_{K-1}^m) - \nabla F_m(x^*) \right\|_2.
$$
\[
\begin{align*}
\leq & \phi(K - 1) + \frac{1}{MK} \sum_{m \in [M]} \left\| \nabla F_m(\hat{x}_{K-1}^m) - \nabla F_m(x^*) \right\|_2, \\
\leq & \phi(K - 1) + \frac{H}{MK} \sum_{m \in [M]} \left\| \hat{x}_{K-1}^m - x^* \right\|_2, \\
= & \phi(K - 1) + \frac{H}{K} \delta(K - 1), \\
\end{align*}
\]

where we define \( \delta(k) := \frac{1}{M} \sum_{m \in [M]} \left\| \hat{x}_{k}^m - x^* \right\|_2 \). Now we consider another recursion on \( \delta(k) \) to introduce the \( \zeta_\star \) assumption:

\[
\begin{align*}
\delta(k) &= \frac{1}{M} \sum_{m \in [M]} \left\| \hat{x}_{k}^m - x^* \right\|_2, \\
\leq & \frac{1}{M} \sum_{m \in [M]} \left\| \hat{x}_{k-1}^m - x^* \right\|_2 + \frac{\eta}{M} \sum_{m \in [M]} \left\| \nabla F_m(\hat{x}_{k-1}^m) \right\|_2, \\
\leq & \frac{1}{M} \sum_{m \in [M]} \left\| \hat{x}_{k-1}^m - x^* \right\|_2 + \frac{\eta}{M} \sum_{m \in [M]} \left( \left\| \nabla F_m(\hat{x}_{k-1}^m) - \nabla F_m(x^*) \right\|_2 + \left\| \nabla F_m(x^*) \right\|_2 \right), \\
\leq & \left( 1 + \eta H \right) \delta(k - 1) + \eta \zeta_\star, \\
\leq & \frac{\zeta_\star}{H} \left( (1 + \eta H)^{K-1} - 1 \right). \\
\end{align*}
\]

Plugging (23) back into 22 we get,

\[
\phi(K) \leq \phi(K - 1) + \frac{\zeta_\star}{K} \left( (1 + \eta H)^{K-1} - 1 \right),
\]

which proves the claim.

\[\blacksquare\]

**Remark 26** When Assumption 2 for \( \mathcal{X} = S^\star \) can be satisfied with \( \zeta_\star = 0 \), we can satisfy Assumption 6 with \( \rho = 0 \).

As might be evident already, Proposition 7 has implications for the heterogeneity assumption by Wang et al. (2022). This is because the construction used in the proposition satisfies Assumption 6 with \( \rho = 0 \). In particular, in the general convex setting under Assumption 6, local SGD can not hope to benefit in the optimization term from a large \( K \). This implies that it is not possible to explain the effectiveness of local SGD by controlling the movement of the local iterates at the optima, as postulated by Wang et al. (2022). Note that Theorem 11 also applies to Assumption 6. Thus, large mini-batch SGD is also min-max optimal under Assumptions 2, 4, and 6 for convex objectives.

To reconcile this negative result with the upper bound of Wang et al. (2022), we note that their analyses crucially rely on the strong convexity of each machine’s objective and not just the strong
convexity of the average function, something which is lacking in our hard instance in Proposition 7. This highlights that controlling the client drift for local SGD between communication rounds in the general convex setting is much more challenging due to potential directions of no information on each machine (both $A_1$, $A_2$ are rank one in Proposition 7).

C.1. Beating Mini-batch SGD

Finally, we note that for quadratic functions of the form discussed in Section 5, we can bound the average movement at optimum as follows,

\[
\rho = \frac{1}{M\eta K} \left\| \sum_{m \in [M]} x^* - x_m^m \right\|_2,
\]

\[
= \frac{1}{M\eta K} \left\| \sum_{m \in [M]} x^* - x_m^* - (I - \eta A_m)^K(x^* - x_m^*) \right\|_2,
\]

\[
= \frac{1}{M\eta K} \left\| \sum_{m \in [M]} (I - (I - \eta A_m)^K)(x^* - x_m^*) \right\|_2,
\]

\[
\leq \frac{1}{M\eta K} \sum_{m \in [M]} \left\| (I - (I - \eta A_m)^K) \right\|_2 \left\| x^* - x_m^* \right\|_2,
\]

\[
\leq \frac{1 - (1 - \eta L)^K}{\eta K} \zeta^*.
\]

If $\eta = \frac{1}{2HK^p}$ for $p < 1$, and $K \to \infty$ we get that,

\[
\lim_{K \to \infty} \rho \leq \lim_{K \to \infty} \frac{1 - (1 - \eta H)^K}{\eta K} \zeta^*,
\]

\[
\leq \lim_{K \to \infty} \frac{1 - (1 - \frac{1}{2K^p})^K}{K^{1-p}} \cdot 2L\zeta^*,
\]

\[
= 0.
\]

On the other hand, if $\eta = \frac{1}{2HK}$, then we get that,

\[
\lim_{K \to \infty} \rho \leq \lim_{K \to \infty} \frac{1 - (1 - \eta)^K}{\eta K} \zeta^*,
\]

\[
\leq \lim_{K \to \infty} \left( 1 - \left( 1 - \frac{1}{2K} \right)^K \right) \cdot 2L\zeta^*,
\]

\[
= \left( 1 - \frac{1}{\sqrt{e}} \right) \cdot 2L\zeta^*.
\]

This suggests that the Corollary 2 in Wang et al. (2022) must use $\eta = \Omega \left( \frac{1}{K} \right)$ to ensure that $\rho$ can reach arbitrarily small values. Unfortunately the corollary can only be obtained by setting
\( \eta < \min \left\{ \frac{1}{\mu K}, \frac{1}{L} \right\} \). Thus, in their existing result, it seems impossible to improve the convergence w.r.t. MB-SGD unconditionally. This also highlights that our result in Theorem 22 is much cleaner, depends on only problem-dependent parameters, and can improve over mini-batch SGD.

Appendix D. Missing Proofs from Section 4

D.1. Proof of Proposition 13

Proof Denote the function \( G_m := F_m - F \) for all \( m \in [M] \). Then note that using Taylor expansion, we can write for any \( x \in \mathbb{B}_2(D) \) and \( x^* \in S \),

\[
\nabla G_m(x) - \nabla G_m(x^*) = \left[ \int_0^1 \nabla^2 G_m(x^* + s(x - x^*)) ds \right] (x - x^*).
\]

Re-arranging, taking norm, and applying triangle inequality implies,

\[
\|\nabla G_m(x)\|_2 = \left\| \nabla G_m(x^*) + \left[ \int_0^1 \nabla^2 G_m(x^* + s(x - x^*)) ds \right] (x - x^*) \right\|_2,
\]

\[
\leq \|\nabla F_m(x^*)\|_2 + \left\| \int_0^1 \nabla^2 G_m(x^* + s(x - x^*)) ds \right\|_2 \|x - x^*\|_2,
\]

\[
\leq \|\nabla F_m(x^*)\|_2 + \left[ \int_0^1 \left\| \nabla^2 G_m(x^* + s(x - x^*)) \right\|_2 ds \right] \|x - x^*\|_2,
\]

\[
\leq \|\nabla F_m(x^*)\|_2 + \left[ \int_0^1 \tau ds \right] D,
\]

\[
\leq \|\nabla F_m(x^*)\|_2 + \tau D.
\]

Averaging over the machines and noting the definition of \( \zeta \) gives us the desired result. \( \blacksquare \)

D.2. Convergence in the Strongly Convex Setting

Recall that the average objective \( F \) is \( \mu \)-strongly convex, if for all \( x, y \in \mathbb{R}^d \),

\[
F(y) + \langle \nabla F(y), x - y \rangle + \frac{\mu}{2} \|x - y\|_2^2 \leq F(x).
\]

We can give the following upper bound for local SGD for optimizing problems in the class \( \mathcal{P}_{H,Q,B,\sigma}^r \) with \( \mu \)-strongly convex average objective.

Theorem 27 (Informal, Strongly Convex) For any \( K, R, M \geq 1 \) and \( H, B, Q, \sigma, \tau, \geq 0, \mu > 0 \) consider a problem instance in the class \( \mathcal{P}_{H,Q,B,\sigma}^r \), with \( \mu \)-strongly convex average objective \( F \). Then there exists a sequence of weights \( w_{r,k} \geq 0 \), for \( r \in [R], k \in [0, K - 1] \) and a fixed inner stepsize of \( \eta \leq \frac{1}{2\mu} \) such that with outer stepsize of \( \beta = 1 \) we have the following convergence rate (up to logarithmic factors) for local SGD where \( W_{R,K} = \sum_{r \in [R], k \in [0, K - 1]} w_{r,k} \):

\[
\mathbb{E} \left[ F \left( \frac{1}{MW_{R,K}} \sum_{m=1}^M \sum_{r=1}^R \sum_{k=0}^{K-1} w_{r,k} x_{r,k}^m \right) - F(x^*) + \mu \left\| \frac{1}{M} \sum_{m \in [M]} x_{R,K}^m - x^* \right\|_2^2 \right] \leq \frac{\epsilon}{2}.
\]
$$HB^2 \exp \left( -\frac{\mu KR}{H} \right) + \frac{\sigma^2}{\mu M KR} + \frac{\tau^2 \sigma^2}{\mu^3 KR^2} + \frac{\tau^2 \zeta^2}{\mu^3 R^2} + \frac{Q^2 \sigma^4}{\mu^3 K^2 R^4} + \frac{Q^2 \zeta^4}{\mu^3 R^4}.$$  

Proof of this Theorem can be found in D.4.

D.3. Useful Lemmas

In this section, we provide a list of useful lemmas which will be used in the proofs. We use the notation $E_t$ for expectation conditioned on $x^1_t, \ldots, x^M_t$ and $\mathbb{E}$ for the unconditional expectation.

**Lemma 28** For a convex function $F$ we have:

$$F \left( \frac{1}{M} \sum_{m=1}^{M} x_m \right) \leq \frac{1}{M} \sum_{m=1}^{M} F(x_m).$$  \hspace{1cm} (24)

**Lemma 29** For a set of $M$ vectors $a_1, a_2, \ldots, a_M \in \mathbb{R}^d$ we have:

$$\left\| \sum_{m=1}^{M} a_m \right\|_2 \leq \sum_{m=1}^{M} \|a_m\|_2.$$  \hspace{1cm} (25)

**Lemma 30** For a set of $M$ vectors $a_1, a_2, \ldots, a_M \in \mathbb{R}^d$ we have:

$$\left\| \sum_{m=1}^{M} a_m \right\|_2^2 \leq M \sum_{m=1}^{M} \|a_m\|_2^2.$$  \hspace{1cm} (26)

**Lemma 31** For two arbitrary vectors $a, b \in \mathbb{R}^d$ and $\forall \gamma > 0$ we have:

$$\|a + b\|_2^2 \leq (1 + \gamma) \|a\|_2^2 + (1 + \gamma^{-1}) \|b\|_2^2.$$  \hspace{1cm} (27)

**Lemma 32** Let Assumption 3 hold. Then we have:

$$E_t \left\| \frac{1}{M} \sum_{m=1}^{M} g_t^m - \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x_t^m) \right\|_2^2 \leq \sigma^2 M.$$  \hspace{1cm} (28)

**Lemma 33** Let $F$ be a convex and $H$-smooth function. Then for any $x, y \in \mathbb{R}^d$ we have:

$$\frac{1}{2H} \|\nabla F(x) - \nabla F(y)\|_2^2 \leq F(y) - F(x) + \langle \nabla F(x), x - y \rangle.$$  \hspace{1cm} (29)

**Lemma 34** Let Assumption 3 hold and $F(x) = \frac{1}{M} \sum_{m=1}^{M} F_m(x)$. Then for any $x, y \in \mathbb{R}^d$ we have the following inequality:

$$\|\nabla F_m(x) - \nabla F(x) + \nabla F(y) - \nabla F_m(y)\|_2^2 \leq \tau^2 \|x - y\|_2^2.$$  \hspace{1cm} (30)
Lemma 37 (Stepsize Tuning) Our upper bound has the following recursive form:

\[ \| \nabla \Psi(x) - \nabla \Psi(y) \|_2 \leq \tau \| x - y \|_2. \]

By replacing the definition of \( \Psi \) we get:

\[ \| \nabla F_m(x) - \nabla F(x) - \nabla F_m(y) + \nabla F(y) \|_2 \leq \tau \| x - y \|_2. \]

Proof The proof is similar to the works (Stich, 2019; Koloskova et al., 2020). We divide both sides of the recursive inequality by \( \eta_t \) and rearrange the terms:

\[ e_t \leq \frac{(1 - A \eta_t)}{\eta_t} r_t - \frac{1}{\eta_t} r_{t+1} + C \eta_t + E \eta_t^2 + G \eta_t^4. \]

Lemma 35 (Kovalev et al. 2019, Definition 2) Let function \( F \) satisfy Assumption 4, then for any \( x, y \in \mathbb{R}^d \), we have the following inequality:

\[ \| \nabla F(x) - \nabla F(y) - \nabla^2 F(y)(x-y) \|_2 \leq \frac{Q}{2} \| x - y \|_2^2. \] (31)

Lemma 36 Let Assumptions 3 and 2 hold. We can upper bound the consensus error \( \Xi_t \) using the Lemma from Woodworth et al. (2020b). With a fixed learning rate of \( \eta_t = \eta \) we have:

\[ \Xi_t := \frac{1}{M} \sum_{m=1}^{M} \| x_t^m - \bar{x}_t \|_2^2 \leq 3K \sigma^2 \eta^2 + 6K^2 \eta^2 \zeta^2, \] (32)

where \( x_t^m \) is the parameters of client \( m \) at time step \( t \) and \( \bar{x}_t = \frac{1}{M} \sum_{m=1}^{M} x_t^m \).

Lemma 37 (Stepsize Tuning) Our upper bound has the following recursive form:

\[ r_{t+1} \leq (1 - A \eta_t) r_t - \eta_t e_t + C \eta_t^2 + E \eta_t^3 + G \eta_t^4, \] (33)

where \( \{ r_t \}_{t \geq 0} \) and \( \{ e_t \}_{t \geq 0} \) are two non-negative sequences and \( \eta_t \leq \frac{1}{D} \) for a \( D > 0 \). With the following choice of parameters we recover our recursive upper bound used in the proof of Theorem 27 (see below):

\[
\begin{align*}
    r_t &= \| \bar{x}_t - x^* \|_2^2, \\
    e_t &= \left[ F(\bar{x}_t) - F(x^*) \right], \\
    C &= \frac{\sigma^2}{M}, \\
    D &= 2H, \\
    A &= \frac{\mu}{2}, \\
    E &= \frac{24K^2 \sigma^2}{\mu} + \frac{48K^2 \tau^2 \zeta^2}{\mu}, \\
    G &= \frac{36K^2 Q^2 \sigma^4}{\mu} + \frac{144Q^2 K^4 \zeta^4}{\mu}.
\end{align*}
\]

The recursion (33) can be solved as follows:

\[
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t + A r_{T+1} \leq D r_0 \exp \left( - \frac{AT}{D} \right) + O \left( \frac{C}{AT} \right) + O \left( \frac{E}{A^2 T^2} \right) + O \left( \frac{G}{A^4 T^4} \right),
\]

where we define the coefficient \( w_t = (1 - A \eta)^{- (t+1)} \) and \( W_T = \sum_{t=0}^{T} w_t \).

Proof The proof is similar to the works (Stich, 2019; Koloskova et al., 2020). We divide both sides of the recursive inequality by \( \eta_t \) and rearrange the terms:

\[ e_t \leq \frac{(1 - A \eta_t)}{\eta_t} r_t - \frac{1}{\eta_t} r_{t+1} + C \eta_t + E \eta_t^2 + G \eta_t^4. \]
Note that learning rate is fixed $\eta_t = \eta$. Then we multiply both sides of the inequality by $w_t$ and sum over $t$ which gives us:

$$
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t \leq \frac{1}{W_T} \sum_{t=0}^{T} \left[ \frac{(1 - A\eta)^{-(t+1)}(1 - A\eta)}{\eta} r_t - \frac{(1 - A\eta)^{-(t+1)}}{\eta} r_{t+1} \right] + C\eta + E\eta^2 + G\eta^4
$$

$$
= \frac{1}{W_T} \sum_{t=0}^{T} \left[ \frac{(1 - A\eta)^{-t}}{\eta} r_t - \frac{(1 - A\eta)^{-(t+1)}}{\eta} r_{t+1} \right] + C\eta + E\eta^2 + G\eta^4
$$

$$
= \frac{1}{W_T} \sum_{t=0}^{T} \left[ \frac{w_{t-1}}{\eta} r_t - \frac{w_t}{\eta} r_{t+1} \right] + C\eta + E\eta^2 + G\eta^4
$$

$$
= \left[ \frac{r_0}{\eta W_T} - \frac{w_T}{\eta W_T} r_{T+1} \right] + C\eta + E\eta^2 + G\eta^4.
$$

So we have:

$$
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t + \frac{w_T}{\eta W_T} r_{T+1} \leq \frac{r_0}{\eta W_T} + C\eta + E\eta^2 + G\eta^4.
$$

Also using the fact that $W_T \leq \frac{w_T}{\eta}$ and $W_T \geq (1 - A\eta)^{-(T+1)}$ we have:

$$
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t + ar_{T+1} \leq \frac{(1 - A\eta)^{-(T+1)} r_0}{\eta} + C\eta + E\eta^2 + G\eta^4
$$

$$
\leq \frac{r_0 \exp(-a\eta(T+1))}{\eta} + C\eta + E\eta^2 + G\eta^4.
$$

Now we consider two cases:

1) $\frac{1}{D} \geq \frac{\ln\left(\max\left\{\frac{2, A^2 T^2 r_0}{C}\right\}\right)}{\ln\left(\frac{\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}}{AT}\right)}$: We choose $\eta = \frac{\ln\left(\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}\right)}{\ln\left(\frac{\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}}{AT}\right)}$. With this choice we get a rate of:

$$
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t + Ar_{T+1} \leq \frac{r_0 AT}{\ln\left(\frac{\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}}{AT}\right)} \exp\left(-\ln\left(\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}\right)\right) + \tilde{O}\left(\frac{C}{AT}\right)
$$

$$
+ \tilde{O}\left(\frac{E}{A^2 T^2}\right) + \tilde{O}\left(\frac{G}{A^4 T^4}\right)
$$

$$
\leq \tilde{O}\left(\frac{r_0 A}{T^2}\right) + \tilde{O}\left(\frac{C}{AT}\right) + \tilde{O}\left(\frac{E}{A^2 T^2}\right) + \tilde{O}\left(\frac{G}{A^4 T^4}\right).
$$

2) $\frac{1}{D} \leq \frac{\ln\left(\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}\right)}{\ln\left(\frac{\max\left\{2, \frac{A^2 T^2 r_0}{C}\right\}}{AT}\right)}$: We choose $\eta = \frac{1}{D}$. With this choice we get a rate of:

$$
\frac{1}{W_T} \sum_{t=0}^{T} w_t e_t + Ar_{T+1} \leq Dr_0 \exp\left(-\frac{AT}{D}\right) + \frac{C}{D} + \frac{E}{D^2} + \frac{G}{D^4}
$$

$$
\leq Dr_0 \exp\left(-\frac{AT}{D}\right) + \tilde{O}\left(\frac{C}{AT}\right) + \tilde{O}\left(\frac{E}{A^2 T^2}\right) + \tilde{O}\left(\frac{G}{A^4 T^4}\right).
$$

\[\blacksquare\]
D.4. Proof of Theorem 27

Proof The proof follows a similar approach to Yuan and Ma (2020) while we assume that we have heterogeneity. In the following proof, we use the same notation as the work Woodworth et al. (2020b). We drop the subscript \( r \) for simplicity and use \( t \) instead which is in the range \([0, KR - 1]\).

We use the notation \( x_{tm} \) as the parameters of client \( m \) at time step \( t \) and \( g_{tm} \) as the stochastic gradient on client \( m \) at time step \( t \). Also because \( \beta = 1 \), the update rule \( x_{t+1} = x_t + \frac{\beta}{M} \sum_m (x_{tm} - x_t) \) reduces to \( x_{t+1} = \frac{1}{M} \sum_m x_{tm} \). We also define \( \bar{x}_t = \frac{1}{M} \sum_{m=1}^{M} x_{tm} \) as the average of parameters over all clients at time step \( t \). Starting with the distance from the optimal point and taking the conditional expectation on the previous iterate \( x_{tm}^*, \forall m \in [M] \) we have:

\[
\mathbb{E}_t \| \bar{x}_{t+1} - x^* \|^2_2 \\
= \mathbb{E}_t \left\| \bar{x}_t - x^* - \frac{\eta t}{M} \sum_{m=1}^{M} \nabla F_m(x_t^m) + \frac{\eta t}{M} \sum_{m=1}^{M} \nabla F_m(x_{tm}^m) - \frac{\eta t}{M} \sum_{m=1}^{M} g_{tm} \right\|^2_2 \\
(\text{Lemma 32}) \\
\leq \left\| \bar{x}_t - x^* - \eta t \nabla F(\bar{x}_t) + \eta t \nabla F(\bar{x}_t) - \frac{\eta t}{M} \sum_{m=1}^{M} \nabla F_m(x_{tm}^m) \right\|^2_2 + \frac{\eta^2 t^2 \sigma^2}{M} \\
= \left(1 + \frac{\eta t \mu}{2} \right) \left\| \bar{x}_t - x^* - \eta t \nabla F(\bar{x}_t) \right\|^2_2 + \eta^2 t \left( 1 + \frac{2}{\eta t \mu} \right) \left\| \nabla F(\bar{x}_t) - \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x_{tm}^m) \right\|^2_2 + \eta^2 t^2 \sigma^2 \\
(34)
\]

For the first term in (34) we have:

\[
\left\| \bar{x}_t - x^* - \eta t \nabla F(\bar{x}_t) \right\|^2_2 = \left\| \bar{x}_t - x^* \right\|^2_2 + \eta^2 t \left\| \nabla F(\bar{x}_t) \right\|^2_2 - 2\eta t \left\langle \bar{x}_t - x^*, \nabla F(\bar{x}_t) \right\rangle.
\]

For the second term in the above equation we have:

\[
\eta^2 t \left\| \nabla F(\bar{x}_t) \right\|^2_2 = \eta^2 t \left\| \nabla F(\bar{x}_t) - \nabla F(x^*) \right\|^2_2 \\
(\text{Lemma 33}) \\
\leq 2H\eta^2 t \left[ F(\bar{x}_t) - F(x^*) \right].
\]

For the third term in the equality we have:

\[
-2\eta t \left\langle \bar{x}_t - x^*, \nabla F(\bar{x}_t) \right\rangle \leq -2\eta t \left[ F(\bar{x}_t) - F(x^*) \right] - \eta t \mu \left\| \bar{x}_t - x^* \right\|^2_2
\]

Now by putting everything together we have:

\[
\left\| \bar{x}_t - x^* - \eta t \nabla F(\bar{x}_t) \right\|^2_2 \\
= \left\| \bar{x}_t - x^* \right\|^2_2 + \eta^2 t \left\| \nabla F(\bar{x}_t) \right\|^2_2 - 2\eta t \left\langle \bar{x}_t - x^*, \nabla F(\bar{x}_t) \right\rangle \\
\leq \left\| \bar{x}_t - x^* \right\|^2_2 + 2H\eta^2 t \left[ F(\bar{x}_t) - F(x^*) \right] - 2\eta t \left[ F(\bar{x}_t) - F(x^*) \right] - \eta t \mu \left\| \bar{x}_t - x^* \right\|^2_2.
\]
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With the choice of $\eta_t \leq \frac{1}{2\eta_t}$ we have:

$$\|\bar{x}_t - x^* - \eta_t \nabla F(\bar{x}_t)\|^2_2 \leq (1 - \eta_t \mu) \|\bar{x}_t - x^*\|^2_2 - \eta_t \left[ F(\bar{x}_t) - F(x^*) \right].$$

Then we multiply both sides by the coefficient $(1 + \frac{\eta_t \mu}{2})$ and we have:

$$(1 + \frac{\eta_t \mu}{2}) \|\bar{x}_t - x^* - \eta_t \nabla F(\bar{x}_t)\|^2_2 \leq (1 + \frac{\eta_t \mu}{2}) (1 - \eta_t \mu) \|\bar{x}_t - x^*\|^2_2 - \eta_t \left( 1 + \frac{\eta_t \mu}{2} \right) \left[ F(\bar{x}_t) - F(x^*) \right]$$

$$\leq \left( 1 - \frac{\eta_t \mu}{2} \right) \|\bar{x}_t - x^*\|^2_2 - \eta_t \left[ F(\bar{x}_t) - F(x^*) \right]$$

For the second term in (34) we have:

$$\eta_t^2 \left( 1 + \frac{2}{\eta_t \mu} \right) \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x_t^m) - \nabla F(\bar{x}_t) \right\|^2_2$$

$$\leq \frac{4\eta_t}{\mu} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x_t^m) - \nabla F(\bar{x}_t) \right\|^2_2$$

$$= \frac{4\eta_t}{\mu} \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \nabla F_m(x_t^m) - \nabla F(x_t^m) + \nabla F(\bar{x}_t) - \nabla F_m(\bar{x}_t) \right) + \frac{1}{M} \sum_{m=1}^{M} \nabla F(x_t^m) - \nabla F(\bar{x}_t) \right\|^2_2$$

$$\leq \frac{8\eta_t}{\mu M} \sum_{m=1}^{M} \| \nabla F_m(x_t^m) - \nabla F(x_t^m) + \nabla F(\bar{x}_t) - \nabla F_m(\bar{x}_t) \|^2_2 + \frac{8\eta_t}{\mu} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F(x_t^m) - \nabla F(\bar{x}_t) \right\|^2_2$$

For the second term in the above inequality we have:

$$\frac{8\eta_t}{\mu} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F(x_t^m) - \nabla F(\bar{x}_t) \right\|^2_2$$

$$= \frac{8\eta_t}{\mu} \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \nabla F(x_t^m) - \nabla F(\bar{x}_t) - \nabla^2 F(\bar{x}_t)^\top (x_t^m - \bar{x}_t) \right) + \frac{1}{M} \sum_{m=1}^{M} \nabla^2 F(\bar{x}_t)^\top (x_t^m - \bar{x}_t) \right\|^2_2$$

$$\leq \frac{8\eta_t}{\mu} \left( \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \nabla F(x_t^m) - \nabla F(\bar{x}_t) - \nabla^2 F(\bar{x}_t)^\top (x_t^m - \bar{x}_t) \right) \right\|^2_2 \right)$$

$$\leq \frac{8\eta_t}{\mu M^2} \left( \sum_{m=1}^{M} \| \nabla F(x_t^m) - \nabla F(\bar{x}_t) - \nabla^2 F(\bar{x}_t)^\top (x_t^m - \bar{x}_t) \|^2_2 \right)$$

$$\leq \frac{8\eta_t}{\mu M^2} \left( \sum_{m=1}^{M} \frac{Q}{2} \| x_t^m - \bar{x}_t \|^2_2 \right)^2$$
\[= \frac{2Q^2 \eta}{\mu} \left( \frac{1}{M} \sum_{m=1}^{M} \|x_t^m - \bar{x}_t\|_2^2 \right)^2 \leq \frac{2Q^2 \eta}{\mu} \bar{z}_t^2. \]

Now by plugging everything back into (34) we have:

\[\mathbb{E}_t \|\bar{x}_{t+1} - x^*\|_2^2 \leq \left(1 - \frac{\eta \mu}{2}\right) \mathbb{E}_t \|\bar{x}_t - x^*\|_2^2 - \frac{\eta}{\mu} \mathbb{E}_t \|\bar{x}_{t+1} - x^*\|_2^2 + \frac{8\tau^2 \eta}{\mu} \bar{z}_t + \frac{2Q^2 \eta}{\mu} \bar{z}_t^2 + \frac{\eta^2 \sigma^2}{M}. \]

Then we divide both sides by \(\eta_t = \eta\), rearrange the terms and take the unconditional expectation, and we have:

\[\mathbb{E} \left[ F(\bar{x}_t) - F(x^*) \right] \leq \left(1 - \frac{\mu}{2}\right) \mathbb{E} \|\bar{x}_t - x^*\|_2^2 - \frac{1}{\eta} \mathbb{E} \|\bar{x}_{t+1} - x^*\|_2^2 + \frac{8\tau^2}{\mu} \bar{z}_t + \frac{2Q^2}{\mu} \bar{z}_t^2 + \frac{\eta \sigma^2}{M} + \frac{24K\tau^2 \sigma^2 \eta^2}{\mu} + \frac{48K^2 \tau^2 \zeta^2 \eta^2}{\mu} + \frac{36K^2 Q^2 \sigma^4 \eta^4}{\mu} + \frac{144Q^2 K^4 \zeta^4 \eta^4}{\mu}. \]

After tuning the stepsize using the Lemma 37 with the weights \(w_t = (1 - \frac{\mu \eta}{2})^{-t+1}\) and \(W_T = \sum_{t=0}^{KR-1} w_t\) and by summing over \(t = 0, \ldots, KR-1\) we have:

\[\mathbb{E} \left[ F \left( \frac{1}{W_T} \sum_{t=0}^{KR-1} w_t \bar{x}_t \right) - F(x^*) \right] + \frac{\mu}{2} \|\bar{x}_{T+1} - x^*\|_2^2 \leq 2HB^2 \exp \left( -\frac{\mu T}{4H} \right) + \tilde{O} \left( \frac{\sigma^2}{\mu M KR^2} \right) + \tilde{O} \left( \frac{\tau^2 \sigma^2}{\mu^3 KR^2} \right) + \tilde{O} \left( \frac{\tau^2 \zeta^2}{\mu^3 R^2} \right) + \tilde{O} \left( \frac{Q^2 \sigma^4}{\mu^5 KR^4} \right) + \tilde{O} \left( \frac{Q^2 \zeta^4}{\mu^5 R^4} \right). \]

It’s worth mentioning that the notation \(\tilde{O}(.)\) means the bound holds up to some logarithmic factors appearing in the nominator for the last five terms. The logarithmic factor is in the form of \(\ln(\max \{2; T^2\})\) (some absolute constants are ignored). It is also common in the literature to ignore these factors Yuan and Ma (2020); Koloskova et al. (2020).

D.5. Proof of Corollary 15

We use the regularization technique to derive the convergence rate for the convex case from the strongly-convex result. This technique is standard in the literature, see e.g. (Hazan et al., 2016). For the sake of completeness, we repeat the argument here.

Let \(F(x)\) be a convex function. We construct a regularized version of this function \(F_\mu(x)\) as:

\[F_\mu(x) = F(x) + \frac{\mu}{2} \|x - x_0\|_2^2. \]
Next we define:

\[ x^*_\mu = \arg \min_x F_\mu(x), \]
\[ x^* = \arg \min_x F(x). \]

We have that \( F_\mu(x^*_\mu) \leq F_\mu(x^*). \) Then we upper bound the function sub-optimality for the convex function \( F(x) \):

\[
F(\bar{x}_t) - F(x^*) \leq F_\mu(\bar{x}_t) - \frac{\mu}{2} \|\bar{x}_t - x_0\|^2 - F_\mu(x^*) + \frac{\mu}{2} \|x^* - x_0\|^2
\]
\[
\leq F_\mu(\bar{x}_t) - F_\mu(x^*_\mu) + \frac{\mu}{2} \|x^*_\mu - x_0\|^2
\]
\[
\leq F_\mu(\bar{x}_t) - F_\mu(x^*_\mu) + \frac{\mu}{2} \|x^* - x_0\|^2
\]
\[
\leq F_\mu(\bar{x}_t) - F_\mu(x^*_\mu) + \frac{\mu}{2} B^2.
\]

The last step is to tune the \( \mu \). We assume that we want to achieve \( \epsilon \)-accuracy when running local SGD on the convex function \( F \) so we have:

\[
F(\bar{x}_t) - F(x^*) \leq (F_\mu(\bar{x}_t) - F_\mu(x^*_\mu)) + \frac{\mu}{2} B^2 \leq \epsilon.
\]

To satisfy this condition, it is enough to ensure that both terms in the rate are less than \( \frac{\epsilon}{2} \). We solve this for the regularization term and we get:

\[
\frac{\mu}{2} B^2 \leq \frac{\epsilon}{2},
\]

which results in:

\[
\mu \leq \frac{\epsilon}{B^2}.
\]

Now we proceed by replacing \( \mu \) in all terms and deriving the rate.

**Proof** By assuming \( \mu = \frac{\epsilon}{B^2} \), we will find the condition on \( K \) and \( R \) to reach \( \epsilon \)-accuracy using Theorem 27. For simplicity, we drop all constant numbers which do not affect the rate. To recall, in the strongly convex case we had proven a rate of:

\[
HB^2 \exp \left( -\frac{\mu KR}{H} \right) + \tilde{O} \left( \frac{\sigma^2}{\mu MKR} \right) + \tilde{O} \left( \frac{\tau^2 \sigma^2}{\mu^3 K R^2} \right) + \tilde{O} \left( \frac{\tau^2 \xi^2}{\mu^3 R^2} \right) + \tilde{O} \left( \frac{Q^2 \sigma^4}{\mu^5 K^2 R^4} \right) + \tilde{O} \left( \frac{Q^2 \xi^4}{\mu^5 R^4} \right).
\]

For the first term we solve the inequality:

\[
HB^2 \exp \left( -\frac{\epsilon KR}{HB^2} \right) \leq \epsilon \quad \Rightarrow \quad KR \geq \frac{HB^2}{\epsilon} \ln \left( \frac{\epsilon}{HB^2} \right) = \tilde{O} \left( \frac{HB^2}{\epsilon} \right).
\]

For the second term we solve the inequality:

\[
\frac{\sigma^2 B^2}{\epsilon MKR} \leq \epsilon \quad \Rightarrow \quad KR \geq \frac{\sigma^2 B^2}{\epsilon M \epsilon^2}.
\]
For the third term we solve the inequality:
\[
\frac{\tau^2 \sigma^2 B^6}{e^3 KR^2} \leq \epsilon \quad \implies \quad KR^2 \geq \frac{\tau^2 \sigma^2 B^6}{e^4}.
\]
For the fourth term we solve the inequality:
\[
\frac{\tau^2 \zeta^2 B^6}{e^3 R^2} \leq \epsilon \quad \implies \quad R^2 \geq \frac{\tau^2 \zeta^2 B^6}{e^4}.
\]
For the fifth term we solve the inequality:
\[
\frac{Q^2 \sigma^4}{\mu^5 K^2 R^4} \leq \epsilon \quad \implies \quad K^2 R^4 \geq \frac{Q^2 \sigma^4 B^{10}}{e^6}.
\]
And for the last term:
\[
\frac{Q^2 \zeta^4 B^{10}}{e^5 R^4} \leq \epsilon \quad \implies \quad R^4 \geq \frac{Q^2 \zeta^4 B^{10}}{e^6}.
\]
Finally, the rate would be the maximum of above terms which we can write:
\[
\tilde{O}\left(\max\left\{ \frac{HB^2}{\epsilon}, \frac{\sigma B^2}{M e^4}, \frac{\tau^2 \sigma^2 B^6}{e^4}, \frac{\tau^2 \zeta^2 B^6}{e^4}, \frac{Q^2 \sigma^4 B^{10}}{e^6}, \frac{Q^2 \zeta^4 B^{10}}{e^6}\right\}\right) \leq \tilde{O}\left(\frac{HB^2}{\epsilon} + \frac{\sigma B^2}{M e^4} + \frac{\tau^2 \sigma^2 B^6}{e^4} + \frac{\tau^2 \zeta^2 B^6}{e^4} + \frac{Q^2 \sigma^4 B^{10}}{e^6} + \frac{Q^2 \zeta^4 B^{10}}{e^6}\right).
\]
Or in terms of \(K\) and \(R\):
\[
\tilde{O}\left(\frac{HB^2}{KR} + \frac{\sigma B}{\sqrt{MKR}} + \frac{\tau^2 \sigma^2 B^6}{e^4} + \frac{\tau^2 \zeta^2 B^6}{e^4} + \frac{Q^2 \sigma^4 B^{10}}{e^6} + \frac{Q^2 \zeta^4 B^{10}}{e^6}\right).
\]
It’s worth mentioning that during the process of deriving rate for convex regime from strongly convex regime, we also ignore some logarithmic factors which is why we used the notation \(\tilde{O}(\cdot)\).

In fact the term \(\ln\left(\max\left\{ \frac{2 \mu^2 \sigma^2}{\epsilon^2}, \frac{\mu T}{\sigma^2}\right\}\right)\) (some constants are dropped for simplicity) that we use for tuning the stepsize depends on \(\mu\). By the choice of \(\mu = \frac{\epsilon}{B^2}\) this term becomes \(B^2 \ln\left(\max\left\{ \frac{2 \mu^2 \sigma^2}{\epsilon^2}, \frac{\mu T}{\sigma^2}\right\}\right)\) which will be used to upper bound the terms in our rate which are in the form of \(\frac{C}{D} + \frac{E}{D^2} + \frac{G}{D^3}\) (refer to D.3). We use the fact that \(\frac{1}{D} \leq \frac{B^2 \ln\left(\max\left\{ \frac{2 \mu^2 \sigma^2}{\epsilon^2}, \frac{\mu T}{\sigma^2}\right\}\right)}{cT}\). If \(2 \geq \frac{M^2 T^2}{B^2 \sigma^2}\), then there is no extra logarithmic factor appearing in our rate. Only in the case of \(2 \leq \frac{M^2 T^2}{B^2 \sigma^2}\) we get an extra factor of \(\ln(T^2)\). In this case, for the term \(\frac{C}{D}\) as an example we have:
\[
\frac{C}{D} \leq \frac{CB^2 \ln\left(\frac{M^2 T^2}{B^2 \sigma^2}\right)}{cT}
\]
And to achieve \(\epsilon\)-accuracy we want this term to be less that \(\epsilon\) so we have:
\[
\frac{CB^2 \ln\left(\frac{M^2 T^2}{B^2 \sigma^2}\right)}{cT} \leq \epsilon
\]
So we need to set $T$ in the following way:

$$T \geq \frac{CB^2 \ln \left( \frac{M^2 T^2}{\beta^2 \sigma^2} \right)}{\epsilon^2} \geq \frac{CB^2 \ln \left( \frac{M^2 T^2}{\beta^2 \sigma^2} \right)}{\epsilon^2} = \tilde{O}(\frac{1}{\epsilon^2})$$

And for the other terms we do the same.

---

**Appendix E. Missing Details from Section 5**

**E.1. A stronger variant of Assumption 5 on $S^*$**

We will use the following stronger version of Assumption 2 with $\mathcal{X} = S^*$, which makes more sense for strongly convex objectives.

**Assumption 7 (Bounded Optima Heterogeneity)** A set of objectives $H$-smooth and strongly convex objectives $\{F_m\}_{m \in [M]}$, satisfy $\zeta_\star$-optima-heterogeneity if,

$$\frac{1}{M} \sum_{m \in [M]} \|x^\star_m - x^\star\|^2_2 \leq \frac{\zeta_\star^2}{H^2},$$

where $x^\star_m$ is the optimum of $F_m$ for all $m \in [M]$ and $x^\star$ is the optimum of the average objective $F$.

Note that using smoothness along with Assumption 7 implies Assumption 2 for $\mathcal{X} = S^*$. Intuitively, when the machines have unique optima, the most natural measure of heterogeneity is the distance between these optima and the optima of the average objective, which the above assumption measures. Note that a problem instance with objectives of the form (11) satisfying Assumption 7 lies in the problem class $\mathcal{P}_{\zeta_\star}^{H,B,\sigma}$.

**E.2. Proof of Proposition 19**

Assuming the local SGD algorithm converges, i.e., the hyper-parameters are set to achieve that and $R \to \infty$, we would like to calculate its fixed point. Let’s denote the fixed point by $x_\infty$. Then $x_\infty$ must satisfy the following requirements,

$$x_\infty = x_\infty + \frac{\beta}{M} \sum_{m \in [M]} \Delta^m(x_\infty) \equiv \sum_{m \in [M]} \Delta^m(x_\infty) = 0,$$

where $\Delta^m(x_\infty)$ is the update on machine $m$ for a communication round starting at the fixed point $x_\infty$. Note that the above equation does not depend on $\beta$. Also, note that this is very similar to the average drift assumption of Wang et al. (2022). Unwinding the update, we get the following,

$$\sum_{m \in [M]} \sum_{k \in [K]} A_m(I - \eta A_m)^{k-1}(x_\infty - x_m^\star) = 0.$$
\[ x_\infty = \frac{1}{M} \sum_{m \in [M]} A^{-1} A_m x_m^* = x^* , \]

\[ \iff \eta > 0 \implies x_\infty = \frac{1}{M} \sum_{m \in [M]} C^{-1} C_m x_m^* , \]

where \( C_m := I - (I - \eta C_m)^K \), and \( C := \frac{1}{M} \sum_{m \in [M]} C_m \). Note that \( x_\infty(\eta, K) \) is a function of \( \eta, K \) and is unaffected by the choice of \( \beta \). The above proof also highlights a key limitation of the assumption 6; they assume that local SGD is going to converge to \( x^* \) as opposed to any other fixed point, defining the average drift at the optimum. This makes their analysis more complicated than it should have been.

### E.3. Proof of Proposition 19

Assuming the local SGD algorithm converges, i.e., the hyper-parameters are set to achieve that and \( R \to \infty \), we would like to calculate its fixed point. Let’s denote the fixed point by \( x_\infty \). Then \( x_\infty \) must satisfy the following requirements,

\[ x_\infty = x_\infty + \beta \sum_{m \in [M]} \sum_{k \in [K]} \Delta^m(x_\infty) \equiv \sum_{m \in [M]} \Delta^m(x_\infty) = 0 , \]

where \( \Delta^m(x_\infty) \) is the update on machine \( m \) for a communication round starting at the fixed point \( x_\infty \). Note that the above equation does not depend on \( \beta \). Also, note that this is very similar to the average drift assumption of Wang et al. (2022). Unwinding the update, we get the following,

\[ \sum_{m \in [M]} \sum_{k \in [K]} A_m (I - \eta A_m)^{k-1} (x_\infty - x_m^*) = 0 , \]

\[ \iff \eta = 0 \implies \frac{1}{M} \sum_{m \in [M]} A^{-1} A_m x_m^* = x^* , \]

\[ \iff \eta > 0 \implies \frac{1}{M} \sum_{m \in [M]} C^{-1} C_m x_m^* , \]

where \( C_m := I - (I - \eta C_m)^K \), and \( C := \frac{1}{M} \sum_{m \in [M]} C_m \). Note that \( x_\infty(\eta, K) \) is a function of \( \eta, K \) and is unaffected by the choice of \( \beta \). The above proof also highlights a key limitation of the assumption 6; they assume that local SGD is going to converge to \( x^* \) as opposed to any other fixed point, defining the average drift at the optimum. This makes their analysis more complicated than it should have been.

### E.4. Proof of Proposition 21

**Proof** We first bound the distance between \( x^* \) and \( \bar{x}^* \),

\[ \| x^* - \bar{x}^* \|_2 = \left\| \frac{1}{M} \sum_{m \in [M]} (I - A^{-1} A_m) x_m^* \right\|_2 . \]
We now bound the distance between $x^\infty(K > 1, \eta)$ and $\bar{x}^*$ similarly,

$$
\|x^\infty - \bar{x}^*\|_2 = \left\| \frac{1}{M} \sum_{m \in [M]} (I - C^{-1} C_m) x_m^* \right\|_2,
$$

$$
= \left\| \frac{1}{M} \sum_{m \in [M]} C^{-1} (C - C_m) (x_m^* - x) \right\|_2,
$$

$$
\leq \frac{1}{M} \sum_{m \in [M]} \|C^{-1} (C - C_m) (x_m^* - x)\|_2,
$$

$$
\leq \frac{1}{M} \sum_{m \in [M]} \|C^{-1}\|_2 \|C - C_m\|_2 \|x_m^* - x\|_2,
$$

$$
\leq \frac{\zeta^*}{H} \|C^{-1}\|_2 \frac{1}{M} \sum_{m \in [M]} \|C - C_m\|_2,
$$

$$
= \frac{\zeta^*}{H} \cdot \frac{1}{\lambda_{\text{min}}(C)} \frac{1}{M} \sum_{m \in [M]} \|C - C_m\|_2,
$$

$$
\leq \frac{\zeta^*}{H} \cdot \frac{1}{1 - (1 - \eta \inf_{m \in [M]} \lambda_{\text{min}}(A_m))^K} \frac{1}{M} \sum_{m \in [M]} \|C - C_m\|_2,
$$

$$
\leq \frac{\zeta^*}{H} \cdot \frac{1}{1 - (1 - \eta \mu)^K} \frac{1}{M^2} \sum_{m, n \in [M]} \|C_n - C_m\|_2,
$$

$$
\leq \frac{\zeta^*}{H} \cdot \frac{1}{1 - (1 - \eta \mu)^K} \sup_{m, n \in [M]} \|(I - \eta A_m)^K - (I - \eta A_n)^K\|_2,
$$

$$
\leq \frac{\zeta^*}{H} \cdot \frac{1}{1 - (1 - \eta \mu)^K} \sup_{m, n \in [M]} \|\eta(A_m - A_n)\|_2 K(1 - \eta \mu)^K - 1,
$$

$$
\leq \frac{\zeta^*}{H} \cdot \frac{\tau \eta K (1 - \eta \mu)^K - 1}{1 - (1 - \eta \mu)^K},
$$
where to get the second last inequality, we note the following sequence of inequalities with a clever adding and subtracting of several terms,

\[(I - \eta A_m)^K - (I - \eta A_n)^K = (I - \eta A_m)^K - \sum_{k \in [K]} (I - \eta A_n)^k (I - \eta A_m)^{K-k}
+ \sum_{k \in [K]} (I - \eta A_n)^k (I - \eta A_m)^{K-k} - (I - \eta A_n)^K ,
= (I - \eta A_m)^K - \sum_{k \in [K]} (I - \eta A_n)^k (I - \eta A_m)^{K-k}
+ \sum_{k \in [K-1]} (I - \eta A_n)^k (I - \eta A_m)^{K-k} + (I - \eta A_n)^K - (I - \eta A_n)^K ,
= (I - \eta A_m)^K + \sum_{k \in [K-1]} (I - \eta A_n)^k (I - \eta A_m)^{K-k}
- \sum_{k \in [K]} (I - \eta A_n)^k (I - \eta A_m)^{K-k} ,
= \sum_{k \in [0,K-1]} (I - \eta A_n)^k (I - \eta A_m)^{K-k} - \sum_{k \in [K]} (I - \eta A_n)^k (I - \eta A_m)^{K-k} ,
= \sum_{k \in [K]} [(I - \eta A_n)^k - 1 (I - \eta A_m)^{K-k+1} - (I - \eta A_n)^k (I - \eta A_m)^{K-k}]
= \sum_{k \in [K]} [\eta (I - \eta A_n)^k - 1(A_n - A_m)(I - \eta A_m)^{K-k}] ,
\]

which upon taking the norm implies,

\[\| (I - \eta A_m)^K - (I - \eta A_n)^K \|_2 \leq \sum_{k \in [K]} \eta \| I - \eta A_n \|_2^{k-1} \| A - n \|_2 \| I - \eta A_m \|_2^{K-k} ,
\leq \eta \sum_{k \in [K]} (1 - \eta \mu)^{k-1} \tau (1 - \eta \mu)^{K-k} ,
\leq \eta \tau K (1 - \eta \mu)^{K-1} ,
\]

which finishes the proof of the inequality and hence the proof as well.

\[\square\]

**E.5. Proof of Theorem 22**

Having identified the convergence point of local SGD in the previous section as \(x_\infty(\eta, K)\), in this section, we will characterize the rate of convergence to this point.

**Proof** We first write the inner loop iterated on machine \(m\) as follows,

\[x_{r,K}^m = x_{r,K-1}^m - \eta \left(A_m(x_{r,K-1}^m - x_m^*)\right) ,
= x_m^* + (I - \eta A_m)^K (x_{r,0}^m - x_m^*) ,
\]
 LOCAL SGD FOR HETEROGENEOUS DISTRIBUTED LEARNING

\[ x_r = x_{r-1} + \frac{\beta}{M} \sum_{m \in [M]} (x_{m, r,K} - x_{r-1}), \]

Subtracting the fixed point \( \hat{x} \) on both sides, we get,

\[ x_r - \hat{x} = x_{r-1} - \hat{x} + \frac{\beta}{M} \sum_{m \in [M]} (I - (I - \eta A_m)^K) (x_m^* - x_{r-1}), \]

\[ = (I - \beta C) x_{r-1} - x_{\infty} + \frac{\beta B}{M} \sum_{m \in [M]} C^{-1} C_m x_m^*, \]

\[ = (I - \beta C) x_{r-1} - x_{\infty} + \beta C x_{\infty}, \]

\[ = (I - \beta C) (x_{r-1} - x_{\infty}). \]

Unrolling this recursion for \( R \) communication rounds,

\[ x_R - x_{\infty} = (I - \beta B)^R (x_0 - x_{\infty}). \]

Noting the initialization \( x_0 = 0 \) we get,

\[ x_R = (I - (I - \beta C)^R) x_{\infty}, \]

\[ = \left( I - \left( I - \frac{\beta}{M} \sum_{m \in [M]} (I - (I - \eta A_m)^K) \right)^R \right) x_{\infty}, \]

\[ = \left( I - \left( (1 - \beta) \cdot I + \frac{\beta}{M} \sum_{m \in [M]} (I - \eta A_m)^K \right)^R \right) x_{\infty}. \]

In particular, we can bound the distance between \( x_R \) and \( x_{\infty} \) as follows,

\[ \|x_R - x_{\infty}\|_2 = \| (I - \beta C)^R (x_0 - x_{\infty}) \|_2. \]
\[
\begin{align*}
&\leq \|I - \beta C\|^R \|x_\infty\|_2, \\
&= \left\|I - \beta \frac{1}{M} \sum_{m\in[M]} \left(I - (I - \eta A_m)^K\right)\right\|^R \|x_\infty\|_2, \\
\end{align*}
\]

If we ensure that \( \beta < \frac{1}{\|C\|_2} \), then the distance contracts with more communication rounds. Note that,
\[
\|C\|_2 = \left\|\frac{1}{M} \sum_{m\in[M]} \left(I - (I - \eta A_m)^K\right)\right\|_2,
\]
\[
= \left\|I - \frac{1}{M} \sum_{m\in[M]} (I - \eta A_m)^K\right\|_2,
\]
\[
\leq \max_{m\in[M]} \|I - (I - \eta A_m)^K\|_2,
\]
\[
\leq 1 - (1 - \eta H)^K.
\]

This implies that we will have contraction with communication if \( \beta < \frac{1}{1 - (1 - \eta H)^K} \). In this regime, we can calculate the overall convergence as follows,
\[
\|x_R - x_\infty\|_2 \leq \|I - \beta C\|^R \|x_\infty\|_2,
\]
\[
\leq (1 - \beta \|C^{-1}\|_2^{-1})^R \|x_\infty\|_2,
\]
\[
\leq \left(1 - \beta \left(1 - (1 - \eta \mu)^K\right)\right)^R \|x_\infty\|_2,
\]
\[
\leq \left(1 - \beta \left(1 - (1 - \eta \mu)^K\right)\right)^R \|C^{-1}\|_2 \left\|\frac{1}{M} \sum_{m\in[M]} C_m x_m^*\right\|_2,
\]
\[
\leq \left(1 - \beta \left(1 - (1 - \eta \mu)^K\right)\right)^R \frac{1 - (1 - \eta H)^K}{1 - (1 - \eta \mu)^K} \cdot \frac{B}{B}.
\]

We can note that when \( \beta = 1 \) this simplifies to,
\[
\|x_R - x_\infty\|_2 \leq (1 - \eta \mu)^K \cdot \frac{1 - (1 - \eta H)^K}{1 - (1 - \eta \mu)^K} \cdot \frac{B}{B}.
\]

When \( \beta = \frac{1}{c} \cdot \frac{1}{1 - (1 - \eta H)^K} \) for some \( c > 1 \) this reduces to,
\[
\|x_R - x_\infty\|_2 \leq \left(1 - \frac{1}{c} \cdot \frac{1 - (1 - \eta \mu)^K}{1 - (1 - \eta H)^K}\right)^R \frac{1 - (1 - \eta H)^K}{1 - (1 - \eta \mu)^K} \cdot \frac{B}{B},
\]
\[
= \left(1 - \frac{1}{c \kappa}\right)^R \kappa' B,
\]
where we define,
\[
\kappa' := \frac{1 - (1 - \eta H)^K}{1 - (1 - \eta \mu)^K}.
\]
This finishes the convergence proof for local GD. To finish the proof of the theorem, we combine this result with the fixed point discrepancy implied by Proposition 21.

E.6. Two Stage Algorithms

Based on the discussion in this section, a natural question is how to reduce the fixed-point discrepancy of local SGD. One approach based on the observation in Figure 1 is to reduce the inner step-size of local SGD as iterations proceed so that we get the benefit of more aggressive updates at the beginning of training but can also avoid the fixed-point discrepancy at the end of training. Note that reducing the inner step size actually reduces local SGD to mini-batch SGD in the limit. Thus, an even easier approach to fixing the fixed point issue is sharply transitioning from running local SGD to mini-batch SGD (which has no fixed point issues) at the end of training.

Such a two-stage algorithm has been considered by Hou et al. (2021), motivated by the results of Woodworth et al. (2020b). Theorem 22 provides a more fine-grained perspective on this two-stage algorithm by capturing the effect of $\zeta, \tau$ as opposed to $\zeta(|R^d|)$ in Hou et al. (2021). In particular, we run local GD for the first phase until the optimization (first) term in Theorem 22 dominates the convergence, i.e., $R_1 = \theta \left( \frac{\kappa}{K} \ln \left( \frac{H \mu}{\zeta \tau B} \right) \right)$ rounds. At this point, we switch to running GD, i.e., the noiseless variant of mini-batch SGD, for $R_2 = \theta \left( \kappa \ln \left( \frac{\zeta \tau \mu}{H \mu} \right) \right)$, for some target accuracy $\epsilon$. Thus, in total, the communication complexity of this algorithm is given by,

$$R(\epsilon) = R_1 + R_2 = \theta \left( \kappa \ln \left( \frac{H \mu}{\zeta \tau} \cdot \frac{1}{1/K} \cdot \left( \frac{\zeta \tau}{H \mu} \cdot \frac{1}{\epsilon} \right) \right) \right).$$

This communication complexity exemplifies the effect of local update steps, where we notice that in the limit $K \to \infty$ the communication complexity of the two-stage algorithm local GD-$\zeta$GD is much better than running GD alone as long as $\frac{\zeta \tau}{\mu} << HB$. 