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Abstract
Bandit convex optimization (BCO) is a general framework for online decision making under un-
certainty. While tight regret bounds for general convex losses have been established, existing algo-
rithms achieving these bounds have prohibitive computational costs for high dimensional data.

In this paper, we propose a simple and practical BCO algorithm inspired by the online Newton
step algorithm. We show that our algorithm achieves optimal (in terms of horizon) regret bounds for
a large class of convex functions that satisfy a condition we call κ-convexity. This class contains
a wide range of practically relevant loss functions including linear losses, quadratic losses, and
generalized linear models. In addition to optimal regret, this method is the most efficient known
algorithm for several well-studied applications including bandit logistic regression.

Furthermore, we investigate the adaptation of our second-order bandit algorithm to online con-
vex optimization with memory. We show that for loss functions with a certain affine structure, the
extended algorithm attains optimal regret. This leads to an algorithm with optimal regret for bandit
LQ problem under a fully adversarial noise model, thereby resolving an open question posed in
(Gradu et al., 2020) and (Sun et al., 2023).

Finally, we show that the more general problem of BCO with (non-affine) memory is harder.
We derive a Ω̃(T 2/3) regret lower bound, even under the assumption of smooth and quadratic
losses.
Keywords: Bandit Convex Optimization, Nonstochastic Control, Second Order Methods

1. Introduction

Bandit convex optimization (BCO) is a prominent framework for online decision-making. It can be
described as an interactive game between a learner and an adversary. At time t ∈ N, the learner
must choose an action xt from a convex constraint set K ⊂ Rd. Once xt is chosen and played by
the learner, the adversary reveals a convex loss function ft : Rd → R, to which the learner suffers
loss ft(xt). Unlike full-information settings where the learner observes the loss function ft at each
round, bandit feedback provides only scalar feedback—the loss associated with the chosen action,
i.e., the scalar ft(xt). The learner’s goal is to minimize regret over a time horizon T , which is
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defined to be the difference between the total loss incurred by the learner and the best fixed action
in K had the loss sequences were known ahead of the time:

RegretT =

T∑
t=1

ft(xt)−min
x∈K

T∑
t=1

ft(x).

There is a long line of work in the online learning community that aims to attain optimal regret
guarantees in bandit convex optimization, see e.g. Lattimore and Szepesvári (2020). The optimal
regret for this setting in terms of the number of iterations, on the order of O(

√
T ), was obtained in

Bubeck et al. (2017). However, the regret of this method has high polynomial dependence on the
dimension, and similarly the running time is polynomial in both dimension and number of iterations,
rendering it impractical in many applications. Motivated by the need for more efficient methods,
works by Abernethy et al. (2009); Hazan and Levy (2014); Suggala et al. (2021) obtained more
practical algorithms, but for restrictive classes of loss functions. Namely, these latter works apply
to linear, strongly-convex and smooth, and quadratic losses, respectively.

One of the interesting remaining open problems in the area is to design an online algorithm that
(1) works for a rich class of functions, (2) is computationally efficient, and (3) obtains O(

√
T ) regret

without heavy dependence on the dimension. We advance this research direction with an efficient
second-order method with contributions summarized below.

1.1. Our contributions to bandit convex optimization (BCO)

Our first contribution is a new algorithm called Bandit Newton Step (Algorithm 1), which is a
natural adaptation of the Online Newton Step algorithm (Hazan et al., 2007) to the bandit feed-
back setting. Our algorithm is an improper learning technique, i.e., it plays actions that lie out-
side of the constraint set K, but competes with the best point inside of K. Such improper learn-
ing algorithms are applicable to the applications we consider, such as online regression and on-
line control. The guarantees of our algorithm apply to a broad class of convex functions that
satisfy a curvature assumption called κ-convexity, which is formally defined as the following:

Linear

convex

Homogeneous
Quadratic

𝜿-convex

Strongly 
convex & 
smooth

Exp-
concave

Definition 1 (κ-convexity) A function f is
called κ-convex over domain K ⊆ Rd iff the
following holds: f is convex and twice dif-
ferentiable almost everywhere, and moreover
∃c, C > 0 and a PSD matrix 0 ⪯ H ⪯ I such
that the Hessian of f at any x ∈ K satisfies

cH ⪯ ∇2f(x) ⪯ CH ,
C

c
≤ κ.

As shown in the diagram above, the class of κ-
convex functions generalizes loss functions encountered in prior works (Abernethy et al., 2009;
Hazan and Levy, 2014; Suggala et al., 2021) and finds broad applicability in online learning. No-
tably, this class relaxes the requirements of strong convexity and smoothness assumptions, demand-
ing them only along directions where the Hessian H is nonzero. Consequently, it encompasses
quadratic, (generalized) linear loss functions. A more detailed discussion on κ-convexity is in-
cluded in Appendix A.
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Contribution 1. Algorithm 1 guarantees for the class of κ-convex loss functions: (1) O(d2.5
√
T )

regret upper bound, and (2) per-iteration computational complexity of O(d2).

Paper Losses Advers. Regret Running time

Abernethy et al. (2009) linear ✓ Õ(d
√
T ) O(d2)

Hazan and Levy (2014)
strongly convex,

smooth
✓ Õ(d

√
T ) O(d)

Suggala et al. (2021) convex quadratic ✓ Õ(d16
√
T ) O(d4)

Bubeck et al. (2021) bounded convex ✓ Õ(d10.5
√
T ) poly(d, T )

Lattimore (2020) convex ✓ Õ(d2.5
√
T ) exp(d, T )

Lattimore and Gyorgy (2021) convex × Õ(d4.5
√
T ) poly(d)†

Lattimore and György (2023) Lipschitz convex × Õ(d1.5
√
T ) O(d3)

Theorem 3 κ-convex ✓ Õ(d2.5
√
T ) O(d2)

Table 1: Comparison with relevant prior works that achieve Õ(
√
T ) regret for bandit convex opti-

mization. The last column presents the per-iteration runtime excluding projections. †: this
algorithm has d4 operations that happen infrequently, thus running time over T iterations
is at least max{d4, Td}.

The consequences of this result extend to some well studied problem settings with κ-convex
losses, encompassing linear and logistic regression problems (Observation 2). For these settings,
our results imply optimal in T regret, and computationally efficient bandit algorithms. A detailed
discussion of these contributions is provided in Appendix B.

Contribution 1.a. Applied to bandit logistic regression problems, Algorithm 1 guarantees
regret O(d2.5e2D

√
T ) and running time of O(d2), where D is the diameter of the domain of

the linear predictor.

Contribution 1.b. Applied to bandit linear regression problems, Algorithm 1 guarantees re-
gret O(d2.5

√
T ) and running time of O(d2).

1.2. Our contributions to online control

Paper Noise Observability Regret

Gradu et al. (2020) adversarial full Õ(T 3/4)

Cassel and Koren (2020) stochastic full Õ(
√
T )

Cassel and Koren (2020) adversarial full Õ(T 2/3)

Sun et al. (2023) semi-adversarial partial Õ(
√
T )

Theorem 5 adversarial partial Õ(
√
T )

Table 2: Comparison with relevant prior works for bandit control of LQR problem.

Next, we proceed to studying the extension of our bandit algorithm to online control of linear
dynamical systems. The setting of online control is more challenging and general than BCO, since
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each instantaneous loss depends on the system’s current state, which then depends on the past
controls chosen by the learner. Very often, online control algorithms are derived from standard
online learning algorithms applied to loss functions with memory. In this setting (Anava et al.
(2015)), at each round t, the loss function ft : (Rd)m → R depends not only on the current decision
of the learner but the most recent m decisions (m is often referred to as the memory length). The
learner’s objective is to minimize regret, now defined as

Memory-RegretT =
T∑

t=m

ft(xt−m+1, . . . , xt)−min
x∈K

T∑
t=m

ft(x, . . . , x).

The reason memory is important for control is that for stable linear dynamical systems, the effect of
past states and control decays exponentially over time, allowing truncation and reduction to online
learning with memory. The best known bound for bandit linear control with adversarial noise is
Õ(T 2/3) (Cassel and Koren, 2020). The work of (Sun et al., 2023) gave a O(

√
T ) regret bound

for online LQ problem 1, but under a more restrictive semi-adversarial noise model. The model
assumes that the noise contains a stochastic component, whose second moment admits a lower
bound. It remained an open problem to resolve the optimal rates for bandit linear control and bandit
convex optimization with memory (BCO-M) in general.

We address this question, and give new tight upper and lower bounds for these settings as fol-
lows.

Contribution 2. For bandit LQ problem, we propose NBPC, an efficient controller algorithm
that achieves Õ(

√
T ) regret against fully adversarial noise model.

This upper bound leverages the special memory structure, called affine memory, in linear control
problems. To see the significance of the affine memory structure, we give a tight lower bound for
BCO with general memory, as per below.

Contribution 3. BCO-M with general quadratic and smooth loss functions has a Ω̃(T 2/3)
regret lower bound even when some degree of improper learning is allowed.

Our analysis establishes a clear distinction between the complexities of bandit linear control and
BCO-M, indicating that structural properties of linear control problems are crucial for obtaining
optimal regret bounds.

1.3. Related works

Bandit convex optimization. The setting of BCO is the limited (zero-order) analogue of online
convex optimization, see (Hazan, 2022; Lattimore and Szepesvári, 2020) for an in-depth treatment
of OCO, BCO, and other bandit settings. The first BCO algorithms for adversarial losses were
gradient based (Flaxman et al., 2004), and generally applicable, but did not attain the optimal regret
bound. A flurry of research followed with more general and efficient methods, culminating in an
optimal regret bound and polynomial time algorithm (Bubeck et al., 2021). That still is not the end of
the picture, as the regret bounds and running time for the latter algorithm have a large (polynomial)
dependence on the dimension.

1. Linear quadratic (LQ) problem refers to controlling of linear dynamical systems with quadratic costs. LQ problem is
one of the most fundamental problems in control theory.
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Special cases of loss functions were addressed in a sequence of works. Notable in these is the
optimal regret algorithm for bandit linear optimization (Abernethy et al., 2009), which is the most
important subcase. Further generalizations with improved runtimes and/or regret bounds include
strongly convex + smooth (Hazan and Levy, 2014), and quadratic losses (Suggala et al., 2021).
Another important research theme explores efficient bandit algorithms for stochastic losses. The
second-order method of Lattimore and György (2023) is the most relevant to our work; it develops
a bandit Newton approach for minimizing Lipschitz convex losses over Rd.

Online control. Online nonstochastic control considers the problem of controlling a discrete-time
linear dynamical system with an adversarially chosen perturbation and cost sequence. The goal is to
compete with the best fixed policy in some benchmark policy class. Agarwal et al. (2019) is the first
work that leverages the stability assumption on the system and proved reduction from nonstochastic
control to online learning with memory, where the latter was studied in (Anava et al., 2015). The line
of work is too extensive to include here, and we refer those who are interested to Hazan and Singh
(2022) for a survey. The most relevant works to ours are perhaps Cassel and Koren (2020); Gradu
et al. (2020); Sun et al. (2023), where the authors also studied nonstochastic control. A comparison
of results is included in Table 2.

There are two other relevant works in the full information setting (Simchowitz et al., 2020;
Simchowitz, 2020). Simchowitz et al. (2020) proposed the state-of-art benchmark policy class of
disturbance response controllers (DRCs), which both (Sun et al., 2023) and we use as the benchmark
policy class for regret evaluation. Simchowitz (2020) leveraged the special structure of control loss
and studied the subclass of OCO-M with memory problem which they referred to as OCO with
Affine Memory (OCO-AM). This insight is crucial to our analysis.

Lower bounds for bandit algorithms. Bandit convex optimization (BCO) is strictly harder than
its full information counterpart, and therefore in general the regret is lower bounded by Ω(

√
T ).

Shamir (2013) showed a tight Ω(
√
T ) lower bound on the regret that holds even for strongly convex

and smooth loss functions.
Bandit convex optimization with memory (BCO-M) is harder than BCO. Dekel et al. (2014);

Koren et al. (2017) showed a Ω̃(T 2/3)-lower bound for multi-armed bandit problems with switch-
ing/moving cost. The addition of a switching cost is a form of loss function with memory and
therefore inspires the question that whether bandit optimization with memory over compact and
convex decision set with natural loss functions exhibits the same restriction. We answer this ques-
tion by showing Ω̃(T 2/3) regret lower bound for quadratic and smooth loss that is adaptive at time
t to the algorithm’s decisions up to time t − m, where m is the memory length. We emphasize
that most if not all existing upper bound analysis for BCO and BCO-M holds for such adaptivity
assumption. Table 3 includes a summary of results in regret lower bounds for bandit algorithms.

Paper Decision set Regret Note

Dekel et al. (2014) discrete Ω̃(T 2/3) 0-1 moving cost
Koren et al. (2017) discrete Ω̃(T 2/3) metric moving cost

Cesa-Bianchi et al. (2013) continuous Ω(T 2/3) 0-1 moving cost
Theorem 6 continuous Ω̃(T 2/3) smooth, quadratic loss with memory

Table 3: Comparison with relevant prior works on lower bounds for bandit algorithms.
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1.4. Paper organization

In Section 2 we give details of the setting and notations considered. In Section 3 we give the
simplest version of Bandit Newton Step (BNS) and main theorem statement. Following that we give
the extension of BNS to the OCO with affine memory setting in Section 4. Lower bounds for OCO
with memory are given in Section 5. Details of the application to control and proof details are left
to the appendix.

1.5. Notations

Denote Bd = {x ∈ Rd : ∥x∥2 ≤ 1} to be the unit ball in Rd, and Sd−1 = {x ∈ Rd : ∥x∥2 = 1}
to be the unit sphere in Rd. We consider the following matrix norms: ∥M∥op = sup{∥Mx∥2 :
∥x∥2 = 1} denotes the operator norm. ∥M∥ = ρ(M) denotes the largest singular value of M . For
u1, . . . , un ∈ Rd, u1:n = (u1, . . . , un) ∈ Rdn denotes the concatenated vector. For matrix-vector
products, A1, . . . , An ∈ Rm×d, A1:nu1:n = (A1u1, . . . , Anun) ∈ Rmn denotes the concatenated
matrix-vector product. For A ∈ Rd×d such that A ⪯ 0, we denote the induced matrix norm on Rd

as ∥v∥A =
√
v⊤Av and its dual norm as ∥ · ∥∗A. It can be checked that ∥ · ∥∗A = ∥ · ∥A−1 if A is

invertible.

2. Preliminaries

2.1. BCO

We consider the BCO problem over a convex and compact set K ⊂ Rd. At each round, the learner
is allowed to play a point yt ∈ Rd, after which a loss ft(yt) ∈ R is revealed to the learner. If yt
is restricted to lie in K, then the learner is called a proper learner. If yt can lie outside K, then the
learner is called improper. In this work, we provide an improper learning algorithm for κ-convex
losses. The performance of the learner is measured by regret, i.e. the difference between the loss
incurred by the learner and the best single point x∗ ∈ K had the loss functions were known ahead
of the time, i.e.

RegretT =
T∑
t=1

ft(yt)− min
x∗∈K

T∑
t=1

ft(x
∗).

We make the following assumptions on the sequence of loss functions {ft}Tt=1:

Assumption 1 (Oblivious Adversary) The sequence of losses {ft}Tt=1 are fixed ahead of the game
(i.e. the sequence of loss unctions does not depend on the learner’s decisions).

Assumption 2 (κ-convex losses) The sequence of losses {ft}Tt=1 are κ-convex. That is, ∃c, C > 0,
and PSD matrices 0 ⪯ Ht ⪯ I such that

∀x ∈ K + Bd, t ∈ [T ], cHt ⪯ ∇2ft(x) ⪯ CHt , where
C

c
≤ κ.

Assumption 3 (Bounded range and gradients) ∃B,L > 0 such that {ft}Tt=1 satisfies

max
1≤t≤T

sup
x∈K

ft(x) ≤ B, max
1≤t≤T

sup
x∈K
∥∇ft(x)∥2 ≤ L.
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2.2. Control of LQ problem

An important application of BCO-M is its reduction from nonstochastic LQ control. Consider the
following partially observable linear dynamical system governed by dynamics (A,B) and observa-
tion matrix C:

xt+1 = Axt +But +wt, yt = Cxt + et, (1)

where xt,ut are the state and control played at time t, respectively. wt is the perturbation at time
t. The system’s state is not directly accessible. Instead, an observation, yt, which is usually a noisy
low-dimension projection of the state xt coupled with observation noise et, is accessible. A,B,C
are of appropriate dimensions, i.e. A ∈ Rdx×dx B ∈ Rdx×du , and C ∈ Rdy×dx , where dx, dy, du
are the dimensions of xt,yt,ut. wt ∈ Rdx , and et ∈ Rdy . In addition, we assume the system has
bounded dynamics and permits a strongly stable linear policy:

Assumption 4 (Strongly stabilizable with bounded dynamics) The matrices that govern the sys-
tem dynamics and observations in Eq. (1) are bounded: ∥A∥op ≤ κA, ∥B∥op ≤ κB , ∥C∥op ≤ κC ,
and ∃K ∈ Rdu×dy with A+BKC = HLH−1 for some H ≻ 0 and max{∥K∥, ∥H∥∥H−1∥} ≤ κ,
∥L∥ ≤ 1− γ for some κ > 0, 0 < γ ≤ 1.

In the nonstochastic control setting, we make no stochastic assumption on the perturbation and noise
sequence {wt, et}Tt=1, other than that they are bounded, i.e.

max
t∈[T ]
{max{∥wt∥2, ∥et∥2}} ≤ Rw,e.

Moreover, at time t, after a control ut is played by the learner, a time-varying quadratic cost

ct(yt,ut) = y⊤
t Qtyt + u⊤

t Rtut (2)

is revealed to the learner. We make the following assumption on the adversary.

Assumption 5 (Oblivious adversary) The adversary that chooses the cost and perturbation se-
quences is oblivious.

Similar to Simchowitz (2020); Sun et al. (2023), we make strong convexity assumption on ct:

Assumption 6 (Strongly convex and smooth quadratic cost) ∃β ≥ 1 ≥ α > 0 such that Qt, Rt ⪰
αI and Qt, Rt ⪯ βI .

In the bandit setting with partially observable systems, the learner only has access to the scalar loss
ct(yt,ut) in addition to the observation yt at time t. The performance in nonstochastic control is to
minimize regret, defined by the total cost incurred by the learner A over a time horizon T and the
would-be cost incurred by the best policy in a benchmark policy class Π, had the costs been known
ahead of the game, i.e.

Control-RegretT (A) =
T∑
t=1

ct(y
A
t ,u

A
t )−min

π∈Π

T∑
t=1

ct(y
π
t ,u

π
t ). (3)

Here, (yA
t ,u

A
t ) is the observation-control pair reached by learner A, and (yπ

t ,u
π
t ) is the would-be

observation-control pair if the policy π was carried from the beginning of the time. It is evident from
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the definition of regret that the strength of regret as a performance metric strongly depends on the
richness of the policy class Π. The standard benchmark policy class used in literature (Simchowitz
et al. (2020); Simchowitz (2020); Sun et al. (2023)) is the disturbance response controller (DRC)
policy class, formally given by the following definition:

Definition 2 (DRC policy class) (1) A disturbance response controller (DRC) is a policy πM of
length m parametrized by a sequence of m matrices M = (M [j])m−1

j=0 of dimension du×dy such that
the control at t is given by uπM

t = Kyt +
∑m−1

j=0 M [j]yK
t−j , where yK

t is the would-be observation
had the linear policy K been carried out from the beginning of the time.

(2) A DRC policy class M(m,RM) parametrized by (m,RM) is the set of all disturbance
response controllers of length m that obey the norm bound:

∥M∥ℓ1,op =

m−1∑
j=0

∥M [j]∥op ≤ RM.

3. BNS: Bandit Newton Step for κ-Convex Losses

In this section we describe our bandit Newton algorithm BNS (see Algorithm 1), which achieves
Õ(
√
T ) regret guarantee for the class of κ-convex functions (Definition 1). At a high level, our

algorithm tries to estimate the missing information (i.e., gradient and Hessian) about the unknown
loss function and then takes a Newton step to compute the next action. To estimate the gradient and
Hessian at time step t, we employ the following randomized sampling scheme: We first sample a
point uniformly from an ellipsoid centered at the current iterate xt. The covariance matrix of this
ellipsoid is constructed using prior Hessian estimates of the loss functions {fs}t−1

s=1. We then obtain
one-point feedback from the adversary regarding the loss value at the sampled point. This feedback
enables gradient and Hessian estimation (see lines 3-5 of Algorithm 1).

Algorithm 1 BNS: Bandit Newton Step
Input: convex compact set K ⊂ Rd, step size η > 0, condition number κ′ > 0, time horizon
T ∈ N.

1: Initialize: x1 ∈ K, Ã0 = I
2: for t = 1, . . . , T do
3: Draw vt,1, vt,2 uniformly from Sd−1 = {x ∈ Rd|∥x∥2 = 1}, and let yt = xt +

1
2Ã

− 1
2

t−1(vt,1 +
vt,2).

4: Play yt, observe ft(yt).
5: Create gradient and Hessian estimates ∇̃t, H̃t:

∇̃t = 2dft(yt)Ã
1
2
t−1vt,1, H̃t = 2d2ft(yt)Ã

1
2
t−1(vt,1v

⊤
t,2 + vt,2v

⊤
t,1)Ã

1
2
t−1.

6: Update Ãt = Ãt−1 + η
κ′ H̃t. Compute xt+1 =

∏Ãt
K

[
xt − ηÃ−1

t ∇̃t
]
, where

∏Ãt
K is the

projection onto K w.r.t the norm ∥ · ∥Ãt
.

7: end for
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Theorem 3 (BNS regret) For d, T ∈ N, suppose that {ft}Tt=1 and the convex compact set K ⊂ Rd

satisfy Assumptions 1,2,3. Let B∗ := B +
√
2(L +

√
2C). Then, BNS (Algorithm 1) with input

(K, η, κ′, T ) with κ′ ≥ κ, and η ≤ κ′(24d3/2B∗κ
√
T log(dT 2))−1 satisfies the following regret

guarantee for any x ∈ K:

E

[
T∑
t=1

ft(yt)− ft(x)

]
≤ diam(K)2

2η
+ 3ηd2(B∗)2T +

2dκκ′ log(1 + ηCT/κ′)

η
.

For the case of diam(K) =
√
d, by setting κ′ = κ, and η = (24d3/2B∗√T log(dT 2))−1, we have

E[RegretT ] ≤ Õ(d2.5κ2B∗√T ).

Proof (Sketch) One of the key steps in the proof is to show that the cumulative Hessian estimator
Ãt−1 concentrates well around the true cumulative Hessian w.h.p (Lemma 13). This result implies
that the iterates generated by the algorithm are well defined. Another implication of this result is
that the action yt chosen by the learner is at most distance 2 (measured in ℓ2 norm) away from
K w.h.p. Our regret analysis relies on the following two functions: f̃B,S

t (x) := Eu∼B,v∼S[ft(x +
1
2Ã

−1/2
t−1 (u + v))|Ft−1], f̃

S,S
t (x) := Eu,v∼S[ft(x + 1

2Ã
−1/2
t−1 (u + v))|Ft−1], where S = Sd−1 and

B = Bd. These two functions are different smoothed variants of ft. A simple application of
Stokes’ theorem (Flaxman et al., 2004) shows that E[∇̃t|Ft−1] = ∇f̃B,S

t (xt), and E[ft(yt)|Ft−1] =

f̃S,S
t (xt). In the rest of the proof we perform the following regret decomposition and bound each of

the terms

T∑
t=1

E[ft(yt)− ft(x)] =

T∑
t=1

E[f̃B,S
t (xt)− f̃B,S

t (x)] + E[f̃B,S
t (x)− ft(x)] + E[f̃S,S

t (xt)− f̃B,S
t (xt)].

The second and third terms capture the penalty we pay for exploration. To bound the first term,
we view our algorithm as performing stochastic Newton method on the smoothed losses f̃B,S

t

(Lemma 12).

Running time. Most steps of the BNS algorithm can be implemented with only matrix-vector
products, that run in time O(d2) for dense matrices. In addition, its SVD can be maintained in
O(d2) time using the techniques of (Arbenz and Golub, 1988; Gu and Eisenstat, 1994), since we
have only rank-2 updates each iteration. This allows us to compute both the inverse and inverse
square-root in linear time.
Comparison with relevant prior work. We take a moment to compare Algorithm 1 with that
in (Suggala et al., 2021; Lattimore and György, 2023). While these works have also developed
bandit Newton methods, our work differs from theirs in several key aspects: (a) unlike the method
of Suggala et al. (2021), which is restricted to quadratic losses, our algorithm is applicable to a
broader class of loss functions. Furthermore, our approach is simple and avoids focus regions and
restart conditions of Bubeck et al. (2017); Suggala et al. (2021). The main reason for this is that κ-
convexity helps us get an optimistic hessian estimate for the entire action space. Finally, the regret
of our algorithm has a better dependence in d. (b) In contrast to Lattimore and György (2023),
which focuses on stochastic losses in unconstrained domains, our algorithm is designed for the
more general adversarial bandit setting in constrained domains.
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Improved dependence on κ. Observe that the regret in Theorem 3 has a κ2 dependence. In
Appendix D.2, we provide an alternate analysis that improves this dependence to κ, but at the cost
of worse dependence on d. In particular, this analysis leads to a regret of Õ(d3κB∗√T ), instead of
Õ(d2.5κ2B∗√T ) stated in Theorem 3. This improved κ dependence is especially useful in problems
with very large κ, e.g., logistic regression where κ = ediam(K) (Appendix B.1). We believe a tighter
concentration bound for the cumulative Hessian Ãt can improve the regret to Õ(d1.5κB∗√T ).

4. NBPC: Newton Bandit Perturbation Controller for LQ problem

One extension of interest is the application of a BCO algorithm to online control of LQ problem
under bandit feedback. Recall the linear time-invariant dynamical system defined in Eq. (1) and the
control regret metric in Eq. (3) with quadratic costs of the structure in Eq. (2). A natural question is
that whether an optimal regret guarantee can be extended to bandit nonstochastic LQ problem.

Challenges. The possibility of an optimal rate in the bandit nonstochastic LQ problem remains
unresolved. Optimal rates are established only for stochastic (Cassel and Koren, 2020) or semi-
adversarial (Sun et al., 2023) settings via reduction to BCO-M. The transition from semi-adversarial
to fully adversarial models is significant, especially since strong convexity, which generally im-
proves regret bounds in online learning, does not guarantee the same for loss functions in non-
stochastic control problems faced with adversarial disturbances. This is because the loss function
reduced from the control problem does not necessarily inherit strong convexity in the presence of
fully adversarial disturbances.

Can optimal regret in bandit LQ problem be established for a fully adversarial noise model?
We answer this question in two folds. On one hand, in Section 5, we will show the limitation of
BCO-M for general convex loss functions by showing a lower bound of Ω̃(T 2/3). However, in this
section we will show that despite the hardness of BCO-M for general convex loss functions, an
optimal Õ(

√
T ) regret is still attainable if we leverage additional structure of the control problem.

Simchowitz (2020) established that the reduction from nonstochastic LQ problem falls within a
subclass of the OCO-M framework, where the the dependence on previous decisions assumes an
affine structure. This discovery enabled the derivation of the first optimal logarithmic regret bounds
for full-information (as opposed to bandit) LQ problem in the presence full adversarial disturbances.
The challenge remains in extending the optimal regret bound to the bandit settings. With only
scalar feedback, the learner must balance the bias and variance of the gradient estimator variance to
obtain optimal regret. Without strong convexity and additional structural assumptions, this balance
becomes harder to achieve.

This section will be organized as the following: Section 4.1 will introduce the preliminaries of
the problem of bandit quadratic optimization with affine memory (BQO-AM) including important
assumptions. Section 4.2 describes BNS-AM, an algorithm that achieves optimal regret guarantee
for the class of problems described in Section 4.1. Section 4.3 will discuss the reduction from
bandit LQ problem to the problem of BQO-AM and introduce the controller NBPC (Newton Bandit
Perturbation Controller) which achieves the optimal Õ(

√
T ) control regret.

4.1. BQO-AM preliminaries

In the BQO-AM setting, similar to the general BCO-M setting, the learner is asked to play a decision
yt ∈ Rd at time t. After the decision is made, an adversary reveals a cost function with memory
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length m, ft : (Rd)m → R, that is evaluated the learner’s m most recent decisions. For the subclass
of BQO-AM problems, ft admits the following structure:

Assumption 7 (Affine memory structure) The loss function ft : (Rd)m → R admits the structure

ft(yt−m+1:t) = qt

(
Bt +

m−1∑
i=0

G[i]Yt−iyt−i

)
, (4)

where G = (G[i])m−1
i=0 is a sequence of matrices of dimension n × p, Yt−m+1:t are m matrices of

dimension p × d, and Bt is a vector of dimension n. qt : Rn → R is a quadratic function with
Hessian Qt. We assume that αI ⪯ Qt ⪯ βI , for some 0 < α ≤ 1 ≤ β. Additionally, we assume
that the learner has access to the following quantities:

Ht = G⊤
t Gt ∈ Rd×d, Gt =

m−1∑
i=0

G[i]Yt−i ∈ Rn×d, ∀t ∈ [T ].

We note that the strong convexity assumption here does not translate to the strong convexity of ft
without further assumptions on Yt−m+1:t. Let f̄t denote the induced unary form of ft: f̄t(x) =
ft(x, . . . , x). The Hessian ∇2f̄t satisfy the following property: αHt ⪯ ∇2f̄t ⪯ βHt since ∇2f̄t =
G⊤

t QtGt ∈ [αHt, βHt]. We make the following regularity assumptions.

Assumption 8 (Diameter and gradient bound) K ⊂ Rd has Euclidean diameter bound D, i.e.

sup
x,y∈K

∥x− y∥2 ≤ D.

The value of ft is bounded by B 2, and gradient norm is bounded L over Km, ∀t, i.e.

max
t∈[T ]

sup
z∈Km

|ft(z)| ≤ B, max
t∈[T ]

sup
z∈Km

∥∇ft(z)∥2 ≤ L.

In existing literature on BCO-M, the algorithm holds regret guarantee against m-step delayed ad-
versaries (Gradu et al. (2020); Sun et al. (2023)). Here, we also allow the same adaptivity of the
adversary:

Assumption 9 (Adaptivity of the adversary) The adversary is allowed to be (t−m)-steps adap-
tive. In particular, if we denote as Ft the filtration generated by the algorithm’s randomness up to
time t, then the loss function ft supplied by the adversary at time t is Ft−m-measurable.

Moreover, we make the following regularity assumptions on G, Yt. In particular, it can be shown
that when reducing from nonstochastic LQ problems satisfying Assumption 4,5,6, the following
assumption is satisfied.

2. The assumption on bounded function value is non-standard. We add this assumption for simplicity. All of our results
hold if substituting the value bound by LD.
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Assumption 10 (Exponential decay and positive convolution invertibility-modulus) G, Yt sat-
isfy that for m = poly(log T ),

κ(G) = min

1, inf∑
n≥0 ∥un∥22=1


∞∑
n=0

∥∥∥∥∥
n∑

i=0

G[i]un−i

∥∥∥∥∥
2

2


 = Ω(1),

∥G∥ℓ1,op =

m−1∑
i=0

∥G[i]∥op ≤ RG = O(1),

∞∑
i=m

∥G[i]∥op ≤
RG

T
,

max
0≤i≤m−1

∥(G[i])⊤G[i]∥2 ≤ R̃G = O(1), max
t∈[T ]
∥Yt∥op ≤ RY = O(1).

4.2. BNS-AM: Algorithm and Guarantees for BQO-AM problems

We introduce the following BNS-AM algorithm for BQO-AM problems. The update rule resembles
that of BNS (Algorithm 1), except that the learner uses Ht to update the preconditioner matrix in
place of the Hessian estimator as in BNS.

Algorithm 2 BNS-AM: Bandit Newton Step with Affine Memory
Input: convex compact set K ⊂ Rd, step size η > 0, memory parameter m ∈ N, time horizon
T ∈ N, curvature parameter α > 0.

1: Initialize: x1 = · · · = xm ∈ K, g̃0:m−1 = 0d, Â0:m−1 = mI .
2: Sample ut ∼ Sd−1 i.i.d. uniformly at random for t = 1, . . . ,m.

3: Set yt = xt + Â
− 1

2
t−1ut, t = 1, . . . ,m.

4: for t = m, . . . , T do
5: Play yt, observe ft(yt−m+1:t), receive Ht.
6: Update Ât = Ât−1 +

ηα
2 Ht.

7: Create gradient estimate: g̃t = dft(yt−m+1:t)
∑m−1

j=0 Â
1
2
t−1−jut−j ∈ Rd.

8: Update xt+1 =
∏Ât−m+1

K

[
xt − ηÂ−1

t−m+1g̃t−m+1

]
.

9: Sample ut+1 ∼ Sd−1 uniformly at random, independent of previous steps.

10: Set yt+1 = xt+1 + Â
− 1

2
t−m+1ut+1.

11: end for

The affine memory structure and access to Ht in Assumption 7 provides upper and lower bounds
on the Hessian of the loss functions, addressing the challenge in creating Hessian estimators in high
dimensions for loss functions with memory. This allows BNS-AM to achieve optimal regret for
BQO-AM problems.

Theorem 4 (BNS-AM regret) For d, T ∈ N, suppose that the sequence of loss functions {ft}Tt=1

and the convex compact set K ⊂ Rd satisfy Assumptions 7,8,9,10. Then, BNS-AM (Algorithm 2)
with inputs (K, η,m, T, α) with m = poly(log T ), η = Θ̃

(
1

α
√
T

)
, α given by Assumption 7 satis-

fies the following regret guarantee against any x ∈ K:

E[Memory-RegretT (x)] ≤ Õ

(
β

α
B∗√T

)
,
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with B∗ = B + (L+ β
√
m)
√
m.

Proof overview. We decompose the regret into losses incurred by exploration perturbation, move-
ment cost due to estimating the instantaneous loss with the unary form of loss evaluated at the
current iterate, and the regret of bandit Newton step without memory.

ft(yt−m+1:t)− f̄t(x) = ft(yt−m+1:t)− ft(xt−m+1:t)︸ ︷︷ ︸
(perturbation loss)

+ ft(xt−m+1:t)− f̄t(xt)︸ ︷︷ ︸
(movement cost)

+ f̄t(xt)− f̄t(x)︸ ︷︷ ︸
(no-memory regret)

The affine memory structure together with regularity conditions allow us to bound each of the above
terms by Õ(

√
T ).

4.3. Reduction from the Bandit LQ problem

The BNS-AM algorithm and its regret guarantee for BQO-AM problems described in the previous
section has significant applications in bandit LQ problems. In particular, recall the bandit LQ prob-
lem described in Section 2.2. The bandit LQ problem can be indeed formulated as a BQO-AM
problem up to negligible truncation errors. In particular, ∃ft satisfying Assumptions 7,8,9,10 such
that the control cost function ct can be expressed by ft. The reduction is formally proved in Sec-
tion F.1 and F.2. This reduction makes it possible to directly adapt the BNS-AM algorithm to the
control setting. The control algorithm, which we refer to as Newton Bandit Perturbation Controller
(NBPC), is specified in Section F.3 with the following control regret guarantee. An extension of the
result to unknown systems is included in Appendix G.

Theorem 5 (NBPC regret, Algorithm 4) For T, dx, du, dy ∈ N, consider a partially observable
linear dynamical system (Eq. (1)) with dynamics (A,B,C) and state, control, and observation di-
mensions dx, du, dy ∈ N respectively, and a sequence of cost functions {ct}Tt=1 satisfying Assump-
tions 4,5,6. Suppose the controller NBPC is run with inputs (M(m,RM), η, T, (A,B,C),K, α)
with m = poly(log T ), DRC policy classM(m,RM) (Definition 2), η = Θ̃

(
1

α
√
T

)
, strongly sta-

bilizing controller K, and α > 0 given by Assumption 6. Then, NBPC satisfies the following regret
guarantee:

E[Control-RegretT (NBPC)] = E

[
T∑
t=1

ct(yt,ut)− min
M∈M(m,RM)

T∑
t=1

ct(y
M
t ,uM

t )

]
≤ Õ

(
β2

α

√
T

)
.

5. Lower Bound for BCO-M

As mentioned in the previous section, BCO-M is hard for general convex loss functions. In this
section, we turn our attention to the general problem of BCO-M. We are interested in a lower bound
under Assumption 9. We show a regret lower bound of Ω̃(T 2/3) for this setting even for quadratic
and smooth loss functions and m = 2. This result holds even if we allow some degree of improper
learning.

Inspired by the work of Dekel et al. (2014), where they showed a Ω̃(T 2/3)-regret lower bound
for multi-armed bandits with switching costs, even if the switching costs part of the loss functions
are given to the learner through a full information feedback model. To establish a lower bound in our
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setting, we note that Sun et al. (2023) showed that for strongly convex quadratic functions it is pos-
sible to attain Õ(

√
T ) regret upper bound. The main relaxation of assumption in our setting is that

we remove the strong convexity assumption, thus allowing quadratic loss of the form (xt − xt−1)
2,

which has a non-invertible Hessian. This form of quadratic losses has an intuitive connection to the
switching costs analyzed by Dekel et al. (2014).

However, directly reducing from the hard case constructed by Dekel et al. (2014) is insufficient:
(1) we are interested in a continuous decision space, and the switching cost at 0 is non-smooth,
and (2) if we are interested in quadratic switching costs, then the switching cost decays much faster
around 0, making direct reductions from the hard instance for discrete set inferior to the lower bound
of T 2/3. However, with a modified instance, we are able to recover the T 2/3 lower bound, even in
the setting where we allow improper learning.

Theorem 6 (BCO-M lower bound) There exists a sequence of loss functions such that the regret
incurred by any (possibly randomized) online bandit quadratic optimization with memory length
m ≥ 2 algorithm A is at least Ω̃(T 2/3).

Proof idea. We briefly sketch the idea of the loss construction here. The loss function at time t
consists of three parts: a scaled linear component with a random sign, a random process indexed at
t, and a moving cost between two consecutive iterates. The best strategy depends on the random
sign, which is chosen by the adversary ahead of time. For a sufficiently small scale on the linear
component, the learner needs to move sufficiently to learn the random sign from bandit feedback
and incur the corresponding moving cost, leading to the Ω̃(T 2/3) lower bound.

A matching upper bound for quadratic and smooth functions in the presence of Ft−m-adaptive
adversary can also be established. We believe that the improper leaning algorithm in (Cassel and
Koren, 2020) can also be generalized to scenarios where the adversary is allowed to be Ft−m-
adaptive. However, since this was not spelled out explicitly, we give an alternative first-order proper
learning algorithm for completeness in Section I.

6. Conclusions, discussions, and future work

In this paper, we considered a bandit version of the Online Newton Step algorithm that attains
near-optimal regret bounds for a large class of convex loss functions we call κ-convex with a low
dimension dependence. In addition to the application to bandit convex optimization, we showed
how our methods close an open problem in online control and separated the difficulty of bandit
LQR/LQG and the general BCO-M problem. Many interesting open questions remain:

• Proper BCO for κ-convex losses. BNS is improper. This prohibits applications to problems
where proper learning is required (e.g. portfolio selection). It is interesting to see whether there
exists efficient proper learning algorithm that achieves a O(

√
T ) regret with reasonable depen-

dence on the dimension for the class of κ-convex problems.

• Extension to nonstochastic control with general cost functions. It is worth exploring if tighter
bounds are achievable for bandit linear control with general convex loss functions with adversarial
perturbations.

• Lower bound for oblivious adversary. If the adversary is oblivious in BCO-M problems, we are
interested in whether Ω(T 2/3) regret lower bound can be achieved.
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Tor Lattimore and Csaba Szepesvári. Bandit algorithms. Cambridge University Press, 2020.

H Brendan McMahan and Avrim Blum. Online geometric optimization in the bandit setting against
an adaptive adversary. In Learning Theory: 17th Annual Conference on Learning Theory, COLT
2004, Banff, Canada, July 1-4, 2004. Proceedings 17, pages 109–123. Springer, 2004.

H Brendan McMahan and Matthew Streeter. Open problem: Better bounds for online logistic
regression. In Conference on Learning Theory, pages 44–1. JMLR Workshop and Conference
Proceedings, 2012.

Shai Shalev-Shwartz and Yoram Singer. A primal-dual perspective of online learning algorithms.
Machine Learning, 69:115–142, 2007.

Ohad Shamir. On the complexity of bandit and derivative-free stochastic convex optimization. In
Conference on Learning Theory, pages 3–24. PMLR, 2013.

Max Simchowitz. Making non-stochastic control (almost) as easy as stochastic. Advances in Neural
Information Processing Systems, 33:18318–18329, 2020.

Max Simchowitz, Karan Singh, and Elad Hazan. Improper learning for non-stochastic control. In
Conference on Learning Theory, pages 3320–3436. PMLR, 2020.

Arun Sai Suggala, Pradeep Ravikumar, and Praneeth Netrapalli. Efficient bandit convex optimiza-
tion: Beyond linear losses. In Conference on Learning Theory, pages 4008–4067. PMLR, 2021.

Y Jennifer Sun, Stephen Newman, and Elad Hazan. Optimal rates for bandit nonstochastic control.
arXiv preprint arXiv:2305.15352, 2023.

Joel Tropp. Freedman’s inequality for matrix martingales. 2011.

Roman Vershynin. High-dimensional probability: An introduction with applications in data sci-
ence, volume 47. Cambridge university press, 2018.

Julian Zimmert and Tor Lattimore. Return of the bias: Almost minimax optimal high probability
bounds for adversarial linear bandits. In Conference on Learning Theory, pages 3285–3312.
PMLR, 2022.

17



SUGGALA SUN NETRAPALLI HAZAN

Contents

1 Introduction 1
1.1 Our contributions to bandit convex optimization (BCO) . . . . . . . . . . . . . . . 2
1.2 Our contributions to online control . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Related works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Paper organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Preliminaries 6
2.1 BCO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Control of LQ problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3 BNS: Bandit Newton Step for κ-Convex Losses 8

4 NBPC: Newton Bandit Perturbation Controller for LQ problem 10
4.1 BQO-AM preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.2 BNS-AM: Algorithm and Guarantees for BQO-AM problems . . . . . . . . . . . . 12
4.3 Reduction from the Bandit LQ problem . . . . . . . . . . . . . . . . . . . . . . . 13

5 Lower Bound for BCO-M 13

6 Conclusions, discussions, and future work 14

A Discussion on κ-convexity 20

B Applications of Bandit Newton Step 21
B.1 Online Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
B.2 Online Linear Regression with Limited Observations . . . . . . . . . . . . . . . . 22

C Online Newton Step in Full Information Setting 23

D Regret of Bandit Newton Method for Improper Learning (Section 2.1) 24
D.1 Concentration of Cumulative Hessian Estimate . . . . . . . . . . . . . . . . . . . 26
D.2 Concentration of Cumulative Hessian Estimate [Improved κ dependence] . . . . . 30
D.3 Proof of Theorem 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

E Regret of BNS-AM for BQO-AM problems (Section 4.2) 36
E.1 Properties of the gradient estimator . . . . . . . . . . . . . . . . . . . . . . . . . . 37
E.2 Bounding perturbation loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
E.3 Bounding movement cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
E.4 Bounding underlying regret . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
E.5 Assembling regret bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
E.6 Proofs of Technical Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

E.6.1 Proof of Lemma 22 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
E.6.2 Proof of Lemma 24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

18



SECOND ORDER METHODS FOR BANDIT OPTIMIZATION AND CONTROL

F Regret of NBPC (Section 4.3) 47
F.1 Reduction from LQ control to BQO-AM . . . . . . . . . . . . . . . . . . . . . . . 47
F.2 Regularity conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
F.3 NBPC: Newton Bandit Perturbation Controller Algorithm . . . . . . . . . . . . . . 50
F.4 Proof of Theorem 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

G Extension to control of unknown systems (Section 4.3) 51
G.1 Known Stabilizing Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
G.2 High-level proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
G.3 Omitted proofs in Section G.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

G.3.1 Proof of Lemma 28 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
G.3.2 Proof of Lemma 29 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
G.3.3 Proof of Lemma 30 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
G.3.4 Proof of Lemma 31 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

G.4 Discussion: unknown stabilizing controllers . . . . . . . . . . . . . . . . . . . . . 60

H BCO-M lower bound: Proof of Theorem 6 (Section 5) 60
H.1 Construction of multi-scaled random walk and loss functions . . . . . . . . . . . . 61
H.2 Bound on loss functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
H.3 T

2
3 -lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

I BCO-M upper bound 67
I.1 Preliminaries on Self-Concordant Barriers . . . . . . . . . . . . . . . . . . . . . . 67
I.2 BQO-M algorithm and analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

19



SUGGALA SUN NETRAPALLI HAZAN

Appendix A. Discussion on κ-convexity

In this section, we provide a more elaborated discussion on the curvature assumption of κ-convexity
(Definition 1, Section 1.1). It is easy to see that κ-convexity is implied by linearity (by taking H = 0
in Definition 1) and by strong convexity together with smoothness (by taking H = I , and c, C to be
the strong convexity and smoothness parameters).

A common relaxation of strong convexity used in the literature of Newton step based algo-
rithms to obtain optimal rates is exp-concavity, which requires strong convexity in the direction of
the gradient. The class of functions that satisfy exp-concavity is formally given by the following
definition.

Definition 7 (Exp-concave functions, (Hazan, 2022)) A convex function f : Rn → R is α-exp-
concave over a convex compact set K ⊂ Rn if g : K → R given by g(x) = e−αf(x) is concave.
Equivalently, if f is twice differentiable,∇2f(x) ⪰ α∇f(x)∇f(x)⊤ holds for all x ∈ K.

The motivation for considering exp-concave functions goes beyond their appealing curvature
properties, which enable optimal regret guarantees. Many popular losses that do not satisfy strong
convexity are exp-concave, such as the squared loss used in linear regression, logistic loss for clas-
sification, and logarithmic loss for portfolio optimization.

Unfortunately, the conditions of exp-concavity and κ-convexity are not directly comparable:
linear functions do not satisfy exp-concavity, while κ-convexity requires smoothness assumption
and uniform bounds on the Hessian over K. Luckily, κ-convexity does capture a rich class of
functions whose curvature properties lie between convexity and strong convexity, encompassing the
most popular exp-concave loss considered in practice. To see this, first we establish Observation 1,
which states κ-convexity for the class of functions that can be written as a composition of an affine
function and a strongly convex and smooth function.

Observation 1 Let K ⊂ Rn be a convex compact set. For n, d ∈ N, α, β > 0, consider the class
of functions composed of an affine function and a strongly convex and smooth function

Lα,β,n,d(K) = {f : Rn → R |f(x) = g ◦ ℓ(x), ℓ ∈ C2 : Rn → Rd, ∇2ℓ = 0,

g ∈ C2 : Rd → R, αId ⪯ ∇2g(z) ⪯ βId, ∀z ∈ ℓ(K)}. (5)

f ∈ Lα,β,n,d(K) is κ-convex on K with κ = β
α and H = ∇ℓ∇ℓ⊤.

In Observation 2, we further note that many popular loss functions of interests are described by
the function class in Observation 1.

Observation 2 The following loss functions belong toLα,β,n,d(K) defined in Eq. (5) for any convex
compact domain K ⊂ Rn and bounded X ⊂ Rn,Y ⊂ R:

• (Squared loss in linear regression) w 7→ (y − w⊤x)2, x ∈ X , y ∈ Y .

• (Logistic loss in classification) w 7→ log(1 + exp(−y · x⊤w)), x ∈ X , y ∈ Y .

• (Logarithmic loss in portfolio optimization) w 7→ − log(w⊤x), x ∈ X .

In Appendix B, we will further discuss the implications of our improved bandit algorithm on the
three examples described in Observation 2, including comparisons with previous results in these
problems.
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Appendix B. Applications of Bandit Newton Step

In this section, we illustrate the applicability of our bandit Newton method (Algorithm 1) to a
few problems where it achieves optimal regret guarantees. First, we acknowledge that since the
algorithm in Bubeck et al. (2021) works for a richer class of loss functions than ours, applying their
algorithm will also give the optimal regret bounds in terms of T in these applications. However, the
high polynomial dependence on the dimension (d9.5) and the poly(d, T ) amortized running time
make the algorithm by Bubeck et al. (2021) impractical in many real-world applications. Therefore,
for simplicity, we are going to exclude the comparison with Bubeck et al. (2021) in this section.

B.1. Online Logistic Regression

Logistic regression is a widely utilized and effective technique for performing classification tasks.
For simplicity, we consider binary classification. In this framework, the goal is to predict the prob-
ability that a given input point belongs to one of two possible classes. These classes are typically
represented by the label set Y = {−1, 1}. The foundational assumption of logistic regression is that
the log-odds, or the logarithm of the odds ratio between the two classes, can be linearly modeled by
the input features. Mathematically, this relationship is expressed as:

log

(
P(Y = 1 | X = x)

1− P(Y = 1 | X = x)

)
= w⊤x+ b,

where x denotes the feature vector, w represents the weight vector, and b is the bias term. This
formulation provides a linear decision boundary in the feature space.

In the online setting of logistic regression, the learning process is sequential and adaptive. At
each time step t, an adversary presents a new instance, consisting of a feature vector and a label
(xt, yt) ∈ Rd × {−1, 1}. Subsequently, the learning algorithm selects a linear predictor wt from
a setW = {w ∈ Rd : ∥w∥2 ≤ D}, where ∥w∥2 ≤ D ensures that the chosen predictor does not
have excessively large weights, thereby controlling the model’s complexity. The performance of the
predictor wt is then evaluated based on the incurred loss, which, for logistic regression, is defined
as:

ft(wt) = f(wt;xt, yt) = log(1 + exp(−yt · x⊤t wt)).

In the bandit framework, where the sequence of labeled data may be confidential and not directly
observable by the learner, the learner is only exposed to a scalar classification cost, denoted as
ft(wt). It is often assumed for simplicity that ∥xt∥2 ≤ 1, ∀t, in which case the Hessian of ft
satisfies

e−D

(1 + e−D)2
xtx

⊤
t ⪯ ∇2ft(wt) =

exp(−yt · x⊤t wt)

(1 + exp(−yt · x⊤t wt))2
· xtx⊤t ⪯

1

2
xtx

⊤
t .

This shows that ft is κ-convex with κ = exp(D), making it suitable to apply Algorithm 1.

Corollary 8 (Regret bound for bandit logistic regression) Suppose a learner is playing over a
decision set W with diameter bound D against an oblivious adversary picking a labeled vector
(xt, yt) ∈ Rd × {−1, 1} with ∥xt∥2 ≤ 1, then Algorithm 1 guarantees

E[RegretT ] = E

[
T∑
t=1

f(wt;xt, yt)− min
w∈W

T∑
t=1

f(w;xt, yt)

]
≤ O(d2.5e2D

√
T ).
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Let’s take a moment to compare the result of Corollary 8 with existing results. To the best of
our knowledge, this is the first bandit logistic regression algorithm that works against adversarially
chosen labeled vectors that achieves an optimal regret bound in T and d5/2 dependence on d. Table 4
summarized some of the state-of-art results in the field. First, let’s focus on the logistic bandits
setting. Hazan and Kale (2011) and Foster et al. (2018) both studied the problem which they refer
to as bandit multi-class prediction, which we refer to as the semi-bandit feedback model in Table 4.
In this setting, although the learner accesses loss through bandit feedback, the vector xt is revealed
to the learner. The more general case where both the vector and the label are given to the learner
through bandit feedback was studied only under stochastic assumption on the input vector, in which
case Õ(eD

√
T ) and Õ(

√
T ) bounds were achieved by Abeille and Lazaric (2017) and Dong et al.

(2019) for frequentist and Bayesian regret bounds, respectively.
One question remaining is regarding the exponential dependence on D in the bound of Corol-

lary 8. To shed some light on this question, we consider the full information setting. Hazan et al.
(2007) showed that running online newton step gives the optimal dependence (log T ) in T but suf-
fers an exponential factor in terms of the diameter D, leading to the open problem of whether a
Õ(poly(D)) regret bound is attainable in McMahan and Streeter (2012). Later, Hazan and Levy
(2014) showed a negative result that for d ≥ 2, the regret for this problem is at least Ω̃(eD ∨

√
DT )

if the algorithm is proper, i.e. wt ∈ W . Foster et al. (2018) showed that when allowing improper
learning, Õ(1)-regret bound is attainable. It will be an interesting open problem to investigate
whether the exponential dependence on D can be dropped in logistic bandits.

Paper Feedback Advers. Proper Regret Comp. Note

Hazan et al. (2007) full ✓ ✓ Õ(eD) O(d2)

Hazan et al. (2014) full × ✓ Ω̃(eD ∨
√
DT ) –

Foster et al. (2018) full ✓ × Õ(1) poly(d, T )

Hazan and Kale (2011) semi-bandit ✓ ✓ Õ(eD ∧DT 2/3) O(d2)

Foster et al. (2018) semi-bandit ✓ × Õ(eD ∧
√
T ) poly(d, T )

Dong et al. (2019) bandit × ✓ Õ(
√
T ) poly(d) Bayesian

Faury et al. (2022) bandit × ✓ Õ(eD ∨
√
T ) O(d2) frequentist

Corollary 8 bandit ✓ × O(e2D
√
T ) O(d2)

Table 4: Comparison with relevant prior works for online logistic regression. Õ, Ω̃ in the regret
column hide all parameters other than D,T and logarithmic factors in D,T .

B.2. Online Linear Regression with Limited Observations

Consider the standard online learning setting for linear regression problems. At each time t, the
learner is supplied with a vector xt ∈ X ⊂ Rd and is asked to output a weight vector wt ∈ W ⊂ Rd

such that the learner’s label prediction for xt is ŷt = w⊤
t xt ∈ R. After the learner outputs wt, the

adversary reveals the true label yt, to which the learner suffers loss f(wt;xt) = (ŷt − yt)
2.

Previous works such as (Cesa-Bianchi et al., 2011; Hazan and Koren, 2012; Bullins et al., 2016)
have considered this framework in the setting of limited observations. In the limited observation
setting, the learner observes only a subset of the attributes in xt. We consider a more generalized
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version of the problem, where the learner does not necessarily observe (xt, yt) at all but simply a
scalar loss of f(wt;xt) ∈ R+. Note that the loss is κ-convex with κ = 1.

Corollary 9 (Regret bound for bandit linear regression) Suppose a learner is playing over a de-
cision set W with diameter bound DW against an oblivious adversary picking a labeled vector
(xt, yt), then Algorithm 1 guarantees

E[RegretT ] = E

[
T∑
t=1

f(wt;xt)− min
w∈W

T∑
t=1

f(w;xt)

]
≤ O(d2.5

√
T ).

Appendix C. Online Newton Step in Full Information Setting

In this section, we provide the preliminaries on the online Newton step (ONS) algorithm in the
full information setting. This will serve as a building block to derive the regret guarantee of our
proposed Newton step based bandit algorithm (Algorithm 1).

Let K ⊂ Rd be a convex compact set. ONS chooses each iterate through Newton-step descent
with a preconditioner At set to be the scaled cumulative Hessian of the loss functions received so
far.

Algorithm 3 Online Newton Step (ONS)
Input: convex compact set K ⊂ Rd, step size η > 0, Hessian multiplier κ′ > 0, time horizon
T ∈ N.

1: Initialize: x1 ∈ K, A0 = I .
2: for t = 1, . . . , T do
3: Play xt, observe ft.
4: Update At = At−1 +

η
κ′∇2ft(xt), and compute xt+1

xt+1 =

At∏
K

[
xt − ηA−1

t ∇ft(xt)
]

5: end for

The following theorem bounds the regret of ONS against any single x ∈ K, as a function of the
step size η, the diameter of K, and the curvature parameter of the sequence of loss functions.

Theorem 10 (ONS Full Information Regret) Suppose that the Online Newton Step (Algorithm 3)
with input (K, η, κ′, T ) applied to a sequence of loss functions {ft}Tt=1 that are twice differentiable.
Moreover, suppose {At}t=1...T , the cumulative Hessians, are invertible. Then, Algorithm 3 guaran-
tees the following regret upper bound for any x ∈ K,

T∑
t=1

ft(xt)− ft(x) ≤
diam(K)2

2η
+

T∑
t=1

η

2
∥∇ft(xt)∥2A−1

t
−

T∑
t=1

∆t(x;κ
′).

Here, ∆t(x;κ
′) is defined as

∆t(x;κ
′) := ft(x)− ft(xt)− ⟨∇ft(xt), x− xt⟩ −

1

2κ′
(x− xt)

⊤∇2ft(xt)(x− xt).
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Proof For any x ∈ K, we have that

∥xt+1 − x∥2At

(a)

≤ ∥xt − ηA−1
t ∇ft(xt)− x∥2At

= ∥xt − x∥2At
− 2η

〈
A−1

t ∇ft(xt), xt − x
〉
At

+ η2∥A−1
t ∇ft(xt)∥2At

= ∥xt − x∥2At
− 2η ⟨∇ft(xt), x− xt⟩+ η2∥∇ft(xt)∥2A−1

t

= ∥xt − x∥2At−1
+ 2η

(
1

2κ′
∥xt − x∥2∇2ft(xt)

+ ⟨∇ft(xt), x− xt⟩
)
+ η2∥∇ft(xt)∥2A−1

t
.

Where (a) is due to the projection property. Now, consider the second term in the right hand side of
the last equality. By definition of ∆t(x;κ

′), we can rewrite it as

1

2κ′
∥xt − x∥2∇2ft(xt)

+ ⟨∇ft(xt), x− xt⟩ = ft(x)− ft(xt)−∆t(x;κ
′)

Substituting this in the previous display, and rearranging the terms gives us

ft(xt)− ft(x) ≤
∥xt − x∥2At−1

− ∥xt − x∥2At

2η
+

η

2
∥∇ft(xt)∥2A−1

t
−∆t(x;κ

′).

Summing this over t = 1 . . . T gives us

T∑
t=1

ft(xt)− ft(x) ≤
∥x1 − x∥22

2η
+

T∑
t=1

η

2
∥∇ft(xt)∥2A−1

t
−

T∑
t=1

∆t(x;κ
′).

We now use the fact that ∥x1 − x∥2 ≤ diam(K) to obtain the desired bound.

Using the regret bound established in Theorem 10, we will derive the regret inequality for the
bandit Newton based algorithm through a reduction from the full information setting.

Appendix D. Regret of Bandit Newton Method for Improper Learning (Section 2.1)

In this section, we first provide a result which converts any online second order algorithm in full in-
formation setting to one that uses stochastic gradients and Hessians estimators in the bandit setting.
In Section D.3, we rely on this result to bound the regret of Algorithm 1.

We first begin by formally defining the class of second order online convex optimization (OCO)
algorithms - the family of regret minimization algorithms for which this reduction works - in Defi-
nition 11.

Definition 11 (Second order OCO algorithm) Let A be a deterministic online convex optimiza-
tion algorithm on K ⊂ Rd receiving an arbitrary sequence of T ∈ N twice differentiable loss
functions f1, . . . , fT : Rd → R and producing decisions x1 ← A(∅), . . . , xt ← A(f1, . . . , ft−1).
A is called a second order online algorithm if the following holds:

• Let f̂t : Rd → R be the quadratic function defined as

f̂t(x) =
1

2
x⊤∇2ft(xt)x+∇ft(xt)⊤x− x⊤t ∇2ft(xt)x.

Then ∀t ∈ [T ]:

A(f1, . . . , ft−1) = A(f̂1, . . . , f̂t−1).
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By Definition 11, it is clear that the iterates xt of a second order OCO algorithmA is completely
determined by the gradients and Hessians of the loss functions of the previous iterations at the
corresponding decision points. Therefore, we can rewrite

xt ← A(∇f1(x1), . . . ,∇ft−1(xt−1),∇2f1(x1), . . . ,∇2ft−1(xt−1)).

We consider a formal reduction from any second order OCO algorithm to an algorithm in the
bandit setting.

Lemma 12 (Bandit Reduction) Let K ⊂ Rd be a convex compact set. Let A be a second order
online algorithm (Definition 11) on K that ensures a regret bound with respect any x ∈ K of the
following form for any sequence of twice differentiable loss functions {ft}Tt=1 over a time horizon
T ∈ N:

T∑
t=1

ft(xt)− ft(x) ≤ BA,x(f1, . . . fT ).

Define the points {xt}Tt=1 as: x1 ← A(∅), xt ← A(∇̃1, . . . ∇̃t−1, H̃1, . . . H̃t−1), i.e. xt is given
by the output of A given gradients ∇̃1, . . . , ∇̃t−1 and Hessians H̃1, . . . , H̃t−1, where ∇̃t, H̃t are
(conditionally) unbiased estimators of the gradient and Hessian of ft at xt, respectively, i.e.

E[∇̃t|x1, f1, . . . xt, ft] = ∇ft(xt),
E[H̃t|x1, f1, . . . xt, ft] = ∇2ft(xt).

Define the stochastic approximations ht : K → R of ft : K → R as follows:

ht(x) =
〈
∇̃t, x

〉
+

1

2
(x− xt)

⊤H̃t(x− xt)

Then, the following holds for any x ∈ K:

T∑
t=1

E [ft(xt)− ft(x)] ≤ E [BA,x(h1, . . . hT )]−
T∑
t=1

E[∆t(x)],

where ∆t(x) is the error in second order Taylor series expansion of ft which is defined as

∆t(x) := ft(x)− ft(xt)− ⟨∇ft(xt), x− xt⟩ −
1

2
(x− xt)

⊤E[H̃t|x1, f1, . . . xt, ft](x− xt).

Proof Observe that from the definition of ht, we have ∇ht(xt) = ∇̃t,∇2ht(xt) = H̃t. So, deter-
ministically applying a second order algorithm A on ht is equivalent to stochastically applying A
on functions ft. So by the regret assumption on A, we have

T∑
t=1

ht(xt)− ht(x) ≤ BA,x(h1, . . . hT ). (6)

Next, note that

E[ht(xt)]
(a)
= E

[〈
E[∇̃t|x1, f1, . . . xt, ft], xt

〉]
= E [⟨∇ft(xt), xt⟩] ,
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where we used the fact that ∇̃t is an unbiased estimate of the true gradient in (a). A similar argument
shows that

E[ht(x)] = E [⟨∇ft(xt), x⟩] +
1

2
E
[
(x− xt)

⊤E[H̃t|x1, f1, . . . xt, ft](x− xt)
]
.

So, we have

E[ht(xt)− ht(x)] = E [⟨∇ft(xt), xt − x⟩]− 1

2
E
[
(x− xt)

⊤E[H̃t|x1, f1, . . . xt, ft](x− xt)
]

= E[ft(xt)− ft(x) + ∆t(x)].

The Lemma now follows by taking expectations in Equation (6).

Together with Theorem 10, we are almost ready to establish the regret guarantee for Algo-
rithm 1. Note that Algorithm 1 uses unbiased Hessian estimators H̃t (Line 5) that is not necessarily
positive semidefinite. However, we will show that the preconditioner Ãt, the cumulative Hessian,
concentrates well around its mean, making the operation in Line 6 of Algorithm 1 well-defined.

D.1. Concentration of Cumulative Hessian Estimate

The following lemma shows that the cumulative Hessian estimators concentrates around its mean
with high probability.

Lemma 13 (Concentration of cumulative Hessian estimate) Consider a sequence of functions
{ft}Tt=1 that satisfies Assumption 1, Assumption2, and Assumption 3. ∀t ∈ [T ], define the smoothed
function f̃B,B

t of ft as

f̃B,B
t (x) := Eu∼B,v∼B

[
ft

(
x+

1

2
Ã

− 1
2

t−1(u+ v)

) ∣∣∣Ft−1

]
,

where Ft denotes the filtration generated by the algorithm’s possible randomness up to time t.
Let Ãt = Ãt−1 + η

κ′ H̃t, and At = At−1 + η
κ′∇2f̃B,B

t (xt), where A0 = Ã0 = I . Let B∗ =

B +
√
2(L +

√
2C). Suppose T = Ω̃(d), and η ≤ κ′(24d3/2B∗κ

√
T log(dT 2))−1, ∀t, with

probability at least 1− t
T 2 , for every s ≤ t,

∥I −A
− 1

2
s ÃsA

− 1
2

s ∥2 ≤
1

2
.

Proof First observe that using Stokes’ theorem (Flaxman et al., 2004), we have

E[H̃t | Ft−1] = ∇2f̃B,B
t (xt)

where Ft denotes the filtration generated by {vs,1, vs,2}ts=1.
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Proof by induction. Base case t = 0 is given by construction. Suppose the inequalities hold with
probability at least 1 − t−1

T 2 for any 0 ≤ s ≤ t − 1. Recall that ft is assumed to be bounded by B
and L-Lipschitz over K and C-smooth. Note that |ft(yt)| is bounded by

|ft(yt)| ≤ |ft(xt)|+
∣∣∣∣ft(xt + 1

2
Ã

− 1
2

t−1(vt,1 + vt,2)

)
− ft(xt)

∣∣∣∣
≤ B +

∥∥∥∥∇ft(xt + 1

2
Ã

− 1
2

t−1(vt,1 + vt,2)

)∥∥∥∥
2

∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

≤ B +

(
L+ C

∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

)∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

≤ B + (L+ C∥Ã− 1
2

t−1∥2)∥Ã
− 1

2
t−1∥2.

By induction hypothesis, with probability at least 1− t−1
T 2 , Ãt−1 ⪰ 1

2At−1 =
1
2(I+η/κ′

∑t−1
s=1 Es−1[Ãs]) ⪰

1
2I , and thus the above inequality implies |ft(yt)| ≤ B +

√
2
(
L+
√
2C
)
=: B∗. Next, define Lt

and Ut as follows

Lt := I +
cη

κ′

t∑
s=1

Hs, Ut := I +
Cη

κ′

t∑
s=1

Hs.

Observe that from our definition of κ-convex losses, At can be lower and upper bounded as follows

Lt ⪯ At ⪯ Ut.

Now consider the following

∥I −A
− 1

2
t ÃtA

− 1
2

t ∥2 = ∥A
− 1

2
t (At − Ãt)A

− 1
2

t ∥2

≤ ∥A− 1
2

t L
1/2
t ∥22∥L

− 1
2

t (At − Ãt)L
− 1

2
t ∥2

(a)

≤ ∥L− 1
2

t (At − Ãt)L
− 1

2
t ∥2,

where (a) follows from the fact that Lt ⪯ At. This shows that it suffices to bound ∥L− 1
2

t (At −
Ãt)L

− 1
2

t ∥2. Next, consider the following

L
− 1

2
t (At − Ãt)L

− 1
2

t =
η

κ′

t∑
s=1

L
− 1

2
t (E[H̃s | Fs−1]− H̃s)L

− 1
2

t ,

where Zs = L
− 1

2
t (E[H̃s | Fs−1]−H̃s)L

− 1
2

t forms a martingale sequence with respect to the filtration
Fs. We rely on matrix Freedman inequality to bound ∥

∑t
s=1 Zs∥ (Tropp, 2011). To do this, we

derive bounds for the first and second moments of Zs.

Bounding Zs. We first show that Zs is a bounded random variable. To see this, note that by
definition of H̃t, and the fact that −2I ⪯ vt,1v

⊤
t,2 + vt,2v

⊤
t,1 ⪯ 2I , we have

− 4d2B∗Ãs−1 ⪯ H̃s ⪯ 4d2B∗Ãs−1,

− 4d2B∗Ãs−1 ⪯ E[H̃s | Fs−1] ⪯ 4d2B∗Ãs−1.
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Thus, with probability at least 1− t−1
T 2 , ∀s ≤ t,

Zs ⪯ 8d2B∗L
− 1

2
t Ãs−1L

− 1
2

t

⪯ 8d2B∗L
− 1

2
s−1Ãs−1L

− 1
2

s−1

(a)

⪯ 8d2B∗κA
− 1

2
s−1Ãs−1A

− 1
2

s−1

(b)

⪯ 12d2B∗κI,

and

Zs ⪰ −4d2B∗L
− 1

2
t Ãs−1L

− 1
2

t

⪰ −4d2B∗L
− 1

2
s−1Ãs−1L

− 1
2

s−1

(c)

⪰ −4d2B∗κA
− 1

2
s−1Ãs−1A

− 1
2

s−1

(d)

⪰ −6d2B∗κI,

where (a), (c) follow from the definition of Lt, Ut and the fact that the losses are κ-convex, and

(b), (d) follow from the induction hypothesis that ∥I − A
− 1

2
s ÃsA

− 1
2

s ∥2 ≤ 1
2 and Ãs is PSD , ∀s ≤

t− 1 w.h.p.

Bounding 2nd moments of Zs. Next, we bound the second moments of Zs

E[Z2
s |Fs−1]

(a)

⪯ E[L− 1
2

t H̃sL
−1
t H̃sL

− 1
2

t |Fs−1],

where (a) follows from the fact that for any random matrix X: E[(X − E[X])X − E[X])⊤] ⪯
E[XX⊤]. Continuing

E[L− 1
2

t H̃sL
−1
t H̃sL

− 1
2

t |Fs−1]

= L
−1/2
t Ã

1/2
s−1E[4d

4fs(ys)
2(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)Ã

1/2
s−1L

−1
t Ã

1/2
s−1(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1L

−1/2
t

(a)

⪯ L
−1/2
t Ã

1/2
s−1E[6d

4fs(ys)
2(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1L

−1/2
t ,

(b)

⪯ 6d4(B∗)2κL
−1/2
t Ã

1/2
s−1E[(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1L

−1/2
t ,

where (a) follows from the fact that Ã1/2
s−1L

−1
t Ã

1/2
s−1 ⪯ 1.5κI w.h.p, and (b) follows from the fact

that fs(ys) ≤ B∗. Next, we rely on the facts that E[vs,1v⊤s,2vs,1v⊤s,2] = d−2I, and E[vs,1v⊤s,2vs,2v⊤s,1] =
d−1I to obtain

E[L− 1
2

t H̃sL
−1
t H̃sL

− 1
2

t |Fs−1]

⪯ 12d3(B∗)2(1 + d−1)κL
−1/2
t Ãs−1L

−1/2
t

(a)

⪯ 36d3(B∗)2κ2,

where (a) follows from the fact that L−1/2
t Ãs−1L

−1/2
t ⪯ 1.5κI w.h.p.
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Matrix Freedman. With the above bounds on the martingale sequence, we can bound L
− 1

2
t (At−

Ãt)L
− 1

2
t by matrix Freedman inequality (Lemma 14) 3

∥I − Ã
− 1

2
t AtÃ

− 1
2

t ∥2 ≤ ∥L
− 1

2
t (At − Ãt)L

− 1
2

t ∥2

≤
12ηκd3/2B∗√t log(dT 2)

κ′
+

8ηκd2B∗ log(dT 2)

κ′
.

The RHS of the above inequality is less than 1/2 for our choice of η.

Lemma 14 (Matrix Freedman, Theorem 1.2 in (Tropp, 2011)) Consider a self-adjoint matrix
martingale {Yk}k≥0 of dimension d. Let {Xk}k≥1 be the difference sequence of {Yk}k≥0. Assume
that the difference sequence is uniformly bounded almost surely: ∃R such that

λmax(Xk) ≤ R almost surely ∀k.

Define the predictable quadratic variation process

Wk =
k∑

j=1

E[X2
j | Fj−1], ∀k.

Then ∀ε ≥ 0, σ2 > 0,

P
(
∃k ≥ 0 : λmax(Yk) ≥ ε and ∥Wk∥2 ≤ σ2

)
≤ d · exp

(
− ε2/2

σ2 +Rε/3

)
.

Corollary 15 Let B∗ = B +
√
2(L +

√
2C). With probability at least 1 − 1

T , the yt played by
Algorithm 1 satisfies

|ft(yt)| ≤ B∗, ∀t ∈ [T ].

Proof Note that in the proof of Lemma 13, we have shown that |ft(yt)| ≤ B∗ if ∥I−A− 1
2

t−1Ãt−1A
− 1

2
t−1∥2 ≤

1
2 . Thus,

P (|ft(yt)| ≤ B∗, ∀t ∈ [T ]) ≥ P
(
∥I −A

− 1
2

t ÃtA
− 1

2
t ∥2 ≤

1

2
, ∀t ∈ [T ]

)
≥ 1− 1

T
.

3. Freedman’s inequality requires the first and second moment bounds to hold almost surely. Observe that we only
have these bounds in high probability. However, there is a standard workaround to this (see for instance Suggala
et al. (2021)), where one can create an alternate martingale that satisfies these bounds a.s., and is exactly equal to the
original martingale w.h.p.
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D.2. Concentration of Cumulative Hessian Estimate [Improved κ dependence]

In this section, we provide an alternate analysis for Hessian concentration that improves the depen-
dence of regret on κ, but at the cost of worse dependence on d. In particular, this analysis leads
to a regret of Õ(d3κB∗√T ), instead of Õ(d2.5κ2B∗√T ) stated in Theorem 3. This analysis relies
on empirical Freedman’s inequality (Zimmert and Lattimore, 2022) instead of the matrix Freedman
used in the previous section.

Lemma 16 (Concentration of cumulative Hessian estimate) Consider a sequence of functions
{ft}Tt=1 that satisfies Assumption 1, Assumption 2, and Assumption 3. ∀t ∈ [T ], define the smoothed
function f̃B,B

t of ft as

f̃B,B
t (x) := Eu∼B,v∼B

[
ft

(
x+

1

2
Ã

− 1
2

t−1(u+ v)

) ∣∣∣Ft−1

]
,

where Ft denotes the filtration generated by the algorithm’s possible randomness up to time t.
Let Ãt = Ãt−1 + η

κ′ H̃t, and At = At−1 + η
κ′∇2f̃B,B

t (xt), where A0 = Ã0 = I . Let B∗ =

B+
√
2(L+

√
2C). Suppose T = Ω(d2), and η ≤ κ′

(
200d2

√
T log dTB∗

)−1, ∀t, with probability
at least 1− t

T 2 , for every s ≤ t,

∥I −A
− 1

2
s ÃsA

− 1
2

s ∥2 ≤
1

2
.

Proof Similar to the proof of Lemma 13, we rely on induction to prove the result.

Proof by induction. Base case t = 0 is given by construction. Suppose the inequalities hold with
probability at least 1 − t−1

T 2 for any 0 ≤ s ≤ t − 1. Recall that ft is assumed to be bounded by B
and L-Lipschitz over K and C-smooth. Note that |ft(yt)| is bounded by

|ft(yt)| ≤ |ft(xt)|+
∣∣∣∣ft(xt + 1

2
Ã

− 1
2

t−1(vt,1 + vt,2)

)
− ft(xt)

∣∣∣∣
≤ B +

∥∥∥∥∇ft(xt + 1

2
Ã

− 1
2

t−1(vt,1 + vt,2)

)∥∥∥∥
2

∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

≤ B +

(
L+ C

∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

)∥∥∥∥12Ã− 1
2

t−1(vt,1 + vt,2)

∥∥∥∥
2

≤ B + (L+ C∥Ã− 1
2

t−1∥2)∥Ã
− 1

2
t−1∥2.

By induction hypothesis, with probability at least 1− t−1
T 2 , Ãt−1 ⪰ 1

2At−1 ⪰ 1
2I , and thus the above

inequality implies |ft(yt)| ≤ B +
√
2
(
L+
√
2C
)
=: B∗.

Next, consider the following

Ãt = Ãt−1 +
η

κ′
H̃t = Ã

1/2
t−1

(
I +

2d2ft(yt)η

κ′
(vt,1v

⊤
t,2 + vt,2v

⊤
t,1)

)
Ã

1/2
t−1

For our choice of η, it is easy to verify that 1
2 ⪯

(
I + 2d2ft(yt)η

κ′ (vt,1v
⊤
t,2 + vt,2v

⊤
t,1)
)
⪯ 3

2 . So
1
2Ãt−1 ⪯ Ãt ⪯ 3

2Ãt−1. This shows that Ãt is invertible, and is very close to Ãt−1, with high
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probability. We use this inequality often in the subsequent analysis. We now show that the following
holds with probability at least 1− δ

t∑
s=1

Es−1[H̃s]− gAt−1 ⪯
t∑

s=1

H̃s ⪯
t∑

s=1

Es−1[H̃s] + gAt−1,

where g =

(
96d2

√
t log dTB∗

δ + 32d3 log dTB∗

δ

)
B∗. Let Cϵ be a finite cover of S = {x ∈

Rd|∥x∥2 = 1} such that for any v ∈ S there exists a u ∈ Cϵ such that ∥v − u∥2 ≤ ϵ. By
Vershynin (2018), there exists a Cϵ such that |Cϵ| ≤

(
2
ϵ + 1

)d
. Consider any u ∈ Cϵ, and the

corresponding sequence of random variables {uT H̃su}ts=1. We use Freedman’s inequality to bound
|
∑t

s=1 u
T (H̃s − Es−1[H̃s])u|. To do this, we derive bounds for the first and second moments of

uT H̃su

Bounding 1st moment of uT H̃su. From the definition of H̃s, and the fact that −2I ⪯ vt,1v
⊤
t,2 +

vt,2v
⊤
t,1 ⪯ 2I , we have the following, which holds with high probability

|uT H̃su| ≤ 4d2B∗∥u∥2
Ãs−1

(a)

≤ 8d2B∗∥u∥2As−1

(b)
< ∞.

Here, inequality (a) follows from the fact that ∥I − A
− 1

2
s ÃsA

− 1
2

s ∥2 ≤ 1
2 , ∀s ≤ t − 1 w.h.p. And

inequality (b) follows from the fact that the loss functions ft are smooth.

Bounding 2nd moment of uT H̃su. Next, we bound the second moments of uT H̃su

E[(uT H̃su)
2|Fs−1] = E[uT H̃suu

T H̃su|Fs−1]

= uT Ã
1/2
s−1E[4d

4fs(ys)
2(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)Ã

1/2
s−1uu

T Ã
1/2
s−1(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1u

(a)

≤ ∥u∥2
Ãs−1

uT Ã
1/2
s−1E[4d

4fs(ys)
2(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1u,

(b)

≤ 4d4(B∗)2∥u∥2
Ãs−1

uT Ã
1/2
s−1E[(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)(vs,1v

⊤
s,2 + vs,2v

⊤
s,1)|Fs−1]Ã

1/2
s−1u,

where (a) follows from the fact Ã1/2
s−1uu

T Ã
1/2
s−1 ⪯ ∥u∥2Ãs−1

I , and (b) follows from the fact that

fs(ys) ≤ B∗ w.h.p. Next, we rely on the facts that E[vs,1v⊤s,2vs,1v⊤s,2] = d−2I, and E[vs,1v⊤s,2vs,2v⊤s,1] =
d−1I to obtain

E[(uT H̃su)
2|Fs−1] ≤ 8d3(1 + d−1)(B∗)2∥u∥4

Ãs−1
≤ 16d3(B∗)2∥u∥4

Ãs−1
≤ 64d3(B∗)2∥u∥4As−1

.

Empirical Freedman’s Inequality. Applying the empirical Freedman’s inequality from Lemma 17
on {uT H̃su}ts=1 gives us the following bound, which holds with probability at least 1− δ∣∣∣ t∑

s=1

uT (H̃s − Es−1[H̃s])u
∣∣∣ ≤ (

48d3/2
√

t log
dTB∗

δ
+ 16d2 log

dTB∗

δ

)
B∗∥u∥2At−1

.

Taking a union bound over all u ∈ Cϵ, we get the following which holds with probability at least
1− δ, for any u ∈ Cϵ∣∣∣ t∑

s=1

uT (H̃s − Es−1[H̃s])u
∣∣∣ ≤ (

48d3/2
√

t log
dTB∗|Cϵ|

δ
+ 16d2 log

dTB∗|Cϵ|
δ

)
B∗∥u∥2At−1

.
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We now show that the above bound also holds for any u ∈ S, for appropriate choice of ϵ. Consider
any u ∈ S and let v be the closest point to u that lies in Cϵ.

t∑
s=1

[
uT (H̃s − Es−1[H̃s])u− vT (H̃s − Es−1[H̃s])v

]
=

t∑
s=1

(v − u)T (H̃s − Es−1[H̃s])(v − u) +
t∑

s=1

2(u− v)T (H̃s − Es−1[H̃s])v

≤
t∑

s=1

∣∣∣(v − u)T (H̃s − Es−1[H̃s])(v − u)
∣∣∣+ t∑

s=1

2
∣∣∣(u− v)T (H̃s − Es−1[H̃s])v

∣∣∣.
Using similar arguments as used for bounding the first moment of uT H̃su, where we showed that
|uT H̃su| ≤ 8d2B∗∥u∥2At−1

, we get

t∑
s=1

[
uT (H̃s − Es−1[H̃s])u− vT (H̃s − Es−1[H̃s])v

]
≤ 16td2B∗∥v − u∥2At−1

+ 32td2B∗∥v − u∥At−1∥v∥At−1

(a)
= O

(
t3/2d2B∗ϵ2 + t3/2d2B∗ϵ

)
,

where (a) follows from the fact that ∥At−1∥2 = O
(
1 + ηt

κ′

)
. Choosing ϵ = g

t2d2
, for some appro-

priate constant g, we have the following which holds with probability at least 1− δ

∀u ∈ S,
∣∣∣ t∑
s=1

uT (H̃s − Es−1[H̃s])u
∣∣∣ ≤ (

96d2
√

t log
dTB∗

δ
+ 32d3 log

dTB∗

δ

)
B∗∥u∥2At−1

.

This shows that, with probability at least 1− δ

t∑
s=1

Es−1[H̃s]− gAt−1 ⪯
t∑

s=1

H̃s ⪯
t∑

s=1

Es−1[H̃s] + gAt−1,

where g =

(
96d2

√
t log dTB∗

δ + 32d3 log dTB∗

δ

)
B∗. Rewriting this equation gives us

At −
ηg

κ′
At−1 ⪯ Ãt ⪯ At +

ηg

κ′
At−1,

Since At−1 ⪯ At, we get (
1− ηg

κ′

)
At ⪯ Ãt ⪯

(
1 +

ηg

κ′

)
At.

For our choice of η ≤ κ′
(
200d2

√
T log dTB∗

δ

)−1

, T = Ω(d2), we get

1

2
At ⪯ Ãt ⪯

3

2
At.

This finishes the proof of the Lemma.
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Lemma 17 (Strengthened Freedman’s inequality (Zimmert and Lattimore, 2022)) Let {Xt}t=1,2...

be a martingale difference sequence w.r.t a filtration F1 ⊆ F2 ⊆ . . . such that E[Xt|Ft] = 0 and
assume E[|Xt||Ft] <∞ a.s. Then with probability at least 1− δ

∣∣∣ T∑
t=1

Xt

∣∣∣ ≤ 3

√
VT log

(
2max{UT ,

√
VT }

δ

)
+ 2UT log

(
2max{UT ,

√
VT }

δ

)
,

where VT =
∑T

t=1 Et−1[X
2
t ], UT = max{1,maxt∈[T ]Xt}.

D.3. Proof of Theorem 3

Let B = {x : ∥x∥2 ≤ 1}, S = {x : ∥x∥2 = 1} be the unit ball and unit sphere in Rd. We define
smoothed functions f̃B,B

t , f̃B,S
t , f̃S,S

t as follows

f̃B,B
t (x) := Eu∼B,v∼B

[
ft

(
x+

1

2
Ã

− 1
2

t−1(u+ v)

) ∣∣∣Ft−1

]
f̃B,S
t (x) := Eu∼B,v∼S

[
ft

(
x+

1

2
Ã

− 1
2

t−1(u+ v)

) ∣∣∣Ft−1

]
f̃S,S
t (x) := Eu∼S,v∼S

[
ft

(
x+

1

2
Ã

− 1
2

t−1(u+ v)

) ∣∣∣Ft−1

]
.

Observe that

E[ft(yt) | Ft−1] = f̃S,S
t (xt),

where Ft denotes the filtration generated by {vs,1, vs,2}ts=1. By Stokes’ theorem (Flaxman et al.,
2004), we have that the gradient and Hessian estimators constructed in Algorithm 1 satisfy

E[∇̃t | Ft−1] = ∇f̃B,S
t (xt), E[H̃t | Ft−1] = ∇2f̃B,B

t (xt).

Observe that the Hessian and gradients estimated in Algorithm 1 are not of the same function.
Interestingly, despite this mismatch, we can derive

√
T regret of the algorithm. Define At :=

At−1 +
η
κ′∇2f̃B,B

t (xt), with A0 = I . Throughout the proof, we assume that the cumulative Hessian
concentrates well; that is, the following holds

∥A− 1
2

t (At − Ãt)A
− 1

2
t ∥2 ≤

1

2
.

This assumption is formally proved in Lemma 13, which says that the above stated inequality holds
simultaneously for all t ∈ [T ] with probability at least 1 − 1

T . Therefore, we can without loss
of generality assume that the above inequality holds deterministically by suffering an additional
constant in the regret bound.
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For any x ∈ K, we can decompose the regret as the following:

T∑
s=1

E[fs(ys)− fs(x)]

=
T∑

s=1

E[f̃S,S
s (xs)− fs(x)]

=
T∑

s=1

E[f̃B,S
s (xs)− fs(x)] + E[f̃S,S

s (xs)− f̃B,S
s (xs)]

=
T∑

s=1

E[f̃B,S
s (xs)− f̃B,S

s (x)]︸ ︷︷ ︸
T1

+

T∑
s=1

E[f̃B,S
s (x)− fs(x)]︸ ︷︷ ︸

T2

+

T∑
s=1

E[f̃S,S
s (xs)− f̃B,S

s (xs)]︸ ︷︷ ︸
T3

,

where we will bound T1, T2, and T3 separately.

Bounding T1. To bound this term, we rely on Lemma 12. In particular, we instantiate it with the
ONS algorithm described in Algorithm 3, and use ∆̃t, H̃t as the stochastic estimates of∇f̃B,S

t (xt),∇2f̃B,S
t (xt).

This gives us the following bound

T1 ≤
diam(K)2

2η
+

T∑
t=1

η

2
E
[
∥∇̃t∥2Ã−1

t

]
−

T∑
t=1

E [∆t(x)] ,

where ∆t(x) is defined as

∆t(x) := f̃B,S
t (x)− f̃B,S

t (xt)−
〈
∇f̃B,S

t (xt), x− xt

〉
− 1

2κ′
(x− xt)

⊤E[H̃t|Ft−1](x− xt).

For our choice of κ′(≥ κ), and our assumption on the Hessian of ft, ∆t(x) is always greater than
0. This is because

f̃B,S
t (x)− f̃B,S

t (xt)−
〈
∇f̃B,S

t (xt), x− xt

〉
≥ c

2
∥x− xt∥2Ht

≥ 1

2κ′
(x− xt)

⊤E[H̃t|Ft−1](x− xt).

Next, we bound ∥∇̃t∥Ã−1
t

:

∥∇̃t∥2Ã−1
t

= 2d2ft(yt)
2v⊤t,1Ã

1
2
t−1Ã

−1
t Ã

1
2
t−1vt,1

(a)

≤ 6d2ft(yt)
2v⊤t,1A

1
2
t−1A

−1
t A

1
2
t−1vt,1

(b)

≤ 6d2(B∗)2,

where (a) follows from the fact that 1
2At ⪯ Ãt ⪯ 3

2At, and (b) follows from Corollary 15. Substi-
tuting this in the above upper bound for T1 gives us

T1 ≤
diam(K)2

2η
+ 3ηd2(B∗)2T.
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Bounding T2. We now upper bound T2 by Õ( 1η ). To see this, consider the following

T2 =

T∑
t=1

E[f̃B,S
t (x)− ft(x)]

=

T∑
t=1

Eut∼B,vt∼S

[
ft

(
x+

1

2
Ã

− 1
2

t−1(ut + vt)

)
− ft(x)

]

=

T∑
t=1

Eut∼B,vt∼S

[
1

2
∇ft(x)⊤Ã

− 1
2

t−1(ut + vt) +
1

8
(ut + vt)

⊤Ã
− 1

2
t−1∇

2ft(x(ut, vt))Ã
− 1

2
t−1(ut + vt)

]

=
1

8

T∑
t=1

Eut∼B,vt∼S[(ut + vt)
T Ã

− 1
2

t−1∇
2ft(x(ut, vt))Ã

− 1
2

t−1(ut + vt)],

where the last equality follows from the fact that conditioning onFt−1, the first-order term vanishes.

Here, x(ut, vt) is a point on the line connecting x and x + 1
2Ã

− 1
2

t−1(ut + vt). Next, observe that
∇2ft(x(ut, vt)) ⪯ CHt ⪯ C

c E[H̃t | Ft−1] ⪯ κE[H̃t | Ft−1]. Substituting this in the previous
display gives us

T2 ≤
κ

8

T∑
t=1

E[(ut + vt)
T Ã

− 1
2

t−1E[H̃t | Ft−1]Ã
− 1

2
t−1(ut + vt)].

Next, since by concentration of Hessian estimate accumulates, we have Ãt ⪰ 1
2At and the fact that

At−1 = At −
η

κ′
E[H̃t | Ft−1] ⪰ At − cηI ⪰ 1

2
At,

we bound T2 as

T2 ≤
κ

4

T∑
t=1

E[(ut + vt)
⊤A

− 1
2

t−1E[H̃t | Ft−1]A
− 1

2
t−1(ut + vt)]

≤ κ

2

T∑
t=1

E[(ut + vt)
⊤A

− 1
2

t E[H̃t | Ft−1]A
− 1

2
t (ut + vt)].

Continuing, we have with | · | denoting the determinant of a square matrix,

T2 ≤
κκ′

2η

T∑
t=1

E[(ut + vt)
⊤A

− 1
2

t (At −At−1)A
− 1

2
t (ut + vt)]

=
κκ′

η

T∑
s=1

E[tr(A− 1
2

t (At −At−1)A
− 1

2
t )]

(c)

≤ κκ′

η
E
[
log
|AT |
|A0|

]
(d)

≤ κκ′d log(1 + ηCT/κ′)

η
,
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where inequality (c) follows from the fact that for A,B ⪰ 0,

A−1 · (A−B) ≤ log
|A|
|B|

,

and inequality (d) follows from the fact that the since the largest eigenvalue λmax(AT ) of AT

satisfies λmax(AT ) ≤ 1 + ηCT/κ′,

log |AT | ≤ log
(
λmax(AT )

d
)
≤ d log(1 + ηCT/κ′).

Bounding T3.

T3 =

T∑
s=1

E[f̃S,S
s (xs)− f̃B,S

s (xs)]

(a)

≤
T∑

s=1

E[f̃S,S
s (xs)− fs(xs)],

where (a) follows from the convexity of fs:

f̃B,S
s (xs) = Eus∼B,vs∼S

[
fs

(
xs +

1

2
Ã

− 1
2

t−1(us + vs)

)]
≥ fs

(
xs +

1

2
Eus∼B,vs∼S

[
Ã

− 1
2

t−1(us + vs)

])
= fs(xs)

Using similar arguments as T2 to bound E[f̃S,S
s (xs)− fs(xs)], we obtain

T3 ≤
κκ′d log(1 + ηCT/κ′)

η
.

Combining the bounds for T1, T2, T3 gives us the required regret bound.

Appendix E. Regret of BNS-AM for BQO-AM problems (Section 4.2)

In this section, we prove Theorem 4. We first make two observations on BNS-AM. BNS-AM does
improper learning, as the decisions yt’s do not necessarily lie within K (Line 10 in Algorithm 2).
We bound the function value and gradient evaluated at yt’s in Remark 18. The dependence of the
iterates are explained in Remark 19.

Remark 18 (Value and gradient bound of yt’s) Since Algorithm 2 does improper learning, it is
essential to show that the loss and gradient at each of the yt played by the algorithm is bounded.
Note that ∀t,

∥∇ft(yt−m+1:t)∥2 ≤ ∥∇ft(xt−m+1:t)∥2 + β∥yt−m+1:t − xt−m+1:t∥2 ≤ L+ β
√
m,

|ft(yt−m+1:t)| ≤ |ft(xt−m+1:t)|+ |∇ft(yt−m+1:t)
⊤(yt−m+1:t − xt−m+1:t)|

≤ B + (L+ β
√
m)
√
m.

We denote B∗ = B + (L+ β
√
m)
√
m.
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Remark 19 (Filtration and independence from delay) Denote Ft = σ({us}s≤t) to be the fil-
tration generated by Algorithm 2 random sampling step. Then by Assumption 9, ft, Ht, Ât are
Ft−m-measurable. By the delayed updates in Algorithm 2, xt is Ft−m-measurable. ut, yt, g̃t are
Ft-measurable.

We now prove Theorem 4. Following usual procedure of bounding with-memory regret in bandit
setting, we note that the regret can be decomposed into three terms, which we will bound separately:

E[RegretT (x)] = E

[
T∑

t=m

ft(yt−m+1:t)− ft(xt−m+1:t)

]
︸ ︷︷ ︸

(perturbation loss)

+E

[
T∑

t=m

ft(xt−m+1:t)− f̄t(xt)

]
︸ ︷︷ ︸

(movement cost)

+ E

[
T∑

t=m

f̄t(xt)− f̄t(x)

]
︸ ︷︷ ︸

(underlying regret)

.

We will decompose the proof as the following: First, we will show some useful properties of the
gradient estimator g̃t. Then, we will bound the three terms above separately.

E.1. Properties of the gradient estimator

The gradient estimator constructed in Line 7, Algorithm 2 is a conditionally unbiased estimator of
the divergence of the loss function ft evaluated at (xt−m+1, . . . , xt). Together with the smoothness
assumption on ft and stability of the algorithm, this implies that the bias incurred by using g̃t as an
estimator of∇f̄t(xt) is small.

Lemma 20 (Gradient estimator) ∀t ≥ m, the conditional expectation of the gradient estimator
g̃t constructed in Line 7, Algorithm 2 is given by

E[g̃t | Ft−m] =
m∑
i=1

[∇ft(xt−m+1:t)]i,

where [∇ft(xt−m+1:t)]i denotes the i-th d-vector in the dm-vector∇ft(xt−m+1:t).

Proof The proof follows similarly to the proof of Lemma C.3 in (Sun et al., 2023). In particular, we
note that for a real-valued quadratic function on Rn q(x) = 1

2x
⊤Ax+b⊤x+c, a symmetric positive-

definite matrix M ∈ Rd×d, a filtration F, and a random unit vector u ∈ Rn satisfying (1) u is
symmetric with zero first and third moments conditioning on F, (2) u satisfies E[uu⊤ | F] = r

nIn×n,
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and (3) A, b, c, x are F-measurable, then

E
[
q(x+Mu)M−1u | F

]
=

1

2
E
[
(x+Mu)⊤A(x+Mu)M−1u | F

]
+ E

[
b⊤(x+Mu)M−1u | F

]
+ E[cM−1u | F]

=
1

2
E[x⊤AMuM−1u | F] + 1

2
E[u⊤MAxM−1u | F] + E[b⊤MuM−1u | F]

=
1

2
M−1E[uu⊤ | F]MA⊤x+

1

2
M−1E[uu⊤ | F]MAx+M−1E[uu⊤ | F]Mb

=
r

2n
(A+A⊤)x+

r

n
b

=
r

n
∇q(x).

Consider the following matrix Mt ∈ Rdm×dm:

Mt =


Â

− 1
2

t−m 0 . . . 0

0 Â
− 1

2
t−m+1 . . . 0

. . . . . . . . . . . .

0 0 . . . Â
− 1

2
t−1

 .

By Remark 19, ft,Mt is Ft−m-measurable, and the concatenated vector vt = [ut−m+1, . . . ut]
satisfies that the first and third moments of vt is 0 conditioning on Ft−m, and since ut−m+1, . . . , ut
are independent conditioning on Ft−m,

E[vt(vt)⊤ | Ft−m] =
1

d
Idm×dm.

By taking r = m, we have that

∇ft(xt−m+1:t) = E[dft(yt−m+1:t)M
−1
t vt | Ft−m].

We note that by definition of the gradient estimator g̃t,

m∑
i=1

[∇ft(xt−m+1:t)]i = E

[
dft(yt−m+1:t)

m∑
i=1

[M−1
t vt]i | Ft−m

]

= E

[
dft(yt−m+1:t)

t∑
s=t−m+1

Â
1
2
s us | Ft−m

]
= E [g̃t | Ft−m] .

E.2. Bounding perturbation loss

We start with the perturbation loss and prove the following proposition:
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Proposition 21 The perturbation loss is bounded by

E

[
T∑

t=m

ft(yt−m+1:t)− ft(xt−m+1:t)

]
≤ βRG

[
10mRGRY

κ(G)

√
T +

4md log(σT )

ηακ(G)
+ dR2

Y

√
T

]
.

Proof Note that by the quadratic assumption on ft, we have by second-order Taylor expansion:

T∑
t=m

E[ft(yt−m+1:t)− ft(xt−m+1:t)] =
T∑

t=m

E[∇ft(xt−m+1:t)
⊤Â

− 1
2

t−m:t−1ut−m+1:t]

+
1

2

T∑
t=m

E[u⊤t−m+1:tÂ
− 1

2
t−m:t−1∇

2ftÂ
− 1

2
t−m:t−1ut−m:1:t].

The first order term is 0 since ∀t, ft, xt−m+1, . . . , xt, Ât−m, . . . , Ât−1 are Ft−m-measurable, and
thus

E[∇ft(xt−m+1:t)
⊤Â

− 1
2

t−m:t−1ut−m+1:t] = E[∇ft(xt−m+1:t)
⊤Â

− 1
2

t−m:t−1E[ut−m+1:t | Ft−m]] = 0.

The second term can be bounded as following. Note that by denoting [∇2ft]ij as the ij-th d × d
block of ∇2ft, we have

u⊤t−m+1:tÂ
− 1

2
t−m:t−1∇

2ftÂ
− 1

2
t−m:t−1ut−m+1:t

= [Â
− 1

2
t−mut−m+1, . . . , Â

− 1
2

t−1ut]
⊤∇2ft[Â

− 1
2

t−mut−m+1, . . . , Â
− 1

2
t−1ut]

=

m∑
i,j=1

u⊤t−m+iÂ
− 1

2
t−m+i−1[∇

2ft]ijÂ
− 1

2
t−m+j−1ut−m+j .

By independence between us, ut for s ̸= t and taking the expectation, we have

E[u⊤t−m+1:tÂ
− 1

2
t−m:t−1∇

2ftÂ
− 1

2
t−m:t−1ut−m:1:t]

=

m∑
i=1

E
[
u⊤t−m+iÂ

− 1
2

t−m+i−1[∇
2ft]iiÂ

− 1
2

t−m+i−1ut−m+i

]

≤
m∑
i=1

E
[
tr(Â

− 1
2

t−m+i−1[∇
2ft]iiÂ

− 1
2

t−m+i−1)

]

≤ E

[
tr

(
Â

− 1
2

t−m

m∑
i=1

[∇2ft]iiÂ
− 1

2
t−m

)]
,

where the last steps follow from that Âs ⪯ Ât, ∀s ≤ t, and tr(·) is linear. Note that since ft is
quadratic, [∇2ft]ii = ∇2yt−m+i

ft, where ∇2yt−m+i
ft is the Hessian of ft w.r.t. yt−m+i. ∀1 ≤ i ≤

m− 1, by smoothness assumption on Qt,

[∇2ft]ii = ∇2yt−m+i
ft = Y ⊤

t−m+i(G
[m−i])⊤QtG

[m−i]Yt−m+i ⪯ βR̃GY
⊤
t−m+iYt−m+i. (7)
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Denote σ = maxt∈[T ] λmax(Ht) ≤ R2
GR

2
Y . For simplicity, assume that σ ≥ 1 and ηασm ≤ 2,

which will be satisfied by our choice of η and m for large enough T . Summing over all iterations,
we have

1

2

T∑
t=m

E[u⊤t−m+1:tÂ
− 1

2
t−m:t−1∇

2ftÂ
− 1

2
t−m:t−1ut−m:1:t]

≤ 1

2

T∑
t=m

E

[
tr

(
Â

− 1
2

t−m

m∑
i=1

[∇2ft]iiÂ
− 1

2
t−m

)]

≤ βR̃G

2

T∑
t=m

E

[
tr

(
Â

− 1
2

t−m

(
t∑

s=t−m+1

Y ⊤
s Ys

)
Â

− 1
2

t−m

)]

≤ βR̃G

T∑
t=m

E

[
tr

(
Â

− 1
2

t

(
t∑

s=t−m+1

Y ⊤
s Ys

)
Â

− 1
2

t

)]
,

where th second inequality follows from Eq. (7), and the third inequality follows from that since
Ât ⪰ mI , ∀t, we have that ∀s < t,

Ât = Âs +
ηα

2

t∑
r=s+1

Hr ⪯ Âs +
ηασm(t− s)

2
I ⪯

(
1 +

ηασ(t− s)

2

)
Âs, (8)

which implies that assuming ηασm ≤ 2, we have Ât ⪯ max{2, ηασm}Ât−m ⪯ 2Ât−m.
Here, we use a similar “blocking” technique used in Simchowitz (2020) to bound this term. In

particular, for some τ ∈ Z++ to be determined later (we will take τ = ⌊
√
T ⌋), consider endpoints

kj = τ(j − 1) +m, j = 1, . . . , J , where J = ⌊T−m
τ ⌋. Then, we can rewrite the sum on the right

hand side as

T∑
t=m

tr

(
Â

− 1
2

t

(
t∑

s=t−m+1

Y ⊤
s Ys

)
Â

− 1
2

t

)
=

J∑
j=1

kj+1−1∑
t=kj

tr

((
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

t

)

+

T∑
t=Jτ+m

tr

((
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

t

)

≤(1)

J∑
j=1

kj+1−1∑
t=kj

tr

((
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

t

)
+ τdR2

Y ,

where (1) follows from that T−m−Jτ < τ and since Ât ⪰ mI and tr(A) ≤ d∥A∥2 for A ∈ Rd×d

such that A ⪰ 0 is symmetric,

tr

((
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

t

)
≤ d

m

t∑
s=t−m+1

∥Y ⊤
s Ys∥2 ≤ dR2

Y .
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To bound the first term on the right hand side, since Ât ⪰ Âkj for t ≥ kj , we have

J∑
j=1

kj+1−1∑
t=kj

tr

((
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

t

)
≤ 4m

κ(G)

J∑
j=1

kj+1−1∑
t=kj

(
κ(G)

4m
tr

(
t∑

s=t−m+1

Y ⊤
s Ys

)
· Â−1

kj

)
︸ ︷︷ ︸

(a)

,

To bound (a), we further decompose (a) as

(a) =
J∑

j=1

kj+1−1∑
t=kj

tr

((
−Ht

2
+

κ(G)

4m

t∑
s=t−m+1

Y ⊤
s Ys

)
· Â−1

kj

)
︸ ︷︷ ︸

(i)

+
1

2

J∑
j=1

tr

kj+1−1∑
t=kj

Ht

 · Â−1
kj


︸ ︷︷ ︸

(ii)

.

To see the bound on the first term, we use Proposition 4.8 from Simchowitz (2020). We include the
proof of this result in Section E.6.1 for completion.

Lemma 22 (Proposition 4.8 in Simchowitz (2020)) ∀Y1, . . . , YT , we have that:

T∑
t=m

Ht ⪰
κ(G)

2

T∑
t=1

Y ⊤
t Yt − 5mRGRY I.

If we let Ỹt = Yt+kj−m, and H̃t = Ht+kj−m, then Lemma 22 implies that

kj+1−1∑
t=kj

(
κ(G)

4m

t∑
s=t−m+1

Y ⊤
s Ys

)
⪯ κ(G)

4

kj+1−1∑
t=kj−m+1

Y ⊤
t Yt

⪯ κ(G)

4

τ+m−1∑
t=1

Ỹ ⊤
t Ỹt

⪯
τ+m−1∑
t=m

H̃t

2
+

5mRGRY

2
I

=

kj+1−1∑
t=kj

Ht

2
+

5mRGRY

2
I.

Thus, (i) is bounded by

(i) =
J∑

j=1

kj+1−1∑
t=kj

−Ht

2
+

κ(G)

4m

t∑
s=t−m+1

Y ⊤
s Ys

− 5mRGRY

2
I


︸ ︷︷ ︸

⪯0

·Â−1
kj

+
5mRGRY

2

J∑
j=1

tr(Â−1
kj

)

≤ 5dRGRY

2

⌊
T

τ

⌋
.
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Since by Eq. 8, Âkj+1−1 ⪯ max{2, ηαστ}Âkj , (ii) is bounded by

(ii) =
1

2

J∑
j=1

kj+1−1∑
t=kj

Ht

 · Â−1
kj

=
1

2ηα

J∑
j=1

(
Âkj+1−1 − Âkj−1

)
· Â−1

kj

≤ max{2, ηαστ}
2ηα

J∑
j=1

(
Âkj+1−1 − Âkj−1

)
· Â−1

kj+1−1

≤ max{2, ηαστ}
2ηα

J∑
j=1

log

(
|Âkj+1−1|
|Âkj−1|

)

≤ max{2, ηαστ}
2ηα

log(|ÂT |)

≤(2)
max{2, ηαστ}

2ηα
d log(σT ),

where (2) follows from |ÂT | ≤ ∥ÂT ∥d2.
Combining, we have

(perturbation loss) ≤ βRG

[
4m

κ(G)

(
5dRGRY

2

⌊
T

τ

⌋
+

max{2, ηαστ}
2ηα

d log(σT )

)
+ τdR2

Y

]
,

by setting τ = ⌊
√
T ⌋ and assuming η ≤ 2

ασ
√
T
≤ 2

αστ , we have

(perturbation loss) ≤ βRG

[
10mRGRY

κ(G)

√
T +

4md log(σT )

ηακ(G)
+ dR2

Y

√
T

]
.

E.3. Bounding movement cost

The movement cost depends on the stability of the algorithm and is bounded by the following
lemma:

Lemma 23 The movement cost is bounded by

E

[
T∑

t=m

ft(xt−m+1:t)− f̄t(xt)

]
≤ ηdB∗Lm2T.

Proof The movement cost is bounded by the Lipschitz constant L of ft’s and the Euclidean dis-
tances between neighboring iterates.

Lemma 24 (Generalized Pythagorean Theorem) For any positive definite, symmetric matrix A
and its induced norm ∥ · ∥A over Rd, let C be a convex, closed, nonempty subset of Rd, y ∈ Rd, and
x = ΠC(y) w.r.t. ∥ · ∥A. Then ∀z ∈ C,

∥x− z∥A ≤ ∥y − z∥A.
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Note that by the above lemma, take y = xt−1 − ηÂ−1
t−mg̃t−m, x = xt, z = xt−1, and ∥ · ∥ =

∥ · ∥Ât−m
, we have that ∀t,

∥xt − xt−1∥2Ât−m
≤ ∥ηÂ−1

t−mg̃t−m∥2Ât−m
= η2∥g̃t−m∥2Â−1

t−m
,

where since Ât−m ⪰ Ât−m−1,

∥g̃t−m∥2Â−1
t−m
≤ d2(B∗)2

m−1∑
i,j=0

u⊤t−iÂ
1
2
t−m−1−iÂ

−1
t−mÂ

1
2
t−m−1−jut−j

≤ d2(B∗)2m2

∥∥∥∥Â 1
2
t−m−1Â

−1
t−mÂ

1
2
t−m−1

∥∥∥∥
op

≤ d2(B∗)2m2,

Thus,

∥xt − xt−1∥2 ≤
1√
m
∥xt − xt−1∥Ât−m

≤
√
mηdB∗.

By the Lipschitz assumption on ft over K, the movement cost is bounded by
T∑

t=m

E[ft(xt−m+1:t)− f̄t(xt)] ≤ L
T∑

t=m

E[∥(xt−m+1, . . . , xt)− (xt, . . . , xt)∥2]

= L
T∑

t=m

E

( t−1∑
s=t−m+1

∥xs − xt∥22

) 1
2


≤ L

T∑
t=m

E

( t−1∑
s=t−m+1

(t− s)

t∑
r=s+1

∥xr − xr−1∥22

) 1
2


≤ ηdB∗Lm2T.

E.4. Bounding underlying regret

The underlying regret can be bounded by the following lemma:

Lemma 25 The underlying regret is bounded by

E

[
T∑

t=m

f̄t(xt)− f̄t(x)

]
≤ mD2

2η
+ 2ησmax{α, 1}d2(B∗)2m3T + ηβR̃GR

2
Y d

2B∗Dm
9
2T +mB.

Proof By projection onto convex set, we have that ∀x ∈ K,

∥xt − x∥2
Ât−m

≤ ∥xt−1 − x− ηÂ−1
t−mg̃t−m∥2Ât−m

= ∥xt−1 − x∥2
Ât−m−1

+
1

2
∥xt−1 − x∥2ηαHt−m

− 2ηg̃⊤t−m(xt−1 − x) + η2∥g̃t−m∥2Â−1
t−m

≤ ∥xt−1 − x∥2
Ât−m−1

+ ∥xt−m − x∥2ηαHt−m
+ ∥xt−m − xt−1∥2ηαHt−m

− 2ηg̃⊤t−m(xt−m − x)

+ 2ηg̃⊤t−m(xt−m − xt−1) + η2∥g̃t−m∥2Â−1
t−m

,
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where the last inequality follows from that for a square matrix H ⪰ 0, ∥x+y∥2H ≤ 2(∥x∥2H+∥y∥2H).
Rearranging, we have

g̃⊤t−m(xt−m − x)− 1

2
∥xt−m − x∥2αHt−m

≤ 1

2η
(∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m
) +

α

2
∥xt−m − xt−1∥2Ht−m

+ g̃⊤t−m(xt−m − xt−1)

+
η

2
∥g̃t−m∥2Â−1

t−m
.

We can bound the terms on the right hand side as the following: by using the bounds on ∥xt−xt−1∥2
and ∥g̃t∥Â−1

t
in Section E.3, we have

α

2
∥xt−m − xt−1∥2Ht−m

≤ ασm

2

t−1∑
s=t−m+1

∥xs − xs−1∥22 ≤
1

2
η2ασd2(B∗)2m3,

g̃⊤t−m(xt−m − xt−1) ≤ ∥g̃t−m∥Â−1
t−m
∥xt−m − xt−1∥Ât−m

≤ ∥g̃t−m∥Â−1
t−m

t−1∑
s=t−m+1

∥xs − xs−1∥Ât−m

≤ 2∥g̃t−m∥Â−1
t−m

t−1∑
s=t−m+1

∥xs − xs−1∥Âs−m

≤ 2ηd2(B∗)2m3.

Therefore, substituting these bounds into the right hand side of the inequality, we have

g̃⊤t−m(xt−m − x)− 1

2
∥xt−m − x∥2αHt−m

≤ 1

2η
(∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m
) +

1

2
η2ασd2(B∗)2m3

+ 2ηd2(B∗)2m3 +
1

2
ηd2(B∗)2m2

≤ 1

2η
(∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m
)

+ 2ησmax{α, 1}d2(B∗)2m3.

Note that since by Lemma 20,

E[g̃t−m | Ft−2m] =

m∑
i=1

∇ift−m(xt−2m+1:t−m).

When bounding perturbation loss, we showed that ∀t ∈ [T ], ∀i ∈ [m],

[∇2ft]ii ⪯ βR̃GY
⊤
t−m+iYt−m+i ⪯ βR̃GR

2
Y Id×d.

Thus, since∇2ft ⪰ 0, we have

∥∇2ft∥2 ≤ tr(∇2ft) =
m∑
i=1

tr([∇2ft]ii) ≤
m∑
i=1

d∥[∇2ft]ii∥2 ≤ dmβR̃GR
2
Y .
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By Lemma A.2 in Gradu et al. (2020), ∀x,

∇f̄t(x) =
m−1∑
i=0

∇ift(x, . . . , x).

By smoothness of ft−m,

∥E[g̃t−m | Ft−2m]−∇f̄t−m(xt−m)∥2 ≤
√
m∥∇ft−m(xt−2m+1:t−m)−∇ft−m(xt−m, . . . , xt−m)∥2

≤ dβR̃GR
2
Y m

2
t−m−1∑

s=t−2m+1

∥xs − xt−m∥2

≤ dβR̃GR
2
Y m

2
t−m−1∑

s=t−2m+1

t−m∑
r=s+1

∥xs − xs−1∥2

≤ ηβR̃GR
2
Y d

2B∗m
9
2 .

Thus,

E
[
∇f̄t−m(xt−m)⊤(xt−m − x)− 1

2
∥xt−m − x∥2αHt−m

]
≤ 1

2η
E
[
∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m

]
+ E[(∇f̄t−m(xt−m)− g̃t−m)⊤(xt−m − x)]

+ 2ησmax{α, 1}d2(B∗)2m3

≤ 1

2η
E
[
∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m

]
+ 2ησmax{α, 1}d2(B∗)2m3

+ ηβR̃GR
2
Y d

2B∗Dm
9
2 .

Since∇2f̄t = G⊤
t QtGt ⪰ αHt, summing over all iterations, we have that ∀x ∈ K,

E

[
T∑

t=m

f̄t(xt)− f̄t(x)

]
≤

T∑
t=2m

E
[
f̄t−m(xt−m)− f̄t−m(x)

]
+mB

≤
T∑

t=2m

E
[
∇f̄t−m(xt−m)⊤(xt−m − x)− 1

2
∥xt−m − x∥2αHt−m

]
+mB

≤ 1

2η

T∑
t=2m

E
[
∥xt−1 − x∥2

Ât−m−1
− ∥xt − x∥2

Ât−m

]
+ 2ησmax{α, 1}d2(B∗)2m3T

+ ηβR̃GR
2
Y d

2B∗m
9
2T +mB

≤ 1

2η
E
[
∥x2m−1 − x∥2

Âm−1

]
+ 2ησmax{α, 1}d2(B∗)2m3T

+ ηβR̃GR
2
Y d

2B∗m
9
2T +mB

≤ mD2

2η
+ 2ησmax{α, 1}d2(B∗)2m3T + ηβR̃GR

2
Y d

2B∗Dm
9
2T +mB.
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E.5. Assembling regret bound

Combining bounds in Section E.2, Section E.3, Section E.4 and using that σ ≤ R2
GR

2
Y , the overall

expected regret w.r.t. any x ∈ K is given by

E[RegretT (x)] ≤ βRG

[
10mRGRY

κ(G)

√
T +

4md log(σT )

ηακ(G)
+ dR2

Y

√
T

]
+ ηdB∗Lm2T

+
mD2

2η
+ 2ησmax{α, 1}d2(B∗)2m3T + ηβR̃GR

2
Y d

2B∗Dm
9
2T +mB.

By taking η = Θ̃
(

1
α
√
T

)
, we have

E[RegretT (x)] = Õ

(
β

α
B∗√T

)
,

where Õ(·) hides logarithmic factors in T and all natural parameters RG, R̃G, RY , κ(G), B, L,D, d.

E.6. Proofs of Technical Lemmas

E.6.1. PROOF OF LEMMA 22

Fix a sequence of Y1, . . . , YT and G. Let u be any unit vector, and by definition of Ht. Denote
ut = Ytv, and let Yt = 0, ∀t ≤ 0 and t > T . Then,

v⊤

(
T∑

t=m

Ht

)
v =

T∑
t=m

∥∥∥∥∥
m−1∑
i=0

G[i]ut−i

∥∥∥∥∥
2

2

≥
T+m−1∑

t=1

∥∥∥∥∥
m−1∑
i=0

G[i]ut−i

∥∥∥∥∥
2

2

− 2mR2
GR

2
Y

≥(1)
1

2

T+m−1∑
t=1

∥∥∥∥∥
∞∑
i=0

G[i]ut−i

∥∥∥∥∥
2

2

−
T+m−1∑

t=1

∥∥∥∥∥
∞∑

i=m

G[i]ut−i

∥∥∥∥∥
2

2

− 2mR2
GR

2
Y

≥(2)
1

2

T+m−1∑
t=1

∥∥∥∥∥
∞∑
i=0

G[i]ut−i

∥∥∥∥∥
2

2

−
R2

GR
2
Y

T
− 4mR2

GR
2
Y

=(3)
1

2

∞∑
t=1

∥∥∥∥∥
t∑

i=0

G[i]ut−i

∥∥∥∥∥
2

2

− 5mR2
GR

2
Y

≥(4)
κ(G)

2

T∑
t=1

∥Ytv∥22 − 5mR2
GR

2
Y

=
κ(G)

2
v⊤

(
T∑
t=1

Y ⊤
t Yt

)
− 5mR2

GR
2
Y .

where we use the inequality ∥x− y∥22 ≥ 1
2∥x∥

2
2 − ∥y∥22 in (1), the decaying assumption on G such

that
∑∞

i=m ∥G[i]∥op ≤ RG
T in (2), Yt = 0 ∀t ≤ 0 and t > T in (3), and definition of κ(G) in

Assumption 10 in (4).
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E.6.2. PROOF OF LEMMA 24

Consider the functions fy(v) = ∥v−y∥2A on C and gx,z(t) = f(tz+(1− t)x) defined on t ∈ [0, 1].
Since C is convex, we have tz+(1− t)x ∈ C, ∀t ∈ [0, 1]. By assumption, x = ΠC(y), gx,z attains
minimum at t = 0. g′x,z(0) = 2(z − x)⊤A(x− y) ≥ 0. Then,

∥y − z∥2A = ∥y − x+ x− z∥2A = ∥y − x∥2A + ∥x− z∥2A + 2(x− y)⊤A(z − x) ≥ ∥x− z∥2A.

Appendix F. Regret of NBPC (Section 4.3)

F.1. Reduction from LQ control to BQO-AM

Note that by letting G[i] =

[
C
KC

]
(A+BKC)i−1B ∈ R(dy+du)×du , we have that the observation-

control pair (yt,ut) reached by playing DRC matrices (M1, . . . ,Mt−1) can be expressed as[
yt

ut

]
=

[
yK
t

KyK
t

]
+

t∑
i=1

G[i](ut−i −Kyt−i) =

[
yK
t

KyK
t

]
+

t∑
i=1

G[i]

m−1∑
j=0

M
[j]
t−iy

K
t−i−j

 .

The sequence of matrices G = {G[i]}i≥1 is called the Markov operator. For simplicity, we assume
that the system dynamics and the stabilizing linear policy K is known in this section. With these
knowledge, the above equation implies that the signals yK

t can be directly computed by the learner
from the observations.

Moreover, let d = mdydu, and let e : (Rdu×dy)m → Rd denote the natural embedding of a
DRC controller M in Rd, with inverse e−1, i.e. for M [0], . . . ,M [m−1] ∈ Rdu×dy , k ∈ [m − 1],
i ∈ [du], j ∈ [dy],

e(M [0], . . . ,M [m−1])kdudy+(i−1)dy+j = M
[k]
ij .

Denote ey : (Rdy)m → Rdu×d such that ∀M [0], . . . ,M [m−1] ∈ Rdu×dy ,

ey(y
K
t−m+1, . . . ,y

K
t )e(M [0], . . . ,M [m−1]) =

m−1∑
j=0

M [j]yK
t−j .

We shorthand Yt = ey(y
K
t−m+1, . . . ,y

K
t ), and e(M) = e(M [0], . . . ,M [m−1]). An explicit formula-

tion of ey is given by

Yi,j+1:j+dy = yK
t−k+1 if j = (k − 1)dudy + (i− 1)dy, ∀i ∈ [du], k ∈ [m].

Therefore, for any controller that plays DRC policies, the cost function can be re-written as

ct(yt,ut) =

(
Bt +

m−1∑
i=0

G[i]Yt−ie(Mt−i)

)⊤ [
Qt 0dy×du

0du×dy
Rt

](
Bt +

m−1∑
i=0

G[i]Yt−ie(Mt−i)

)
=: ft(e(Mt−m+1), . . . , e(Mt)),

where Bt = (yK
t ,KyK

t ) +
∑t

i=mG[i]Yt−ie(Mt−i). Let f̄t denote its induced unary form, i.e.
f̄t(e(M)) = ft(e(M), . . . , e(M)). Note that ft is an adaptive function of the learners decision
before the time t−m+1 through Bt. Bt is independent of the algorithm’s decisions Mt−m+1:t, and
Yt’s are independent of the algorithm’s decisions. Therefore, the adversarial model in Assumption 9
is satisfied.
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F.2. Regularity conditions

Lemma 26 (Bounds on LQR/LQG induced with-memory loss functions) ∀M1, . . . ,MT ∈M(m,RM),

• For m ≥ 1 +
(
log 1

1−γ

)−1
log T ,

∞∑
i=0

∥G[i]∥op ≤ 1 +
cκ
√
1 + κ2κCκB

γ
=: RG,

∞∑
i=m

∥G[i]∥op ≤
RG

T
,

∞∑
i=1

∥C(A+BKC)i−1B∥op ≤
cκCκBκ

γ
=: RGy ,

∞∑
i=1

∥C(A+BKC)i−1∥op ≤
cκCκ

γ
=: RGy,K ,

max
1≤i≤m−1

∥(G[i])⊤G[i]∥2 ≤ (1 + κ2)κ2Cκ
2
Bκ

2 =: R̃G.

• maxt∈[T ] ∥yK
t ∥2 ≤ (RG,K + 1)Rw,e =: Rnat.

• maxt∈[T ] |ct(y
M1:t−1

t ,uM1:t
t )| = maxt∈[T ] |ft(e(Mt−m+1), . . . , e(Mt))| ≤ βR2

nat((1+RGyRM)2(1+
2κ2) + 2R2

M) =: B.

• maxM1,M2∈M(m,RM) ∥e(M1)− e(M2)∥2 ≤
√
mmax{du, dy}RM =: D.

• maxt∈[T ] ∥Yt∥2 ≤
√

mdyd2uRnat =: RY .

• maxt∈[T ] ∥∇ft(e(Mt−m+1), . . . , e(Mt))∥ ≤ 2β
√
mRY RG(RY RGD + 2Rnat) =: L.

• κ(G) ≥ 1
4 min{1, κ−2}.

Proof By Assumption 4, we know that

∞∑
i=0

∥G[i]∥op ≤ 1 +

∞∑
i=1

√
∥C(A+BKC)i−1B∥2op + ∥KC(A+BKC)i−1B∥2op

≤ 1 + c
√

1 + κ2κCκB

∞∑
i=1

∥HLi−1H−1∥2

≤ 1 + cκ
√
1 + κ2κCκB

∞∑
i=0

(1− γ)i

= 1 +
cκ
√
1 + κ2κCκB

γ

= RG,

where c is some constant possibly depending on the dimension of H,L. By similar argument and
the choice of m, we can establish the other inequalities. Moreover,

max
1≤i≤m−1

∥(G[i])⊤G[i]∥2 ≤ (1 + κ2)κ2Cκ
2
Bκ

2(1− γ)2(i−i) ≤ (1 + κ2)κ2Cκ
2
Bκ

2 = R̃G.
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Therefore, denote xK
t as the would-be state if the linear policy K was played from the beginning of

the time, we have

max
t∈[T ]
∥yK

t ∥2 = max
t∈[T ]

∥∥CxK
t + et

∥∥ = max
t∈[T ]

∥∥∥∥∥C
t−1∑
i=0

(A+BKC)iwt−i + et

∥∥∥∥∥
2

≤ (RG,K + 1)Rw,e,

and

max
t∈[T ]

∥∥∥∥∥∥
m−1∑
j=0

M
[j]
t yK

t−j

∥∥∥∥∥∥
2

≤ max
t∈[T ]
∥Mt∥ℓ1,opmax

t∈[T ]
∥yK

t ∥2 ≤ RMRnat,

which implies that maxt∈[T ]

∥∥∥yM1:t−1

t

∥∥∥ ≤ Rnat(1 +RGyRM). Thus, ct’s are bounded by

max
t∈[T ]

ct(y
M1:t−1

t ,uM1:t
t ) ≤ β

∥yM1:t−1

t ∥22 +

∥∥∥∥∥∥Ky
M1:t−1

t +

m−1∑
j=0

M
[j]
t yK

t−j

∥∥∥∥∥∥
2

2


≤ βR2

nat((1 +RGyRM)2(1 + 2κ2) + 2R2
M)

= B.

The diameter ofM(m,RM) is given by

max
M1,M2∈M(m,RM)

∥e(M1)− e(M2)∥2 ≤
√
m max

M1,M2∈M(m,RM)
max

0≤j≤m−1
∥M [j]

1 −M
[j]
2 ∥F

≤
√
mmax{du, dy} max

M1,M2∈M(m,RM)
max

0≤j≤m−1
∥M [j]

1 −M
[j]
2 ∥op

≤
√
mmax{du, dy}RM,

where the second inequality follows from that ∥A∥F ≤
√

rank(A)σmax(A) ≤
√
rank(A)∥A∥op.

To bound the gradient of ft, denote ∇ift as the gradient of ft w.r.t. e(Mt−m+i), and then we
have ∀t ∈ [T ], i ∈ [m],

∥∇ift(e(Mt−m+1), . . . , e(Mt))∥2 ≤ 2β

∥∥∥∥∥Y ⊤
t−m+i(G

[m−i])⊤

(
Bt +

m−1∑
i=0

G[i]Yt−ie(Mt−i)

)∥∥∥∥∥
2

≤ 2βmax
t∈[T ]
∥Yt∥opRG

(
max
t∈[T ]
∥Bt∥2 +RGmax

t∈[T ]
∥Yt∥opD

)
We can bound Bt and Yt as follows:

max
t∈[T ]
∥Bt∥2 = max

t∈[T ]

∥∥∥∥∥∥yK
t +

t∑
i=m

G[i]

m−1∑
j=0

M
[j]
t−iy

K
t−j

∥∥∥∥∥∥
2

≤ Rnat

(
1 +

RGRM
T

)
,

max
t∈[T ]
∥Yt∥2 ≤

√
mdyd2umax

t∈[T ]
∥yK

t ∥2 ≤
√
mdyd2uRnat =: RY ,
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where the second inequality is given by the definition of ey. Thus, assuming RGRM
T ≤ 1,

max
t∈[T ]
∥∇ft(e(Mt−m+1), . . . , e(Mt))∥2 ≤

√
m max

t∈[T ],1≤i≤m
∥∇ift(e(Mt−m+1), . . . , e(Mt))∥2

≤ 2β
√
mRY RG(RY RGD + 2Rnat)

=: L.

The last inequality on κ(G) ≥ 1
4 min{1, κ−2} is given by Lemma 3.1 in Simchowitz (2020).

F.3. NBPC: Newton Bandit Perturbation Controller Algorithm

Algorithm 4 Newton Bandit Perturbation Controller (NBPC)
Input: DRC policy classM(m,RM), step size η > 0, time horizon T , system Markov operator G
from system parameters (A,B,C), (κ, γ)-strongly stable linear policy K, strong convexity
parameter α > 0.

1: Initialize: M
[j]
1 = · · · = M

[j]
m = 0du×dy , ∀j ∈ [m], g̃0:m−1 = 0mdudy , Â0:m−1 =

mImdudy×mdudy .
2: Sample εt ∼ Smdudy−1 i.i.d. uniformly at random for t = 1, . . . ,m.

3: Set M̃t = e−1(e(Mt) + Â
− 1

2
t−1εt), t = 1, . . . ,m.

4: Play control ut = Kyt, incur cost ct(yt,ut) for t = 1, . . . ,m.
5: for t = m, . . . , T do
6: Play control ut = uM̃t

t = Kyt+
∑m−1

j=0 M̃
[j]
t yK

t−j , incur cost ct(yt,ut) = ft(e(M̃t−m+1:t)).

7: System involves as xt+1 = Axt + But + wt and yt+1 = Cxt+1 + et+1. Receive new
observation yt+1, compute signal

yK
t+1 = yt+1 −

t+1∑
i=1

G[i]

m−1∑
j=0

M̃
[j]
t+1−iy

K
t+1−i−j

 ,

where ∀t ≤ 0, yK
t

def
= 0 and M̃t

def
= 0.

8: Compute Hessian information matrix Ht ∈ Rmdydu×mdydu :

Ht = G⊤
t Gt, Gt =

m−1∑
i=0

G[i]Yt−i, Yt = ey(y
K
t−m+1, . . . ,y

K
t ).

9: Update Ât = Ât−1 +
ηα
2 Ht.

10: Create gradient estimate: g̃t = mdudyct(yt,ut)
∑m−1

j=0 Â
1
2
t−1−jεt−j .

11: Update Mt+1 = e−1
(∏Ât−m+1

e(M(m,RM)

[
e(Mt)− ηÂ−1

t−m+1g̃t−m+1

])
.

12: Sample εt+1 ∼ Smdudy−1 uniformly at random, independent of previous steps.

13: Set M̃t+1 = e−1(e(Mt+1) + Â
− 1

2
t−m+1εt+1).

14: end for
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F.4. Proof of Theorem 5

Let RG, RY , B,D,L be consistent with the notations in Lemma 26, and

M∗ = argmin
M∈M(m,RM)

T∑
t=1

ct(y
M
t ,uM

t ).

Note that treating the first 2m− 2 steps as burn-in loss, we have

RegretT (NBPC) ≤ 2mB +

(
T∑

t=2m−1

ft(e(M̃t−m+1:t))− f̄t(e(M
∗))

)

+

(
T∑

t=2m−1

f̄t(e(M
∗))− ct(y

M∗
t ,uM∗

t )

)
.

By Theorem 4 and Lemma 26, by taking η = Θ̃
(

1
α
√
T

)
, the second term is bounded by Õ

(
β2

α

√
T
)

,

where Õ hides logarithmic terms in T and natural parameters as those derived in Lemma 26. The
third term can be bounded as the following:

T∑
t=2m−1

f̄t(e(M
∗))− ct(y

M∗
t ,uM∗

t ) ≤ L
T∑

t=2m−1

∥∥∥∥∥
t∑

i=m

G[i]Yt−i(e(M
∗)− e(Mt−i))

∥∥∥∥∥
2

≤ LRGRY D.

(9)

Appendix G. Extension to control of unknown systems (Section 4.3)

Consider the setting the dynamics of the system are unknown to the learner. In this case, the learner
needs to first estimate the system dynamics and obtain an estimated Markov operator Ĝ, and then
use Ĝ in place of G in the control algorithm.

This section will be organized as the following: Section G.1 will analyze the regret guarantee if
instead of the true Markov operator G, the learner receives an estimate Ĝ satisfying ∥Ĝ−G∥ℓ1,op ≤
εG.

G.1. Known Stabilizing Controller

First, we consider the case where a (κ, γ)-stabilizing linear policy K is known to the learner, al-
though the learner has no information to the system’s dynamics (A,B,C) and therefore cannot
compute G. Simchowitz (2020) has studied this problem in the full information setting, where
they proved a quadratic sensitivity of the control regret to the estimation error εG of Ĝ. The main
difference between our setting and and that of Simchowitz (2020) comes from the bandit gradient
estimation step and the delayed updates in Algorithm 2 to establish conditional independence.

We start with the assumption that there exists an estimation algorithm that returns a Ĝ suffi-
ciently close to the true Markov operator G:

Assumption 11 (Accurate system estimator) Assume that the learner has access to an estimate
Ĝ of the Markov operator G satisfying

∥G− Ĝ∥ℓ1,op ≤ εG, Ĝ[i] = 0(dy+du)×du ,∀i ≥ m.
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Remark 27 The system estimation via least-square algorithm used in (Simchowitz et al., 2020;
Simchowitz, 2020; Sun et al., 2023) satisfies the conditions in Assumption 11 after N = O(1/ε2G) it-
erations with high probability (see, for instance, Theorem 6b in (Simchowitz et al., 2020)). Since we
pay at most BN -regret during the estimation step, Õ(

√
T ) is preserved if εG propagates quadrat-

ically in the regret bound (i.e. the learner’s regret suffers an additional Õ(Tε2G) due to estimation
error).

Preliminaries. During the course of the algorithm, the learner uses the Markov operator to com-
pute ŷK

t . Therefore, with an estimated Markov operator, the yK
t ’s computed by the learner are no

longer accurate. When reducing to BQO-AM, the loss functions that the learner sees become

F̂t(e(Mt−m+1:t)) =

(
B̂t +

m−1∑
i=0

Ĝ[i]Ŷt−ie(Mt−i)

)⊤ [
Qt 0dy×du

0du×dy Rt

](
B̂t +

m−1∑
i=0

Ĝ[i]Ŷt−ie(Mt−i)

)
,

where B̂t = (ŷK
t ,KŷK

t ), Ŷt are the counterparts of Bt, Yt defined in Section 4.3 using estimates
Ĝ and ŷK

t . Note that we do not have the additional terms in B̂t that depends on the learner’s past
controls since Ĝ[i] = 0(dy+du)×du for i ≥ m. First, we consider a pseudo-loss function:

F̃t(e(Mt−m+1:t)) =

(
B̃t +

m−1∑
i=0

G[i]Ŷt−ie(Mt−i)

)⊤ [
Qt 0dy×du

0du×dy Rt

](
B̃t +

m−1∑
i=0

G[i]Ŷt−ie(Mt−i)

)
,

where B̃t = (yK
t ,KyK

t ). Let f̂t, f̃t denote their induced unary form, respectively. Although the
learner has no access to F̃t (which requires the knowledge of G), Proposition D.8 in Simchowitz
(2020) suggests that the control regret for unknown system is implied by the bound for some ν > 0
on the following quantity:

E

[
T∑

t=m

F̃t(e(M̃t−m+1:t))− f̃t(e(M)) + ν

T∑
t=m

∥Yt(e(Mt−m+1)− e(M))∥22

]
, (10)

where M̃t is the DRC policy played by the learner at time t, and Mt is the projected DRC policy by
Algorithm 4 at time t. Therefore, in the rest of this section, we focus on bounding the quantity in
Eq. (10).

G.2. High-level proof

Throughout this section, we assume that Assumption 11 holds, i.e. we have access to a sufficiently
accurate estimator Ĝ of the Makrov operator G. For a comparator x ∈ e(M(m,RM)), we denote

R̃egretT (x) =
T∑

t=m

F̃t(yt−m+1:t)− f̃t(x), R̂egretT (x) =
T∑

t=m

F̂t(yt−m+1:t)− f̂t(x),

where yt = e(M̃t). Similarly, we denote xt = e(Mt). Suppose Algorithm 2 is run with F̂t with
a slightly modified cumulative Hessian Ât = mI + ηα

6

∑t
s=m Ĥs, where Ĥt = Ĝ⊤

t Ĝt, Ĝt =∑m−1
i=0 Ĝ[i]Ŷt−i. We start by noting that R̂egretT (x) can be bounded via the regret bound for known

systems by treating Ĝ as the true Markov operator.
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Lemma 28 ∀x ∈ e(M(m,RM)), E
[
R̂egretT (x)

]
≤ Õ(

√
T ).

Lemma 29 and Lemma 30 relates the regret of controlling an unknown system to R̂egretT (x).

Lemma 29 ∀ν > 0, ∃x∗ ∈ e(M(m3 ,
RM
2 )) such that

E [ControlRegretT ] ≤ E[R̃egretT (x
∗)] + Õ(1) · Tε2G

(
1 +

1

ν

)
+ ν

T∑
t=m

E[∥Ŷt(xt − x∗)∥22] + Õ(1),

where ControlRegretT :=
∑T

t=1 ct(yt,ut)−min
M∈M(m

3
,
RM
2

)

∑T
t=1 ct(y

M
t ,uM

t ).

Lemma 30 is an analogous result to Lemma 5.1-5.4 in Simchowitz (2020), providing a relation-
ship between the two quantities defined above.

Lemma 30 ∀ν > 0, the regret for any x ∈ e(M(m,RM)) for F̃t is bounded by

E[R̃egretT (x)] ≤ 2B(E[R̂egretT (x)]) +
ν

m

T∑
t=m

m−1∑
i=0

E
[
∥Ŷt−i(xt − x)∥22

]
− α

12

T∑
t=m

E
[
∥xt − x∥2

H̃t

]
+

(
βR2

Ŷ
+

αR2
Ŷ
D2

3
+

12

α
β2D2 +

(βDRG)
2m

ν

)
ε2GT,

where B(·) denotes any upper bound on a given quantity, and H̃t is defined analogously to Ĥt for
F̃t’s.

Lemma 31 For ν = ακ(G)
192 , we have

2ν

m

T∑
t=m

m−1∑
i=0

E
[
∥Ŷt−i(xt − x)∥22

]
− α

12

T∑
t=m

E
[
∥xt − x∥2

H̃t

]
≤ Õ(

√
T ),

and therefore by Lemma 30,

E[R̃egretT (x)] ≤ 2B(E[R̂egretT (x)])−
ακ(G)

192m

T∑
t=m

m−1∑
i=0

E
[
∥Ŷt−i(xt − x)∥22

]
+ Õ(1) · ε2GT.

Combining Lemma 28-31, we conclude that

E [ControlRegretT ] ≤ Õ(
√
T ) +O(Tε2G).

G.3. Omitted proofs in Section G.1

G.3.1. PROOF OF LEMMA 28

To see the desired regret bound, it suffices to derive analogous bounds to Lemma 26 to bound the
natural parameters necessary for analysis in Section 4. First, we have by Assumption 11,

RĜ ≤ RG + εG, R̃Ĝ ≤ R̃GεG(RĜ +RG), κ(Ĝ) ≥ 1

4
min{1, κ−2}.
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It is left to establish bounds on B̂, L̂, RŶ . Note that assuming εG ≤ 1
2RM

,

max
t∈[T ]

∥∥∥∥∥∥
m−1∑
j=0

M
[j]
t ŷK

t−j

∥∥∥∥∥∥
2

≤ RMmax
t∈[T ]

max
t−m+1≤s≤t

∥ŷK
s ∥2

≤ RM

Rnat +max
t∈[T ]

max
t−m+1≤s≤t

∥∥∥∥∥∥
s∑

i=0

(G
[i]
y − Ĝ

[i]
y )

m−1∑
j=0

M
[j]
s−iŷ

K
s−i−j

∥∥∥∥∥∥
2


≤ RM

Rnat + εGmax
t∈[T ]

∥∥∥∥∥∥
m−1∑
j=0

M
[j]
t ŷK

t−j

∥∥∥∥∥∥
2

 ,

and thus maxt∈[T ]

∥∥∥∑m−1
j=0 M

[j]
t ŷK

t−j

∥∥∥
2
≤ 2RMRnat, which implies maxt∈[T ] ∥ŷK

t ∥2 ≤ 2Rnat.

Therefore, following the analysis of Lemma 26, B̂ ≤ 4B, RŶ ≤ 2RY , L̂ ≤ 8L.

G.3.2. PROOF OF LEMMA 29

Denote

M∗ = argmin
M∈M(m,RM)

T∑
t=1

ct(y
M
t ,uM

t ), x∗ = e(M∗).

When the system is unknown and the control algorithm is run with an estimated Markov operator
Ĝ, we have that

ct(yt,ut) =

∥∥∥∥∥B̃t +
t∑

i=0

G[i]Ŷt−ie(M̃t−i)

∥∥∥∥∥
2

Pt

.

The control regret for unknown system with an estimated Markov operator Ĝ can be decom-
posed as

ControlRegretT =

2m−2∑
t=1

ct(yt,ut)︸ ︷︷ ︸
≤2mB̂

+

T∑
t=2m−1

ct(yt,ut)− F̃t(yt−m+1:t)︸ ︷︷ ︸
(loss approximation error)

+
T∑

t=2m−1

F̃t(yt−m+1:t)− f̃t(x
∗)︸ ︷︷ ︸

R̃egretT (x∗)

+
T∑

t=2m−1

f̃t(x
∗)− f̄t(x

∗)︸ ︷︷ ︸
(comparator approximation error)

+
T∑

t=2m−1

f̄t(x
∗)−

T∑
t=2m−1

ct(y
M∗
t ,uM∗

t )︸ ︷︷ ︸
(control approximation error)

.
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We bound each of the terms as follows: since

∥∆t∥2 :=

∥∥∥∥∥
t∑

i=m

G[i]Ŷt−ie(M̃t−i)

∥∥∥∥∥
2

≤
RGRŶ D̂

T
,

thus

(loss approximation error) ≤ β
T∑

t=2m−1

∥∆t∥2

(
2

∥∥∥∥∥B̃t +
t∑

i=0

G[i]Ŷt−ixt−i

∥∥∥∥∥
2

+ ∥∆t∥2

)
= Õ(1).

The control approximation error is bounded by Õ(1) by Eq. 9. By Lemma D.10 in Simchowitz
(2020),

(comparator approximation error) ≤ ν
T∑

t=m

∥Ŷt(xt − x∗)∥22 + Õ(1) · Tε2G
(
1 +

1

ν

)
+ Õ(1).

G.3.3. PROOF OF LEMMA 30

Lemma 32 (Gradient error) Let c(β, κ,G, Ĝ,D, Ŷ ) = 2βR2
Ŷ

(√
1 + κ2 +D(RG +RĜ)

)
. Then,

there holds

max
t∈[T ]

max
Mt−m+1:t∈M(m,RM)

∥∇F̂t(e(Mt−m+1:t))−∇F̃t(e(Mt−m+1:t))∥2 ≤ c(β, κ,G, Ĝ,D, Ŷ )εG
√
m,

∇f̃t(e(Mt))−∇f̂t(e(Mt)) = 2G̃⊤
t Pt(G̃t − Ĝt)e(Mt) + 2(G̃t − Ĝt)

⊤PtĜte(Mt),

where Pt =

[
Qt 0dy×du

0du×dy Rt

]
.

Proof The second equality follows directly by taking the gradient of the functions. To bound the
difference of the gradients of F̂t and F̃t, Note that ∀t and ∀Mt−m+1:t,

∥∇iF̂t(e(Mt−m+1:t))−∇iF̃t(e(Mt−m+1:t))∥2 ≤ 2βRŶ ∥(Ĝ
[m−i] −G[m−i])B̂t∥2

+ 2βR2
Ŷ
D

∥∥∥∥∥∥
m−1∑
j=0

(Ĝ[m−i])⊤Ĝ[j] − (G[m−i])⊤Ĝ[j]

∥∥∥∥∥∥
≤ 2βR2

Ŷ
(
√

1 + κ2 +D(RG +RĜ))εG.
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Let yt = e(M̃t). We again decompose the regret into perturbation loss, movement cost, and
underlying regret and bound each separately. We define the following quantities: denote

̂PerturbLoss := E

[
T∑

t=m

F̂t(yt−m+1:t)− F̂t(xt−m+1:t)

]
,

˜PerturbLoss := E

[
T∑

t=m

F̃t(yt−m+1:t)− F̃t(xt−m+1:t)

]
,

̂MoveCost := E

[
T∑

t=m

F̂t(xt−m+1:t)− f̂t(xt)

]
, ˜MoveCost := E

[
T∑

t=m

F̃t(xt−m+1:t)− f̃t(xt)

]
,

̂ONSRegret(x) := E

[
T∑

t=m

f̂t(xt)− f̂t(x)

]
, ˜ONSRegret(x) := E

[
T∑

t=m

f̃t(xt)− f̃t(x)

]
.

Bounding perturbation loss. Similar to the analysis in Section E.2, we have

˜PerturbLoss =
1

2

T∑
t=m

m∑
i=1

E
[
u⊤t−m+iÂ

− 1
2

t−m+i−1[∇
2F̃t]iiÂ

− 1
2

t−m+i−1ut−m+i

]

≤ β

2

T∑
t=m

m∑
i=1

E

[∥∥∥∥G[m−i]Ŷt−m+iÂ
− 1

2
t−m+i−1ut−m+i

∥∥∥∥2
2

]

≤ β

T∑
t=m

m∑
i=1

E

[∥∥∥∥Ĝ[m−i]Ŷt−m+iÂ
− 1

2
t−m+i−1ut−m+i

∥∥∥∥2
2

]
︸ ︷︷ ︸

≤2B( ̂PerturbLoss)

+ β

T∑
t=m

m∑
i=1

E

[∥∥∥∥(Ĝ[m−i] −G[m−i]
)
Ŷt−m+iÂ

− 1
2

t−m+i−1ut−m+i

∥∥∥∥2
2

]
.

The bound on the first term can be derived identically as in Proposition 21. The second term can be
bounded as

β
T∑

t=m

m∑
i=1

E

[∥∥∥∥(Ĝ[m−i] −G[m−i]
)
Ŷt−m+iÂ

− 1
2

t−m+i−1ut−m+i

∥∥∥∥2
2

]
≤ ε2GβR

2
Ŷ
T.

Bounding movement cost. The bound for movement cost is simply the Lipschitz constant mul-
tiplying the Euclidean distance between iterates. Therefore, let L̂ denote the Lipschitz constant for
F̂t, respectively, we have

˜MoveCost ≤
maxt∈[T ],Mt−m+1:t

∥∇F̃t(Mt−m+1:t)∥2
L̂

B( ̂MoveCost) ≤ 2B( ̂MoveCost),

where the last inequality follows from Lemma 32 and assuming εG ≤ (c(β, κ,G, Ĝ,D, Ŷ )
√
m)−1L.
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Bounding underlying regret. By construction, we have αH̃t ⪯ ∇2f̃t ⪯ βH̃t and αĤt ⪯ ∇2f̂t ⪯
βĤt, and thus ∀x ∈ K,

˜ONSRegret(x) ≤
T∑

t=m

E
[
∇f̃t(xt)⊤(xt − x)− 1

2
∥xt − x∥2

αH̃t

]

=
T∑

t=m

E
[
∇f̂t(xt)⊤(xt − x)− 1

6
∥xt − x∥2

αĤt

]

+
T∑

t=m

E
[
(∇f̃t(xt)−∇f̂t(xt))⊤(xt − x)

]
+

α

6

T∑
t=m

E
[
∥xt − x∥2

Ĥt−3H̃t

]
≤ B( ̂ONSRegret(x)) +

T∑
t=m

E
[
(∇f̃t(xt)−∇f̂t(xt))⊤(xt − x)

]
− α

6

T∑
t=m

E
[
∥xt − x∥2

H̃t

]
+

α

3

T∑
t=m

E
[
∥(Ĝt − G̃t)

⊤(xt − x)∥22
]

≤ B( ̂ONSRegret(x)) +
T∑

t=m

E
[
(∇f̃t(xt)−∇f̂t(xt))⊤(xt − x)

]
− α

6

T∑
t=m

E
[
∥xt − x∥2

H̃t

]
+

αε2GR
2
Ŷ
D2T

3
.

By Lemma 32, we have ∀t,

1

2
(∇f̃t(xt)−∇f̂t(xt))⊤(xt − x) = x⊤t (G̃t − Ĝt)

⊤P⊤
t G̃t(xt − x)︸ ︷︷ ︸

(1)

+x⊤t Ĝ
⊤
t P

⊤
t (G̃t − Ĝt)(xt − x)︸ ︷︷ ︸

(2)

≤ 6

α
β2D2ε2G +

α

24
∥xt − x∥2

H̃t︸ ︷︷ ︸
(1)

+
(βDRG)

2m

2ν
ε2G +

ν

2m

m−1∑
i=0

∥Ŷt−i(xt − x)∥22︸ ︷︷ ︸
(2)

,

where the inequality follows by applying Cauchy-Schwarz u⊤v ≤ 1
2λ∥u∥

2
2 +

λ
2∥v∥

2
2 with λ = α

12
for (1) and λ = ν

m for (2).

The desired inequality follows from combining the bounds.
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G.3.4. PROOF OF LEMMA 31

Using the same blocking method and definitions of kj’s as in Section E.2, we have

2ν

m

T∑
t=m

m−1∑
i=0

E
[
∥Ŷt−i(xt − x)∥22

]
≤ 2ν

m

J∑
j=1

kj+1−1∑
t=kj

m−1∑
i=0

E
[
∥Ŷt−i(xt − x)∥22

]
+ 2νR2

Ŷ
D2τ

≤ 4ν

m

J∑
j=1

kj+1−1∑
t=kj

m−1∑
i=0

E
[
∥Ŷt−i(xkj − x)∥22

]

+
4ν

m

J∑
j=1

kj+1−1∑
t=kj

m−1∑
i=0

E
[
∥Ŷt−i(xt − xkj )∥

2
2

]
+ 2νR2

Ŷ
D2τ.

Applying similar analysis as in Section E.2,

4ν

m

J∑
j=1

kj+1−1∑
t=kj

m−1∑
i=0

E
[
∥Ŷt−i(xkj − x)∥22

]
≤ 8ν

κ(G)

J∑
j=1

kj+1−1∑
t=kj

E
[
∥xkj − x∥2

H̃t

]+ 5mRGRŶ D
2


≤ 8ν

κ(G)

J∑
j=1

kj+1−1∑
t=kj

E
[
∥xkj − x∥2

H̃t

]
+

40νmRGRŶ D
2

κ(G)

⌊
T

τ

⌋
.

On the other hand,

α

12

T∑
t=m

E
[
∥xt − x∥2

H̃t

]
≥ α

24

J∑
j=1

kj+1−1∑
t=kj

E
[
∥xkj − x∥2

H̃t

]
− α

12

J∑
j=1

kj+1−1∑
t=kj

E
[
∥xt − xkj∥

2
H̃t

]
.

By choice of ν = ακ(G)
192 , the left hand side of the desired inequality is upper bounded by

ακ(G)

48m

J∑
j=1

kj+1−1∑
t=kj

m−1∑
i=0

E
[
∥Ŷt−i(xt − xkj )∥

2
2

]
︸ ︷︷ ︸

(1)

+
α

12

J∑
j=1

kj+1−1∑
t=kj

E
[
∥xt − xkj∥

2
H̃t

]
︸ ︷︷ ︸

(2)

+2νR2
Ŷ
D2τ

+
40νmRGRŶ D

2

κ(G)

⌊
T

τ

⌋
.

We bound the first two terms. First, note that assuming ηαεGRŶ T

6 ≤ 1, we have

Ĥt ⪯ H̃t +

m−1∑
i=0

(Ĝ[i] −G[i])Ŷt−i ⪯ H̃t + εGRŶ I,

Ât = mI +
ηα

6

t∑
s=m

Ĥt ⪯ mI +
ηα

6

t∑
s=m

H̃t +
ηα

6
· εGRŶ tI ⪯ 2Ãt.
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First, we bound (2). Note that

∥xt − xkj∥
2
H̃t
≤ 2∥G̃tÃ

− 1
2

t Â
1
2
t (xt − xkj )∥

2
2

≤ 2tr(Ã
− 1

2
t H̃tÃ

− 1
2

t )∥xt − xkj∥
2
Ât

≤ 12

ηα

log(|Ãt|)
log(|Ãt−1|)

· τ
t∑

s=kj+1

∥xs − xs−1∥2Ât

≤ 12

ηα

log(|Ãt|)
log(|Ãt−1|)

· τ max{2, ηασ̂(τ +m)}
t∑

s=kj+1

∥xs − xs−1∥2Âs−m

≤ 12

ηα

log(|Ãt|)
log(|Ãt−1|)

· τ2max{2, ηασ̂(τ +m)}η2d2(B̂∗)2m2.

Now, by letting τ = ⌊
√
T ⌋, and assuming that η ≤ 1

ασ̂
√
T

, we have that

∥xt − xkj∥
2
H̃t
≤ 24ητ2d2(B̂∗)2m2

α
· log(|Ãt|)
log(|Ãt−1|)

.

Thus,

(2) ≤
T∑

t=m

E
[
∥xt − xkj∥

2
H̃t

]
≤ 24ητ2d2(B̂∗)2m2

α

T∑
t=m

log(|Ãt|)
log(|Ãt−1|)

≤ 24ηd3(B̂∗)2m2T

α
log(σ̃T ).

To see the bound on (1): ∀0 ≤ i ≤ m− 1,

∥Ŷt−i(xt − xkj )∥
2
2 = ∥Ŷt−iÂ

− 1
2

t Â
1
2
t (xt − xkj )∥

2
2

≤ tr(Â
− 1

2
t Ŷ ⊤

t−iŶt−iÂ
− 1

2
t )∥xt − xkj∥

2
Ât

≤ tr(Â
− 1

2
t−iŶ

⊤
t−iŶt−iÂ

− 1
2

t−i) · 2η
2τ2d2(B̂∗)2m2,

where the last inequality follows similarly from before. Summing over, we have that

(1) ≤ 2η2τ2d2(B̂∗)2m2
T∑

t=m

m−1∑
i=0

tr(Â
− 1

2
t−iŶ

⊤
t−iŶt−iÂ

− 1
2

t−i)

≤ 4η2τ2d2(B̂∗)2m
T∑

t=m

tr

(
Â

− 1
2

t

(
m−1∑
i=0

Ŷ ⊤
t−iŶt−i

)
Â

− 1
2

t

)
.

By the same analysis as in Section E.2,

T∑
t=m

tr

(
Â

− 1
2

t

(
m−1∑
i=0

Ŷ ⊤
t Ŷt

)
Â

− 1
2

t

)
≤

10mRĜRŶ

κ(Ĝ)

√
T +

4md log(σ̂T ))

ηακ(Ĝ)
+ dR2

Ŷ

√
T .

The result follows from taking η = Θ̃( 1
α
√
T
), τ = ⌊

√
T ⌋, in which case

(1) = Õ(
√
T ), (2) = Õ(

√
T ), 2νR2

Ŷ
D2τ +

40νmRGRŶ D
2

κ(G)

⌊
T

τ

⌋
= Õ(

√
T ).
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G.4. Discussion: unknown stabilizing controllers

To further generalize the results in the previous sections, we believe that the same regret bound can
be attained for unknown system with unknown stabilizing controller K. Here, we sketch the idea to
arrive at the same regret bound but omit the proof. In this case, we further assume that the system
is strongly controllable and observable.

Definition 33 (Strong controllability and observability) A system (A,B) is (k, κ)-strongly con-
trollable if the matrix

Ck =
[
B AB . . . Ak−1B

]
∈ Rdx×kdu

has full row rank, and ∥(CkC
⊤
k )−1∥2 ≤ κ. A partially observable system (A,B,C) is observable

if the matrix

O =
[
C⊤ (CA)⊤ . . . (CAdx−1)⊤

]⊤ ∈ Rdxdy×dx

has full column rank.

We first need a Markov operator estimator, which we can run a variant of the system estimation
algorithm 1 in Chen and Hazan (2021) to obtain a good estimator for Gy. Then, we run the Ho-
Kalman algorithm to extract Â, B̂, Ĉ that are close to A,B,C up to linear transformations by unitary
matrices. With the estimated Â, B̂, Ĉ, we can run a variant of the controller recovery algorithm in
Chen and Hazan (2021) to obtain a a controller K̂. With the Ĝ, K̂, we can run Algorithm 4.

Appendix H. BCO-M lower bound: Proof of Theorem 6 (Section 5)

In this section, we prove Theorem 6. We start by constructing the sequence of loss functions. On a
high level, the loss function ft has memory length of 2 and has three different components: a scaled
linear loss of the difference between the current iterate and the iterate two steps before, a random
variable from a random process indexed at time t, and a quadratic moving cost between the current
and previous iterates. Concretely, the loss function takes the following form:

ft(xt−1, xt) = εℓ∗(xt − xt−2) + n̄t + (xt − xt−1)
2, (11)

where ℓ∗ takes values in {−1, 1} with equal probability and is fixed ahead of time but unknown to
the learner; ε is some scaling factor; n̄t is a multi-scaled random walk indexed at time t. We view
ft as an adaptive loss function to the learner’s decision at time t− 2.

One important distinction we make is the notion of regret in the presence of an adaptive adver-
sary. In the presence of an adaptive adversary described in Assumption 9, a function ft of memory
length m is itself a function of the decision x1:t−m. Therefore, we can write ft(xt−m+1:t) =
Ft(x1:t). We are interested in the following regret definition: for x ∈ K, the regret w.r.t. x is given
by

T∑
t=1

Ft(x1:t)−
T∑
t=1

Ft(x1:t−m, x, . . . , x). (12)
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This is the common regret notion in literature (e.g. Auer et al. (2002); McMahan and Blum (2004)).
Cesa-Bianchi et al. (2013) compares this regret notion with a stronger policy regret defined as

T∑
t=1

Ft(x1:t)−
T∑
t=1

Ft(x, . . . , x),

and showed that the latter has a lower bound of Ω(T ). Therefore, we focus on establishing a lower
bound with respect to the regret defined in Eq. (12).

With the notion of regret in Eq. (12), the regret of loss functions in Eq. (11) is given by∑T
t=1 ft(xt−1, xt) − minx

∑T
t=1 ft(x, x). The optimal strategy is thus determined by the value

of ℓ∗. In the bandit setting, the learner has no access to ℓ∗ and for sufficiently small ε, the in-
formation regarding the sign of ℓ∗ through the scaler feedback is limited. The tradeoff between
moving decisions to learn ℓ∗ and incurring moving cost results in the suboptimal bounds derived in
Theorem 6.

This section will be organized as the following: Appendix H.1 spells out the construction of
the multi-scaled random walk used in the construction of ft in Eq. (11) and its useful properties;
Appendix H.2 establishes the regularity of the constructed loss function (in particular it is bounded
with high probability); Appendix H.3 proves the regret lower bound in Theorem 6.

H.1. Construction of multi-scaled random walk and loss functions

We consider the multi-scaled random walk constructed in Dekel et al. (2014).

Definition 34 (Multi-scaled random walk) Given a time horizon T ∈ Z++, let ξ1, . . . , ξT be
i.i.d. N(0, σ2) random variables for some σ ∈ R++. The multi-scaled random walk is a random
process {n̄t}Tt=1 defined by

n̄t = n̄ρ(t) + ξt,

ρ(t) = t−max{2i : i ≥ 0, 2i divides t}.

Given the definition of the process {n̄t}Tt=1, consider the sequence of loss functions that is adaptive
to the learner’s decisions at time t− 2 for every t.

Definition 35 (Loss instance) Consider the (t − 2)-adaptive loss function Lt(·; ε) : [0, 1] → R
parameterized by ε > 0 at time t:

Lt(x; ε) = εℓ∗(x− xt−2) + n̄t,

where ℓ∗ is a Rademacher random variable chosen before the game starts unknown to the learner,
i.e. ℓ∗ = ±1 with probability 1

2 equally.

We define the with-memory loss functions as the sum of the loss instance defined in Definition 35
and the quadratic moving cost between xt and xt−1.

Definition 36 (Regret, moving cost, and performance metric) The additional moving cost takes
the form

M =
T∑
t=1

(xt − xt−1)
2.
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We assume that the learner has full access to M . Note that this only makes the problem easier.
Define the with-memory quadratic loss functions over [0, 1]× [0, 1] as

ft(xt−1, xt) = Lt(xt, ε) + (xt − xt−1)
2.

Let δ > 0 be the improper learning parameter. The regret w.r.t. any x ∈ [δ, 1− δ] is measured by

E[RegretT (x)] = E

[
T∑
t=1

ft(xt−1, xt)−
T∑
t=1

ft(x, x)

]

= E

[
T∑
t=1

Lt(xt; ε) +M −
T∑
t=1

Lt(x; ε)

]
.

Remark 37 Note that the ft defined in Definition 36 is quadratic, smooth, and adaptive to the
learner’s decision at time t − 2. In particular, this fits the assumption on the adversary model in
Section 4.

The following property of the multi-scaled random walk (MRW) constructed in Definition 34
is proved in Lemma 2 in Dekel et al. (2014). To summarize the proof, we note that the depth and
width defined in Lemma 38 is bounded by the number of 1’s and 0’s in the binary representation of
t respectively, which are bounded by ⌊log2 T ⌋+ 1.

Lemma 38 (Depth and width of MRW, Lemma 2 in Dekel et al. (2014)) The parent set of t is
defined by ρ∗(t) = {ρ(t)} ∪ ρ∗(ρ(t)), with ρ∗(1) = ∅. For a fixed t, the cut of t is defined by the
number of integer s such that t lies between s and its parent, i.e. cut(t) = {s ∈ [T ] : ρ(s) < t ≤ s}.
The depth d(ρ) and width w(ρ) of the multi-scaled random walk defined in Definition 34 are defined
and bounded by

d(ρ) = max
t∈[T ]
|ρ∗(t)| ≤ ⌊log2 T ⌋+ 1,

w(ρ) = max
t∈[T ]
|cut(t)| ≤ ⌊log2 T ⌋+ 1.

H.2. Bound on loss functions

To establish a meaningful lower bound, we need to have ft be bounded. It is unclear that ft’s are
bounded due to the component of n̄t in Lt(xt, ε). However, by the bound on the depth of {n̄t}Tt=1,
we argue in this section that by setting σ ∼ 1

log T , we can without loss of generality assume that
ft ∈ [−3, 3]. In particular, Lemma 38 implies a tail bound on process {n̄t}Tt=1, which directly
follows from tail bounds for the sum of i.i.d. Gaussian random variables.

Lemma 39 The random process {n̄t}Tt=1 obeys the tail bound that ∀γ ∈ (0, 1),

P
(

max
1≤t≤T

|n̄t| > σ · 2 log
(
T

γ

))
≤ γ.
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Proof By Gaussian tail bound we have

P
(

max
1≤t≤T

|n̄t| > σ · 2 log
(
T

γ

))

≤
T∑
t=1

P

∣∣∣∣∣∣
∑

s∈{ρ∗(t)∪{t}}

ξs

∣∣∣∣∣∣ > σ · 2 log
(
T

γ

)
≤

T∑
t=1

exp

(
− log

T

γ

)
= γ,

since
∑

s∈{ρ∗(t)∪{t}} ξs is N(0, (|ρ∗(t)|+ 1)σ2) distributed.

Note that by definition of Lt, Lemma 39 implies that by setting

σ =
1

2 log T
,

and ε ≤ 1, γ = 1
T , we have with probability at least 1− 1

T ,

max
t∈[T ]
|Lt(xt; ε)| ≤ 1 + max

t∈[T ]
|n̄t| ≤ 2.

Thus, we can without loss of generality assume that Lt(xt; ε) is indeed bounded between [−3, 3]
for all t: note that since the addition n̄t to Lt(x; ε) cancels for the learner and the comparator, the
regret is always bounded by

RegretT =
T∑
t=1

εℓ∗(xt − x∗) +M ≤ (ε+ 1)T ≤ 2T.

Let A denote the event when Lt(xt; ε) ∈ [−3, 3], ∀t ∈ [T ], then if E[RegretT ] = Ω̃(T
2
3 ), since

2γT + E[RegretT | A] ≥ E[RegretT ] = Ω̃(T
2
3 ),

we have that E[RegretT | A] = Ω̃(T
2
3 ).

H.3. T
2
3 -lower bound

We prove a lower bound against any randomized algorithm. For any randomized algorithm, the
decision random variable Xt played at time t is a random function of the observations Y1, . . . , Yt−1,
where Yt = Lt(xt; ε). Note that Yt decomposes as

Yt = Yρ(t) + εℓ∗(Xt −Xt−2)− εℓ∗(Xρ(t) −Xρ(t)−2) + ξt.

Then, conditioning on Y1:t−1 and X1:t,

Yt | (Y1:t−1, X1:t, ℓ
∗ = 1)

D
= N

(
Yρ(t) + ε(Xt −Xt−2)− ε(Xρ(t) −Xρ(t)−2), σ

2
)
,

Yt | (Y1:t−1, X1:t, ℓ
∗ = −1) D

= N
(
Yρ(t) − ε(xt − xt−2) + ε(xρ(t) − xρ(t)−2), σ

2
)
.
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We are interested in the KL divergence of the distribution Qt|t−1
0 and Qt|t−1

1 of the random variable
Yt. The KL divergence between two uni-variate Gaussian distributions with the same variance σ2

and different expectation µ1, µ2 is given by

DKL(N(µ1, σ
2) ∥ N(µ2, σ

2)) =
(µ1 − µ2)

2

2σ2
.

For finite sequence of random variables {Xs}s∈SX
, {Ys}s∈SY

mapping from (Ω,Σ,P)→ (R,BR,LebR),
we slightly abuse notation and denote as P({Xs}s∈SX

| {Ys}s∈SY
) the joint distribution of {Xs}s∈SX

conditioning on the sub product σ-algebra of Σ generated by the sequence of random variables
{Ys}s∈SY

. We have then

DKL(P(Yt | (Y1:t−1, X1:t, ℓ
∗ = 1)) ∥ P(Yt | (Y1:t−1, X1:t, ℓ

∗ = −1)))

=
(2ε(Xt −Xt−2)− 2ε(Xρ(t) −Xρ(t)−2))

2

2σ2

≤
8ε2(Xt −Xt−2)

2 + 8ε2(Xρ(t) −Xρ(t)−2)
2

2σ2

≤ 8ε2

σ2
[(Xt −Xt−1)

2 + (Xt−1 −Xt−2)
2 + (Xρ(t) −Xρ(t)−1)

2 + (Xρ(t)−1 −Xρ(t)−2)
2], (13)

where we use the fact that (a+ b)2 ≤ 2(a2 + b2). The KL divergence satisfies the chain rule stated
in the following lemma.

Lemma 40 (Chain rule for KL divergence) Let X,Y be two random variables, and let P, Q be
two joint distribution over X,Y . Let PX , QX be the marginal distribution of X under P, Q,
respectively, and let PY |X , QY |X be the conditional distribution of Y given X under P, Q. Then,

DKL(P ∥ Q) = DKL(PX ∥ QX) + EX∼PX
[DKL(PY |X ∥ QY |X)].

By Lemma 40, we can bound the KL divergence of the joint distribution of Y1:T , X1:T .

DKL(P(Y1:T , X1:T | ℓ∗ = 1) ∥ P(Y1:T , X1:T | ℓ∗ = −1)) (14)

= DKL(P(Y1:T−1, X1:T | ℓ∗ = 1) ∥ P(Y1:T−1, X1:T | ℓ∗ = −1))︸ ︷︷ ︸
(1)

(15)

+ EY1:T−1,X1:T |ℓ∗=1[DKL(P(YT | Y1:T−1,, X1:T , ℓ
∗ = 1) ∥ P(YT | Y1:T−1,, X1:T , ℓ

∗ = −1)],

where (1) can be further decomposed as

(1)

= DKL(P(Y1:T−1, X1:T−1 | ℓ∗ = 1) ∥ P(Y1:T−1, X1:T−1 | ℓ∗ = −1))
+ EY1:T−1,X1:T−1|ℓ∗=1[DKL(P(XT | Y1:T−1, X1:T−1, ℓ

∗ = 1) ∥ P(XT | Y1:T−1, X1:T−1, ℓ
∗ = −1))︸ ︷︷ ︸

(2)

].
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Note that the distribution of XT | Y1:T−1, X1:T−1 is independent of ℓ∗ since XT depends on ℓ∗ only
through Y1:T−1, thus we have (2) = 0. Recursively apply this argument, we have that

DKL(P(Y1:T , X1:T | ℓ∗ = 1) ∥ P(Y1:T , X1:T | ℓ∗ = −1)) (16)

=
T∑
t=1

EY1:t−1,X1:t|ℓ∗=1[DKL(P(Yt | Y1:t−1,, X1:t, ℓ
∗ = 1) ∥ P(Yt | Y1:t−1,, X1:t, ℓ

∗ = −1)]

≤ 8ε2

σ2

T∑
t=1

EX1:t [(Xt −Xt−1)
2 + (Xt−1 −Xt−2)

2 + (Xρ(t) −Xρ(t)−1)
2

+ (Xρ(t)−1 −Xρ(t)−2)
2 | ℓ∗ = 1]

≤ 16ε2

σ2

T∑
t=1

EX1:t [(Xt −Xt−1)
2 + (Xρ(t) −Xρ(t)−1)

2 | ℓ∗ = 1]

≤ 16(⌊log2 T ⌋+ 2)ε2

σ2
EX1:T

[M | ℓ∗ = 1], (17)

where the first inequality follows from Eq. (13). To see the last inequality, note that we can bound

EX1:T

[
T∑
t=1

(Xρ(t) −Xρ(t)−1)
2 | ℓ∗ = 1

]

≤
(
max
t∈[T ]
|{s ∈ [T ] : ρ(s) = t}|

)
EX1:T

[
T∑
t=1

(Xt −Xt−1)
2 | ℓ∗ = 1

]

≤ w(ρ)EX1:T

[
T∑
t=1

(Xt −Xt−1)
2 | ℓ∗ = 1

]
,

where the last inequality follows since if for some t, |{s ∈ [T ] : ρ(s) = t}| = n ≥ 1, then let
{s1, . . . , sn} be set of all s ∈ [T ] satisfying ρ(s) = t in increasing order. We note that cut(s1) ≥ n
since ∀i ∈ {1, . . . , n}, t = ρ(si) = ρ(s1) < s1 ≤ si. Therefore, we have w(ρ) ≥ maxt∈[T ] |{s ∈
[T ] : ρ(s) = t}|.

The KL divergence gives a bound on the probability measure of any measurable event A through
Pinsker’s inequality, stated below:

Lemma 41 (Pinsker’s inequality) Let P,Q be two probability distributions on a measurable space
(Y,F), then we have

sup
A∈F
{|P(A)−Q(A)|} ≤

√
1

2
DKL(P ∥ Q).

Let F be the σ-algebra generated by the random variables Y1:T , X1:T . Then, Pinsker’s inequality
applied to (17),

sup
A∈F
{|P(A | ℓ∗ = 1)− P(A | ℓ∗ = −1)|}

≤
√

1

2
DKL(P(Y1:T , X1:T | ℓ∗ = 1) ∥ P(Y1:T , X1:T | ℓ∗ = −1))

≤
√
8(⌊log2 T ⌋+ 2)ε

σ

√
E[M | ℓ∗ = 1].
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Similar to the above analysis, if we switch Q0 and Q1, we will have a symmetrical inequality:

sup
A∈F
{|P(A | ℓ∗ = −1)− P(A | ℓ∗ = 1)|}

≤
√

1

2
DKL(P(Y1:T , X1:T | ℓ∗ = −1) ∥ P(Y1:T , X1:T | ℓ∗ = 1))

≤
√
8(⌊log2 T ⌋+ 2)ε

σ

√
E[M | ℓ∗ = −1].

Combining the two inequalities and by concavity of the function f(x) =
√
x for x ≥ 0,

sup
A∈F
{|P(A | ℓ∗ = 1)− P(A | ℓ∗ = −1)|}

≤
√
8(⌊log2 T ⌋+ 2)ε

σ

(
1

2

√
E[M | ℓ∗ = 1] +

1

2

√
E[M | ℓ∗ = −1]

)
≤
√
8(⌊log2 T ⌋+ 2)ε

σ

√
E[M ].

Since we view the dependence on xt−2 in Lt as an adaptive adversary, and therefore the optimal
fixed point x∗ ∈ [δ, 1 − δ] would be x∗ = δ if ℓ∗ = 1 and x∗ = 1 − δ if ℓ∗ = −1, we can express
the regret as

E[RegretT ] ≥

[
T∑
t=1

1

2
E[ε(Xt − δ) | ℓ∗ = 1] +

1

2
E[ε(1− δ −Xt) | ℓ∗ = −1]

]
+ E[M ]

=
εT

2
− εδT − ε

2

[
T∑
t=1

E[Xt | ℓ∗ = 1]− E[Xt | ℓ∗ = −1]

]
+ E[M ].

Denote Z =
∑T

t=1Xt. Z is by definition measurable with respect to F. Since Xt ∈ [0, 1], ∀t,
Z ∈ [0, T ]. We can further express the sum of differences between the expectation of xt under
ℓ∗ = 1 and ℓ∗ = −1 by

T∑
t=1

E[Xt | ℓ∗ = 1]− E[Xt | ℓ∗ = −1] = E [Z | ℓ∗ = 1]− E [Z | ℓ∗ = −1]

=

∫ T

0
z(P(Z ∈ dz | ℓ∗ = 1)− P(Z ∈ dz | ℓ∗ = −1))

≤
√

8(⌊log2 T ⌋+ 2)ε

σ

√
E[M ]T,

Therefore, the regret is lower bounded by

E[RegretT ] ≥
ε(1− 2δ)T

2
− ε2T

2

√
8(⌊log2 T ⌋+ 2)

σ

√
E[M ] + E[M ],

where the right hand side is a quadratic function of
√
E[M ] minimized at

√
E[M ] =

ε2T

4

√
8(⌊log2 T ⌋+ 2)

σ
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with the minimal value equal to

ε(1− 2δ)T

2
− ε4T 2(⌊log2 T ⌋+ 2)

σ2
≥ ε(1− 2δ)T

2
− 2ε4T 2 log T

σ2
.

Recall that σ is chosen to be σ = 1
2 log T , and choosing ε = Θ(T−1/3/ log T ) we have

E[RegretT ] ≥
ε(1− 2δ)T

2
− 2ε4T 2 log T

σ2
= Ω̃(T 2/3).

Appendix I. BCO-M upper bound

In this section, we provide a first-order, proper learning algorithm (Algorithm 5) for BCO-M prob-
lems that achieves Õ(T 2/3) regret upper bound for convex quadratic, smooth functions that can have
adaptivity described in Assumption 9, which matches the lower bound established in Theorem 6.
The algorithm is based on the FTRL (Follow-the-Regularized-Leader, Shalev-Shwartz and Singer
(2007)) algorithm and makes use of self-concordant barriers over compact convex sets to ensure
proper learning.

I.1. Preliminaries on Self-Concordant Barriers

First, we introduce self-concordant barriers, which we will make use of in Algorithm 5.

Definition 42 (Self-concordant barrier) A C3 function R(·) over a closed convex setK ⊂ Rd with
non-empty interior is a ν-self-concordant barrier of K if it satisfies the following two properties:

1. (Boundary property) For any sequence {xn}n∈N ⊂ int(K) such that limn→∞ xn = x ∈ ∂K,
limn→∞R(xn) =∞.

2. (Self-concordant) ∀x ∈ int(K), h ∈ Rd,

(a) |∇3R(x)[h, h, h]| ≤ 2|∇2R(x)[h, h]|3/2.

(b) |⟨∇R(x), h⟩| ≤
√
ν|∇2R(x)[h, h]|1/2.

It is well known that self-concordant functions satisfy the following properties:

Proposition 43 (Properties of self-concordant functions, Suggala et al. (2021)) ν-self-concordant
barriers over K satisfy the following properties:

1. Sum of two self-concordant functions is self-concordant. Linear and quadratic functions are
self-concordant.

2. If x, y ∈ K satisfies ∥x− y∥∇2R(x) < 1, then the following inequality holds:

(1− ∥x− y∥∇2R(x))
2∇2R(x) ⪯ ∇2R(y) ⪯ 1

(1− ∥x− y∥∇2R(x))
2
∇2R(x). (18)
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3. The Dikin ellipsoid centered at any point in the interior of K w.r.t. a self-concordant barrier
R(·) over K is completely contained in K. Namely,

{y ∈ Rd | ∥y − x∥∇2R(x) ≤ 1} ⊂ K, ∀x ∈ int(K). (19)

where

∥v∥∇2R(x)
def
=
√
v⊤∇2R(x)v

4. ∀x, y ∈ int(K):

R(y)−R(x) ≤ ν log
1

1− πx(y)
,

where πx(y)
def
= inf{t ≥ 0 : x+ t−1(y − x) ∈ K}.

I.2. BQO-M algorithm and analysis

We introduce Algorithm 5, the assumptions, and guarantees.

Assumption 12 We assume the convex compact constraint set K ⊂ Rd and the convex, quadratic
loss function ft : Km → R satisfies Assumption 8 and 9 in Section 4.1. Moreover, the Hessian is
bounded above and satisfies∇2ft ⪯ βIdm.

Algorithm 5 Bandit Quadratic Optimization with Memory
Input: convex compact set K, step size η > 0, perturbation parameter δ ∈ [0, 1], α-strongly
convex ν-self-concordant barrier R over K, memory length m ∈ N, time horizon T ∈ N.

1: Initialize: x1 = · · · = xm = argminx∈K R(x), g̃0:m−1 = 0d, A1 = · · · = Am = ∇2R(x1).
2: Sample ut ∼ Sd−1 i.i.d. uniformly at random for t = 1, . . . ,m.

3: Set yt = xt + δA
− 1

2
t ut, t = 1, . . . ,m.

4: for t = m, . . . , T do
5: Play yt, observe ft(yt−m+1:t).
6: Create gradient estimator:

g̃t =
d

δ
ft(yt−m+1:t)

m−1∑
j=0

A
1
2
t−jut−j ∈ Rd.

7: Update xt+1 = argminx∈K η
∑t−m+1

s=m ⟨g̃s, x⟩+R(x), At+1 = ∇2R(xt+1).
8: Independently from previous steps, sample ut+1 ∼ Sd−1 uniformly at random.

9: Set yt+1 = xt+1 + δA
− 1

2
t+1ut+1.

10: end for

Before stating the regret guarantee, we note that Algorithm 5 satisfies two properties: proper
learning and delayed dependence, given by the following two remarks.
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Remark 44 (Correctness) All yt’s played by Algorithm 5 satisfy that yt ∈ K since ∥yt−xt∥2∇2R(xt)
=

δ2u⊤t A
− 1

2
t AtA

− 1
2

t ut = δ2 ≤ 1. By Eq. (19) in Proposition 43, yt ∈ K.

Remark 45 (Delayed dependence) In Algorithm 5, yt, g̃t are Ft-measurable, and xt, At are Ft−m-
measurable.

Similar to Theorem 20, the constructed gradient estimators g̃t is a conditionally unbiased esti-
mator of the divergence of ft evaluated at (xt−m+1, . . . , xt).

Lemma 46 (Unbiased gradient estimator) g̃t is a conditionally unbiased estimator of the follow-
ing statistics:

E[g̃t | Ft−m] = ∇· ft(xt−m+1:t),

where Ft = σ({us}s≤t) is the filtration generated by the algorithm’s random sampling up to time
t, and ∇· ft(xt−m+1:t) denotes the divergence of ft evaluated at xt−m+1:t.

Proof Similar as in the proof of Lemma 20.

Finally, the regret guarantee of Algorithm 5 is given by the following proposition.

Proposition 47 For d,m, T ∈ N, convex compact set K ⊂ Rd and {ft}Tt=m satisfying Assump-
tion 12, α-strongly convex ν-self-concordant barrier function R overK, suppose Algorithm 5 is run
with input (K, η, δ, α,R,m, T ). The regret can be decomposed as

E[RegretT (x)] =
T∑

t=m

E[ft(yt−m+1:t)− ft(xt−m+1:t)]︸ ︷︷ ︸
(1:exploration loss)

+
T∑

t=m

E[ft(xt−m+1:t)− f̄t(xt)]︸ ︷︷ ︸
(2:movement loss)

+
T∑

t=m

E[f̄t(xt)− f̄t(x)]︸ ︷︷ ︸
(3:underlying regret)

,

and each of the above terms can be bounded as following

(1) ≤ C1δ
2T, (2) ≤ C2

η2T

δ2
, (3) ≤ C3

ηT

δ2
+ C4

1

η
+ C5,

where C1, . . . , C5 are given by

C1 =
βm

2α
, C2 =

8βd2B2m5

α
, C3 = 16d2B2m3 +

4dβDBm4

√
α

, C4 = ν log T, C5 = mB.

In particular, by setting δ = T− 1
6 , η = T− 2

3 , and m = poly(log T ), we have ∀x ∈ K, E[RegretT (x)] ≤
Õ(T

2
3 ).

Proof Proposition 47 can be established similarly as Theorem 4, where we bound each of the
decomposed loss as follows.
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Perturbation loss. The perturbation loss can be bounded by

T∑
t=m

E[ft(yt−m+1:t)− ft(xt−m+1:t)] ≤
T∑

t=m

δE[∇ft(xt−m+1:t)
⊤A

− 1
2

t−m+1:tut−m+1:t]

+
δ2

2
E[u⊤t−m+1:tA

− 1
2

t−m+1:t(βI)A
− 1

2
t−m+1:tut−m+1:t]

=(1)
δ2β

2

T∑
t=m

t∑
s=t−m+1

E[u⊤s (∇2R(xs))
−1us]

≤(2)
δ2βm

2α
T

= C1δ
2T,

where (1) follows from the m-step delayed dependence and independence of the perturbations, and
(2) follows from the α-strong convexity assumption on the self-concordant barrier R(·).

Movement loss. To bound the movement loss, it is necessary and sufficient to bound the ℓ2-
distance between neighboring iterates, i.e. ∥xt+1 − xt∥2.

Denote Φt(x) = η
∑t−m+1

s=m ⟨g̃s, x⟩ + R(x). By specification of Algorithm 5, we have that
xt+1 = argminx∈K Φt(x). By Taylor’s theorem, ∃α ∈ [0, 1] such that z = αxt + (1 − α)xt+1

satisfies

1

2
∥xt − xt+1∥2∇2R(z) =(3) Φt(xt)− Φt(xt+1)−∇Φt(xt+1)

⊤(xt − xt+1)

≤(4) (Φt−1(xt)− Φt−1(xt+1)) + η⟨g̃t−m+1, xt − xt+1⟩
≤(5) η∥g̃t−m+1∥∗∇2R(xt)

∥xt − xt+1∥∇2R(xt),

where (3) follows from ∇2Φt(x) = ∇2R(x), ∀x ∈ K; (4) follows from ∇Φt(xt+1)
⊤(xt − xt+1) ≥

0 by optimality condition; (5) follows from xt = argminx∈K Φt−1(x) and generalized Cauchy-
Schwarz. It is clear from this expression that it suffices to bound ∥g̃t−m+1∥∗∇2R(xt)

since

∥xt − xt+1∥2 ≤
2η√
α
∥g̃t−m+1∥∗∇2R(xt)

.

Lemma 48 Provided that η ≤ δ
4dBm

(
1− exp

(
− log 2

m

))
, ∀t ≥ m, it holds that

∥g̃t−m+1∥∗∇2R(xt)
≤ 2dBm

δ
.

Proof The base case follows by construction since g̃1 = · · · = g̃m−1 = 0, the claimed inequality
holds for any m ≤ t ≤ 2m− 2.

Induction hypothesis. Suppose for some t ≥ 2m − 1, ∥g̃s−m+1∥∗∇2R(xs)
≤ 2dBm

δ holds ∀s ≤
t− 1.
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Induction. Consider ∥g̃t−m+1∥∗∇2R(xt)
:

(
∥g̃t−m+1∥∗∇2R(xt)

)2
≤ d2B2

δ2

m−1∑
j,k=0

u⊤t−jA
1
2
t−jA

−1
t A

1
2
t−kut−k

≤ d2B2m2

δ2
max

0≤j≤m−1

∥∥∥∥A 1
2
t−jA

−1
t A

1
2
t−j

∥∥∥∥
2

. (20)

By induction hypothesis and choice of η, ∀s ≤ t, we have

∥xs − xs−1∥∇2R(xs−1) ≤ 2η∥g̃s−m∥∗∇2R(xs−1)
≤ 4ηdBm

δ
≤ 1.

Then, by Eq. (18) in Proposition 43, we have that ∀s ≤ t,

As ⪰
(
1− 4ηdBm

δ

)2

As−1 ⇒ At ⪰
(
1− 4ηdBm

δ

)2m

At−i, ∀i ∈ {0, . . . ,m− 1}.

By assumption on η, we have that

At ⪰
(
exp

(
− log 2

m

))2m

At−i =
1

4
At−i, ∀i ∈ {0, . . . ,m− 1}.

Thus, Eq. (20) implies that

∥g̃t−m+1∥∗∇2R(xt)
≤ 2dBm

δ
.

Lemma 48 directly implies that ∥xt − xt+1∥2 ≤ 4ηdBm
δ
√
α

, ∀t, which together with the assumption
that ft is β-smooth, gives that

T∑
t=m

E[ft(xt−m+1:t)− f̄t(xt)] ≤
β

2

T∑
t=m

t∑
s=t−m+1

E∥xs − xt∥22]

≤ βm

2

T∑
t=m

t∑
s=t−m+1

t∑
r=s+1

E[∥xr − xr−1∥22]

≤ βm3T

2
· 16η

2d2B2m2

δ2α

=
8η2βd2B2m5

δ2α

= C2
η2

δ2
T.
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Underlying regret. To see the bound on the underlying regret, note that by Lemma 46 and anal-
ysis in Section E.4, we have that

∥∥E[g̃t | Ft−m]−∇f̄t(xt)
∥∥
2
≤ mβ

t∑
s=t−m+1

t∑
r=s+1

∥xr − xr−1∥2 ≤
4ηdβBm4

δ
√
α

.

By the above bias bound,

T∑
t=m

E[f̄t(xt)− f̄t(x)]

≤
T−m+1∑
t=m

(
E
[
g̃⊤t (xt − x)

]
+ E[(∇f̄t(xt)− E[g̃t | Ft−m])⊤(xt − x)]

)
+mB

≤
T−m+1∑
t=m

E
[
g̃⊤t (xt+m − x)

]
︸ ︷︷ ︸

(a)

+
T−m+1∑
t=m

E
[
g̃⊤t (xt − xt+m)

]
︸ ︷︷ ︸

(b)

+
4ηdβDBm4T

δ
√
α

+mB.

We will bound (a) and (b). (a) is given by a variant of the FTL-BTL lemma (Lemma 5.2.2, Hazan
(2022)).

Lemma 49 (FTL-BTL, with memory) ∀t ≥ 2m − 2, t ∈ N, ∀x ∈ K, the xt, g̃t given by Algo-
rithm 5 with step size η > 0 and self-concordant barrier R(·) satisfies the following inequality:

t−m+1∑
s=m

η⟨g̃s, x⟩+R(x) ≥
t−m+1∑
s=m

η⟨g̃s, xs+m⟩+R(xm). (21)

Proof We prove Eq. (21) by induction. For t = 2m− 2, the right hand side equals to R(xm), and
R(xm) ≤ R(x), ∀x ∈ K since xm = argminx∈K R(x) (Line 1, Algorithm 5). Suppose Eq. (21)
holds for some t ≥ 2m− 2. Consider t+ 1. We have ∀x ∈ K, by Line 7,

t−m+2∑
s=m

η⟨g̃s, xt+2⟩+R(xt+2) ≤
t−m+2∑
s=m

η⟨g̃s, x⟩+R(x).

By induction hypothesis, we have ∀x ∈ K,

t−m+2∑
s=m

η⟨g̃s, x⟩+R(x) ≥
t−m+1∑
s=m

η⟨g̃s, xs+m⟩+R(xm) + η⟨g̃t−m+2, xt+2⟩

=
t−m+2∑
s=m

η⟨g̃s, xs+m⟩+R(xm).

Lemma 49 implies a bound on (a): we can without loss of generality assume that the comparator
x satisfies π2m−1(x) > 1− 1

T at a cost of O(1), and then by Proposition 43,

(a) ≤ 1

η
(R(x)−R(xm)) ≤ ν log T

η
.
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By bounds established for the local norm of (xt+1 − xt) and g̃t, we have

(b) ≤
T−m+1∑
t=m

E

[
∥g̃t∥∗∇2R(xt)

(
m−1∑
i=0

∥xt+i − xt+i+1∥∇2R(xt)

)]
≤ 16ηd2B2m3T

δ2
,

since∇2R(xt) ⪯ 4∇2R(xt+i) for all 0 ≤ i ≤ m− 1. Combining the bounds, we have that

T∑
t=m

E[f̄t(xt)− f̄t(x)] ≤
ν log T

η
+

16ηd2B2m3T

δ2
+

4ηdβDBm4T

δ
√
α

+mB

= C3
ηT

δ2
+ C4

1

η
+ C5.
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