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Abstract
We investigate decentralized online convex optimization (D-OCO), in which a set of local learners
are required to minimize a sequence of global loss functions using only local computations and
communications. Previous studies have established O(n5/4ρ−1/2

√
T ) and O(n3/2ρ−1 log T ) re-

gret bounds for convex and strongly convex functions respectively, where n is the number of local
learners, ρ < 1 is the spectral gap of the communication matrix, and T is the time horizon. How-
ever, there exist large gaps from the existing lower bounds, i.e., Ω(n

√
T ) for convex functions and

Ω(n) for strongly convex functions. To fill these gaps, in this paper, we first develop novel D-OCO
algorithms that can respectively reduce the regret bounds for convex and strongly convex functions
to Õ(nρ−1/4

√
T ) and Õ(nρ−1/2 log T ). The primary technique is to design an online accelerated

gossip strategy that enjoys a faster average consensus among local learners. Furthermore, by care-
fully exploiting the spectral properties of a specific network topology, we enhance the lower bounds
for convex and strongly convex functions to Ω(nρ−1/4

√
T ) and Ω(nρ−1/2), respectively. These

lower bounds suggest that our algorithms are nearly optimal in terms of T , n, and ρ.
Keywords: Online Convex Optimization, Decentralized Optimization, Optimal Regret, Acceler-
ated Gossip Strategy

1. Introduction

Decentralized online convex optimization (D-OCO) (Yan et al., 2013; Hosseini et al., 2013; Zhang
et al., 2017; Wan et al., 2020, 2022) is a powerful learning framework for distributed applications
with streaming data, such as distributed tracking in sensor networks (Li et al., 2002; Lesser et al.,
2003) and online packet routing (Awerbuch and Kleinberg, 2004, 2008). Specifically, it can be for-
mulated as a repeated game between an adversary and a set of local learners numbered by 1, . . . , n
and connected by a network, where the network is defined by an undirected graph G = ([n], E)
with the edge set E ⊆ [n]× [n]. In the t-th round, each learner i ∈ [n] first chooses a decision xi(t)
from a convex set K ⊆ Rd, and then receives a convex loss function ft,i(x) : K → R selected by
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the adversary. The goal of each learner i is to minimize the regret in terms of the global function
ft(x) =

∑n
j=1 ft,j(x) at each round t, i.e.,

RT,i =

T∑
t=1

ft(xi(t))−min
x∈K

T∑
t=1

ft(x) (1)

where T denotes the time horizon.
Note that in the special case with n = 1, D-OCO reduces to the classical online convex opti-

mization (OCO) (Shalev-Shwartz, 2011; Hazan, 2016). There already exist many online algorithms
with optimal regret bounds for convex and strongly convex functions, e.g., online gradient descent
(OGD) (Zinkevich, 2003). However, these algorithms cannot be applied to the general D-OCO
problem, because they need direct access to the global function ft(x), which is unavailable for the
local learners. To be precise, there exist communication constraints in D-OCO: the learner i only
has local access to the function ft,i(x), and can only communicate with its immediate neighbors via
a single step of the gossip protocol (Xiao and Boyd, 2004; Boyd et al., 2006) based on a weight ma-
trix P ∈ Rn×n at each round.1 To address this limitation, the pioneering work of Yan et al. (2013)
extends OGD into the D-OCO setting, and achieves O(n5/4ρ−1/2

√
T ) and O(n3/2ρ−1 log T ) regret

bounds for convex and strongly convex functions respectively, where ρ < 1 is the spectral gap of
P . The key idea is to first apply a standard gossip step (Xiao and Boyd, 2004) over the decisions
of these local learners, and then perform a gradient descent step based on the local function. Later,
there has been a growing research interest in developing and analyzing D-OCO algorithms based
on the standard gossip step for different scenarios (Hosseini et al., 2013; Zhang et al., 2017; Lei
et al., 2020; Wan et al., 2020, 2021, 2022; Wang et al., 2023). However, the best regret bounds for
D-OCO with convex and strongly convex functions remain unchanged. Moreover, there exist large
gaps from the lower bounds recently established by Wan et al. (2022), i.e., Ω(n

√
T ) for convex

functions and Ω(n) for strongly convex functions.
To fill these gaps, this paper first proposes two novel D-OCO algorithms that respectively

achieve a regret bound of Õ(nρ−1/4
√
T ) for convex functions and an improved regret bound of

Õ(nρ−1/2 log T ) for strongly convex functions.2 Different from previous D-OCO algorithms that
rely on the standard gossip step, we make use of an accelerated gossip strategy (Liu and Morse,
2011) to weaken the impact of decentralization on the regret. In the studies of offline and stochastic
optimization, it is well-known that the accelerated strategy enjoys a faster average consensus among
decentralized nodes (Lu and Sa, 2021; Ye and Chang, 2023; Ye et al., 2023). However, applying the
accelerated strategy to D-OCO is more challenging because it requires multiple communications in
each round, which violates the communication protocol of D-OCO. To tackle this issue, we design
an online accelerated gossip strategy by further incorporating a blocking update mechanism, which
allows us to allocate the communications required by each update into every round of a block. Fur-
thermore, we establish nearly matching lower bounds of Ω(nρ−1/4

√
T ) and Ω(nρ−1/2) for convex

and strongly convex functions, respectively. Compared with the existing lower bounds (Wan et al.,
2022), our bounds additionally uncover the effect of the spectral gap, by carefully exploiting the
spectral properties of a specific network topology. To highlight the significance of this work, we
compare our results with previous studies in Table 1.

1. More specifically, the essence of a single gossip step is to compute a weighted average of some parameters of these
local learners based on the matrix P . Moreover, following previous studies (Yan et al., 2013; Hosseini et al., 2013),
P is given beforehand, instead of being a choice of the algorithm.

2. We use the Õ(·) notation to hide constant factors as well as polylogarithmic factors in n, but not in T .
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NEARLY OPTIMAL REGRET FOR DECENTRALIZED ONLINE CONVEX OPTIMIZATION

Table 1: Summary of our results and the best previous results for D-OCO. Abbreviations: convex
→ cvx, strongly convex → scvx.

ft,i(·) Source Upper Bound Lower Bound Regret Gap

cvx
Previous studies

O(n5/4ρ−1/2
√
T )

Yan et al. (2013);
Hosseini et al. (2013)

Ω(n
√
T )

Wan et al. (2022)
O(n1/4ρ−1/2)

This work O(nρ−1/4
√
T log n)

Theorem 1
Ω(nρ−1/4

√
T )

Theorem 3
O(

√
log n)

scvx
Previous studies

O(n3/2ρ−1 log T )
Yan et al. (2013);
Wan et al. (2021)

Ω(n)
Wan et al. (2022)

O(n1/2ρ−1 log T )

This work O(nρ−1/2(log n) log T )
Theorem 2

Ω(nρ−1/2)
Theorem 4

O((log n) log T )

2. Related Work

In this section, we briefly review the related work on D-OCO, including the special case with n = 1
and the general case.

2.1. Special D-OCO with n = 1

D-OCO with n = 1 reduces to the classical OCO problem, which dates back to the seminal work
of Zinkevich (2003). Over the past decades, this problem has been extensively studied, and various
algorithms with optimal regret have been presented for convex and strongly convex functions, re-
spectively (Zinkevich, 2003; Shalev-Shwartz and Singer, 2007; Hazan et al., 2007; Abernethy et al.,
2008). The closest one to this paper is follow-the-regularized-leader (FTRL) (Shalev-Shwartz and
Singer, 2007), which updates the decision (omitting the subscript of the learner 1 for brevity) as

x(t+ 1) = argmin
x∈K

t∑
i=1

⟨∇fi(x(i)),x⟩+
1

η
∥x∥22 (2)

where η is a parameter. By setting an appropriate η, it can achieve an optimal O(
√
T ) regret bound

for convex functions. Note that this algorithm is also known as dual averaging, especially in the filed
of offline and stochastic optimization (Nesterov, 2009; Xiao, 2009). Moreover, when functions are
α-strongly convex, Hazan et al. (2007) have proposed a variant of (2),3 which makes the following
update

x(t+ 1) = argmin
x∈K

t∑
i=1

⟨∇fi(x(i))− αx(i),x⟩+ tα

2
∥x∥22. (3)

This variant is named as follow-the-approximate-leader (FTAL), and can achieve an optimal regret
bound of O(log T ) for strongly convex functions.

3. Although (3) seems slightly different from the update rule of Hazan et al. (2007), it is easy to verify the equivalence
between them.
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2.2. General D-OCO with n ≥ 2

D-OCO is a generalization of OCO with n ≥ 2 local learners in the network defined by an undi-
rected graph G = ([n], E). The main challenge of D-OCO is that each learner i ∈ [n] is required
to minimize the regret in terms of the global function ft(x) =

∑n
j=1 ft,j(x), i.e., RT,i in (1),

but except the direct access to ft,i(x), it can only estimate the global information from the gossip
communication occurring via the weight matrix P . To tackle this challenge, Yan et al. (2013) pro-
pose a decentralized variant of OGD (D-OGD) by first applying the standard gossip step (Xiao and
Boyd, 2004) over the decisions of these local learners, and then performing a gradient descent step
according to the local function. For convex and strongly convex functions, D-OGD can achieve
O(n5/4ρ−1/2

√
T ) and O(n3/2ρ−1 log T ) regret bounds, respectively.

Later, Hosseini et al. (2013) propose a decentralized variant of FTRL (D-FTRL), which per-
forms the following update for each learner i at round t

zi(t+ 1) =
∑
j∈Ni

Pijzj(t) +∇ft,i(xi(t))

xi(t+ 1) = argmin
x∈K

⟨zi(t+ 1),x⟩+ 1

η
∥x∥22

(4)

where Ni = {j ∈ [n]|(i, j) ∈ E} ∪ {i} denotes the set including the immediate neighbors of
the learner i and itself. Notice that the cumulative gradients

∑t
i=1∇fi(x(i)) utilized in (2) is

replaced by a local variable zi(t + 1) that is computed by first applying the standard gossip step
over zi(t) of these local learners and then adding the local gradient ∇ft,i(xi(t)). As proved by
Hosseini et al. (2013), D-FTRL can also achieve the O(n5/4ρ−1/2

√
T ) regret bound for convex

functions. Recently, Wan et al. (2021) develop a decentralized variant of FTAL (D-FTAL) for α-
strongly convex functions, where each learner i updates as

zi(t+ 1) =
∑
j∈Ni

Pijzj(t) + (∇ft,i(xi(t))− αxi(t))

xi(t+ 1) = argmin
x∈K

⟨zi(t+ 1),x⟩+ tα

2
∥x∥22

(5)

at round t. Different from D-FTRL, the local variable zi(t + 1) now is utilized to replace the
cumulative information

∑t
i=1(∇fi(x(i))−αx(i)) in (3), which is critical for exploiting the strong

convexity of functions to achieve a better regret bound of O(n3/2ρ−1 log T ).4

Additionally, many other OCO algorithms have also been extended into the decentralized setting
for handling various scenarios such as complex decision sets (Zhang et al., 2017; Wan et al., 2020,
2022; Wang et al., 2023), time-varying constraints (Yi et al., 2020, 2021), and dynamic environ-
ments (Shahrampour and Jadbabaie, 2018). However, the current best regret bounds for general D-
OCO with convex and strongly convex functions are still O(n5/4ρ−1/2

√
T ) and O(n3/2ρ−1 log T )

respectively, and it is not clear whether these upper bounds are optimal or not. Although Wan et al.
(2022) recently establish Ω(n

√
T ) and Ω(n) lower bounds for D-OCO with convex and strongly

convex functions respectively, their results only imply that these upper bounds are (nearly) tight in

4. At first glance, Wan et al. (2021) only argue an O(n3/2ρ−1T 2/3 log T ) regret bound for strongly convex functions.
However, this is because they focus on a projection-free property, and it is easy to verify that their algorithm can
achieve the O(n3/2ρ−1 log T ) regret bound if projection is conducted in each round (see Appendix F for details).
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terms of T . There still exist gaps in terms of n and ρ between existing upper and lower bounds.
Notice that the value of ρ actually reflects the connectivity of the network: a larger ρ implies better
connectivity, and could even be Ω(n−2) for “poorly connected” networks such as the 1-connected
cycle graph (Duchi et al., 2011). Therefore, these gaps on n and ρ cannot be ignored, especially for
large-scale distributed systems. In this paper, we fill these gaps up to polylogarithmic factors.

Discussions Different from D-OCO, previous studies have proposed optimal algorithms for many
different scenarios of decentralized offline and stochastic optimization (Scaman et al., 2017, 2018,
2019; Gorbunov et al., 2020; Kovalev et al., 2020; Dvinskikh and Gasnikov, 2021; Lu and Sa, 2021;
Song et al., 2023; Ye and Chang, 2023; Ye et al., 2023). The closest work to this paper is Scaman
et al. (2019), which investigates decentralized offline optimization with convex and strongly convex
functions. Let ρ̂ be the normalized eigengap of P , which could be close to ρ. Scaman et al. (2019)
have established optimal convergence rates of O(ϵ−2+ϵ−1ρ̂−1/2) and O(ϵ−1+ϵ−1/2ρ̂−1/2) to reach
an ϵ precision for convex and strongly convex functions, respectively. However, it is worth noting
that D-OCO is more challenging than the offline setting due to the change of functions. Actually,
it is easy to apply a standard online-to-batch conversion (Cesa-Bianchi et al., 2004) of any D-OCO
algorithm with regret RT,i to achieve an approximation error of O(RT,i/(nT )) for decentralized
offline optimization, but not vice versa. Moreover, one may notice that due to the online-to-batch
conversion, it is possible to utilize existing lower bounds in the offline setting (Scaman et al., 2019)
to derive Ω(n

√
T +nρ̂−1/2) and Ω(n+nρ̂−1T−1) lower bounds for the regret of D-OCO with con-

vex and strongly convex functions, respectively. However, for D-OCO, it is common to consider the
case where T is much larger than other problem constants, and these lower bounds will also reduce
to those specially established for D-OCO (Wan et al., 2022). In addition, we want to emphasize that
although the accelerated gossip strategy (Liu and Morse, 2011) has been widely utilized in these
previous studies on decentralized offline and stochastic optimization, this paper is the first work to
apply it in D-OCO.

3. Main Results

We first introduce the necessary preliminaries including common assumptions and an algorithmic
ingredient. Then, we present our two algorithms with improved regret bounds, and establish nearly
matching lower bounds.

3.1. Preliminaries

Similar to previous studies on D-OCO (Yan et al., 2013; Hosseini et al., 2013), we first introduce
the following assumptions.

Assumption 1 The communication matrix P ∈ Rn×n is supported on the graph G = ([n], E),
symmetric, and doubly stochastic, which satisfies

• Pij > 0 only if (i, j) ∈ E or i = j;

•
∑n

j=1 Pij =
∑

j∈Ni
Pij = 1,∀i ∈ [n];

•
∑n

i=1 Pij =
∑

i∈Nj
Pij = 1,∀j ∈ [n].

Moreover, P is positive semidefinite, and its second largest singular value denoted by σ2(P ) is
strictly smaller than 1.
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Assumption 2 At each round t ∈ [T ], the loss function ft,i(x) of each learner i ∈ [n] is G-
Lipschitz over K, i.e., it holds that

|ft,i(x)− ft,i(y)| ≤ G∥x− y∥2, ∀x,y ∈ K.

Assumption 3 The set K contains the origin, i.e., 0 ∈ K, and its radius is bounded by R, i.e., it
holds that

∥x∥2 ≤ R, ∀x ∈ K.

Assumption 4 At each round t ∈ [T ], the loss function ft,i(x) of each learner i ∈ [n] is α-strongly
convex over K, i.e., it holds that

ft,i(y) ≥ ft,i(x) + ⟨∇ft,i(x),y − x⟩+ α

2
∥y − x∥22, ∀x,y ∈ K.

Note that Assumption 4 with α = 0 reduces to the case with general convex functions.
Then, we briefly introduce the accelerated gossip strategy (Liu and Morse, 2011), which will be

utilized to develop our algorithms. Given a set of vectors denoted as ∇1, . . . ,∇n ∈ Rd, a naive idea
for approximating the average ∇̄ = 1

n

∑n
i=1∇n in the decentralized setting is to perform multiple

standard gossip steps (Xiao and Boyd, 2004), i.e., setting ∇0
i = ∇i and updating as

∇k+1
i =

∑
j∈Ni

Pij∇k
j for k = 0, 1, . . . , L− 1 (6)

where L ≥ 1 is the number of iterations. Under Assumption 1, it is well-known that ∇L
i generated

by (6) provably converges to the average ∇̄ with the increase of L. However, Liu and Morse (2011)
have shown that it is not the most efficient way, and proposed an accelerated gossip strategy by
mixing the standard gossip step with an old averaging estimation, i.e., setting ∇0

i = ∇−1
i = ∇i and

updating as
∇k+1

i = (1 + θ)
∑
j∈Ni

Pij∇k
j − θ∇k−1

i for k = 0, 1, . . . , L− 1 (7)

where θ > 0 is the mixing coefficient. Let Xk =
[
(∇k

i )
⊤; . . . ; (∇k

n)
⊤] ∈ Rn×d for any integer

k ≥ −1. Due to (7), it is not hard to verify that

Xk+1 = (1 + θ)PXk − θXk−1 (8)

for any integer k ≥ 0. We notice that this process enjoys the following convergence property, where
X̄ = 1

n11
⊤X0 =

[
∇̄⊤; . . . ; ∇̄⊤] and 1 is the all-ones vector in Rn.

Lemma 1 (Proposition 1 in Ye et al. (2023)) Under Assumption 1, for L ≥ 1, the iterations of (8)
with θ = (1 +

√
1− σ2

2(P ))−1 ensure that

∥∥XL − X̄
∥∥
F
≤

√
14

(
1−

(
1− 1√

2

)√
1− σ2(P )

)L ∥∥X0 − X̄
∥∥
F
.

3.2. Our Algorithms with Improved Regret Bounds

In the following, we first propose our algorithm for D-OCO with convex functions, and then show
how to exploit the strong convexity.

6
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3.2.1. CONVEX FUNCTIONS

Before introducing our algorithms, we first compare the regret of D-OCO against that of OCO,
which will provide insights for our improvements. Specifically, compared with O(

√
T ) regret of

OGD and FTRL for OCO, the O(n5/4ρ−1/2
√
T ) regret of D-OGD and D-FTRL has an additional

factor of n5/4ρ−1/2. Note that this factor reflects the effect of the network size and topology, and
is caused by the approximation error of the standard gossip step. For example, a critical part of the
analysis for D-FTRL (Hosseini et al., 2013) is the following bound

∥zi(t)− z̄(t)∥2 = O

(√
n

ρ

)
(9)

where zi(t) is defined in (4), z̄(t) = 1
n

∑n
i=1 zi(t) denotes the average zi(t) of all learners, and

ρ = 1 − σ2(P ). Since z̄(t) is also equal to
∑t−1

τ=1 ḡ(τ) where ḡ(τ) = 1
n

∑n
i=1∇fτ,i(xi(τ)), the

regret of D-FTRL can be upper bounded by the regret of a virtual centralized update with z̄(t) plus
the cumulative effect of the approximation error in (9) (Hosseini et al., 2013), i.e.,

RT,i = O

(
n

η
+ nηT

)
+O

(
nηT

√
n

ρ

)
= O

(
n

η
+

n3/2ηT

ρ

)
. (10)

By minimizing the bound in (10) with η = O(
√
ρ/(

√
nT )), we obtain the O(n5/4ρ−1/2

√
T ) regret

of D-FTRL.
Thus, to reduce the regret of D-OCO, we should control the approximation error caused by

the standard gossip step. To this end, we propose to improve D-FTRL via the accelerated gossip
strategy in (7).5 A natural idea is to replace the standard gossip step in (4) with multiple accelerated
gossip steps, i.e., first updating

zk+1
i (t) = (1 + θ)

∑
j∈Ni

Pijz
k
j (t)− θzk−1

i (t) for k = 0, 1, . . . , L− 1 (11)

and then setting zi(t) = zLi (t) for t ≥ 2, where z0i (t) = zi(t− 1) +∇ft−1,i(xi(t− 1)), z−1
i (t) =

zL−1
i (t− 1) +∇ft−1,i(xi(t− 1)), and zi(1) = zL−1

i (1) = 0. One can prove that (11) ensures (see
(17) in Section 4.1 for details)

zi(t) = zLi (t) =
t−1∑
τ=1

g
(t−τ)L
i (τ) (12)

where g
(t−τ)L
i (τ) denotes the output of virtually performing (7) with ∇i = ∇fτ,i(xi(τ)) and L =

(t − τ)L. Due to the convergence behavior of the accelerated gossip strategy, we can control the
error of approximating z̄(t) =

∑t−1
τ=1 ḡ(τ) under any desired level by using a large enough L.

However, this approach requires multiple communications between these learners per round, which
is not allowed by D-OCO.

To address this issue, we design an online accelerated gossip strategy with only one communi-
cation per round. The key idea is to incorporate (11) into a blocking update mechanism (Garber and
Kretzu, 2020; Wan et al., 2022). Specifically, we divide the total T rounds into T/L blocks, and

5. It is also possible to refine D-OGD via the accelerated gossip strategy, but the projection operation in D-OGD will
make the analysis of the approximation error more complex. Thus, we focus on improving D-FTRL and its variant.

7
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Algorithm 1 AD-FTRL
1: Input: η, θ, and L
2: Initialization: set xi(1) = zi(1) = zL−1

i (1) = 0,∀i ∈ [n]
3: for z = 1, . . . , T/L do
4: for each local learner i ∈ [n] do
5: If 2 ≤ z, set k = 0, z0i (z) = zi(z − 1) + gi(z − 1), z−1

i (z) = zL−1
i (z − 1) + gi(z − 1)

6: for t = (z − 1)L+ 1, . . . , zL do
7: Play xi(z) and query ∇ft,i(xi(z))
8: If 2 ≤ z, update zk+1

i (z) = (1 + θ)
∑

j∈Ni
Pijz

k
j (z)− θzk−1

i (z) and k = k + 1
9: end for

10: Set gi(z) =
∑

t∈Tz ∇ft,i(xi(z)), where Tz = {(z − 1)L+ 1, . . . , zL}
11: If 2 ≤ z, set zi(z) = zLi (z)
12: Compute xi(z + 1) = argminx∈K ⟨zi(z),x⟩+ 1

η∥x∥
2
2

13: end for
14: end for

only maintain a fixed decision xi(z) for each learner i ∈ [n] in block z, where T/L is assumed to
be an integer without loss of generality. In this way, the sum of gradients of each learner i in block z
can be denoted as gi(z) =

∑
t∈Tz ∇ft,i(xi(z)), where Tz = {(z−1)L+1, . . . , zL}. Moreover, we

redefine ḡ(z) = 1
n

∑n
i=1 gi(z) for each block z, and maintain a local variable zi(z) to approximate∑z−1

τ=1 ḡ(τ) for each learner i. The good news is that now L communications can be utilized to
update zi(z) per block by uniformly allocating them to every round in the block. As a result, we
set zi(1) = 0, and maintain zi(z) for z ≥ 2 in a way similar to (11), i.e., performing the following
update during block z

zk+1
i (z) = (1 + θ)

∑
j∈Ni

Pijz
k
j (z)− θzk−1

i (z) for k = 0, 1, . . . , L− 1 (13)

and setting zi(z) = zLi (z), where z0i (z) = zi(z−1)+gi(z−1), z−1
i (z) = zL−1

i (z−1)+gi(z−1),
and zL−1

i (1) = 0. Then, inspired by D-FTRL in (4), we initialize with xi(1) = 0, and set the
decision xi(z + 1) for any i ∈ [n] and z ≥ 1 as

xi(z + 1) = argmin
x∈K

⟨zi(z),x⟩+
1

η
∥x∥22.

We name the proposed algorithm as accelerated decentralized follow-the-regularized-leader (AD-
FTRL), and summarize the complete procedure in Algorithm 1.

In the following, we first present a lemma regarding the approximation error ∥zi(z)− z̄(z)∥2 of
AD-FTRL, which demonstrates the advantage of utilizing the accelerated gossip strategy.

Lemma 2 Let z̄(z) =
∑z−1

τ=1 ḡ(τ), where ḡ(τ) = 1
n

∑n
i=1 gi(τ), and

θ =
1

1 +
√

1− σ2
2(P )

, L =

⌈ √
2 ln(

√
14n)

(
√
2− 1)

√
1− σ2(P )

⌉
. (14)

Under Assumptions 1 and 2, for any i ∈ [n] and z ∈ [T/L], Algorithm 1 with θ and L defined in
(14) ensures

∥zi(z)− z̄(z)∥2 ≤ 3LG.

8
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Algorithm 2 AD-FTAL
1: Input: θ and L
2: Initialization: set xi(1) = xi(2) = zi(1) = zL−1

i (1) = 0,∀i ∈ [n]
3: for z = 1, . . . , T/L do
4: for each local learner i ∈ [n] do
5: If 2 ≤ z, set k = 0, z0i (z) = zi(z − 1) + di(z − 1), z−1

i (z) = zL−1
i (z − 1) + di(z − 1)

6: for t = (z − 1)L+ 1, . . . , zL do
7: Play xi(z) and query ∇ft,i(xi(z))
8: If 2 ≤ z, update zk+1

i (z) = (1 + θ)
∑

j∈Ni
Pijz

k
j (z)− θzk−1

i (z) and k = k + 1
9: end for

10: Set di(z) =
∑

t∈Tz(∇ft,i(xi(z))− αxi(z)), where Tz = {(z − 1)L+ 1, . . . , zL}
11: If 2 ≤ z, set zi(z) = zLi (z)

12: Compute xi(z + 1) = argminx∈K ⟨zi(z),x⟩+ (z−1)Lα
2 ∥x∥22

13: end for
14: end for

From Lemma 2, our AD-FTRL can enjoy an error bound of O(ρ−1/2 log n) for approximating z̄(z),
which is tighter than the O(

√
nρ−1) error bound in (9). Combining our Lemma 2 with the regret

analysis for D-FTRL (Hosseini et al., 2013), we establish the regret bound of AD-FTRL.

Theorem 1 Under Assumptions 1, 2, and 3, for any i ∈ [n], Algorithm 1 with θ and L defined in
(14) ensures

RT,i ≤
nR2

η
+

13nηLTG2

2
.

From Theorem 1, by setting η = R/(
√
LTG), all the learners of AD-FTRL enjoy a regret bound

of O(nρ−1/4
√
T log n) for convex functions, which is tighter than the existing O(n5/4ρ−1/2

√
T )

regret bound (Yan et al., 2013; Hosseini et al., 2013) in terms of both n and ρ.

3.2.2. STRONGLY CONVEX FUNCTIONS

Now, we proceed to exploit the strongly convex property to further reduce the regret of D-OCO.
Inspired by D-FTAL in (5), we only need to make two changes to our Algorithm 1. First, each
learner i ∈ [n] should share the information di(z) =

∑
t∈Tz(∇ft,i(xi(z)) − αxi(z)) that consists

of both the local gradient and decision with its neighbors, and maintain a local variable zi(z) to
approximate z̄(z) =

∑z−1
τ=1 d̄(τ), where d̄(τ) = 1

n

∑n
i=1 di(τ). This can be achieved by iteratively

performing the update in (13) during block z ≥ 2 with a new initialization as z0i (z) = zi(z − 1) +
di(z−1), z−1

i (z) = zL−1
i (z−1)+di(z−1), and then setting zi(z) = zLi (z). Second, each learner

i ∈ [n] at the end of block z ≥ 2 should update the decision as

xi(z + 1) = argmin
x∈K

⟨zi(z),x⟩+
(z − 1)Lα

2
∥x∥22. (15)

Note that although (15) cannot be utilized to select xi(1) and xi(2), we can simply set x1(1) =
xi(2) = 0.

The detailed procedures for dealing with strongly convex functions are presented in Algo-
rithm 2, and it is called accelerated decentralized follow-the-approximate-leader (AD-FTAL). In

9
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the following, we first present a generalized version of Lemma 2 to bound the approximation error
∥zi(z)− z̄(z)∥2 of AD-FTAL.

Lemma 3 Let z̄(z) =
∑z−1

τ=1 d̄(τ), where d̄(τ) = 1
n

∑n
i=1 di(τ). Under Assumptions 1, 2, and 3,

for any i ∈ [n] and z ∈ [T/L], Algorithm 2 with θ and L defined in (14) ensures

∥zi(z)− z̄(z)∥2 ≤ 3L(G+ αR).

Lemma 3 implies that AD-FTAL also enjoys the error bound of O(ρ−1/2 log n) for approximating
z̄(z). Then, combining this lemma with the regret analysis for D-FTAL (Wan et al., 2021), we prove
the regret bound of AD-FTAL for strongly convex functions.

Theorem 2 Under Assumptions 1, 2, 3, and 4, for any i ∈ [n], Algorithm 2 with θ and L defined
in (14) ensures

RT,i ≤
3nLG(7G+ 13αR)(ln(T/L) + 1)

α
.

From Theorem 2, all the learners of AD-FTAL can exploit the strong convexity of functions to
achieve a regret bound of O(nρ−1/2(log n) log T ). Compared with the O(nρ−1/4

√
T log n) regret

of AD-FTRL for convex functions, this bound has a much tighter dependence on T . Moreover, it
is better than the existing O(n3/2ρ−1 log T ) regret bound for strongly convex functions (Yan et al.,
2013; Wan et al., 2021) in terms of both n and ρ.

3.2.3. DISCUSSIONS ON EXTREME CHOICES OF PARAMETERS

One may have noticed that the values of θ and L are carefully selected to establish the theoretical
guarantees of our AD-FTRL and AD-FTAL. To emphasize their significance, we further consider
two extreme cases: one with θ = 0, and the other with L = 1.

First, in the extreme case with θ = 0, our AD-FTRL and AD-FTAL is equivalent to improving
D-FTRL and D-FTAL by only using multiple standard gossip steps, respectively. It is easy to verify
that due to the slower convergence of standard gossip steps (Xiao and Boyd, 2004), this extreme
case requires a larger L = O(ρ−1 log n) to achieve an even worse error bound of O(ρ−1 log n)
for approximating z̄(z). Based on this result, the regret bound of AD-FTRL and AD-FTAL will
degenerate to O(nρ−1/2

√
T log n) and O(nρ−1(log n) log T ), respectively. Although these bounds

are also tighter than the existing O(n5/4ρ−1/2
√
T ) and O(n3/2ρ−1 log T ) regret bounds for convex

and strongly convex functions respectively, their dependence on ρ is worse than the regret bounds
achieved in Theorems 1 and 2.

Second, if L = 1, our AD-FTRL and AD-FTAL become a non-blocked combination of D-FTRL
and D-FTAL with the accelerated gossip strategy, respectively. Following previous studies on D-
OCO (Yan et al., 2013; Hosseini et al., 2013), such a non-blocked combination may be more natural
than the blocked version. However, in this way, the distance between zi(z), which satisfies (12) with
t = z and L = 1, and z̄(z) cannot be controlled as desired. Specifically, due to the newly added
component in zi(z), i.e., gz−τ

i (τ) in (12) for τ close to z − 1, we can only modify the analysis
of Lemmas 2 and 3 to derive a worse error bound of O(ρ−1/2√n). Correspondingly, the regret
bound of AD-FTRL and AD-FTAL will degenerate to O(n5/4ρ−1/4

√
T ) and O(n3/2ρ−1/2 log T )

respectively, whose dependence on n is much worse than the regret bounds achieved in Theorems 1
and 2.

From the above discussions, both the accelerated gossip strategy and the blocking update mech-
anism are critical for our desired regret bounds.

10
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3.3. Lower Bounds

Although there still exist gaps between our improved regret bounds and the lower bounds estab-
lished by Wan et al. (2022), this is mainly because they do not take the decentralized structure into
account. To fill these gaps, we maximize the hardness of D-OCO by considering the 1-connected
cycle graph (Duchi et al., 2011), i.e., constructing the graph G by placing the n nodes on a circle
and only connecting each node to one neighbor on its right and left. In this topology, the adversary
can make at least one learner, e.g., learner 1, suffer O(n) communication delays for receiving the
information of the global function ft(x). Because of the O(n) communication delays, we can es-
tablish Ω(n

√
nT ) and Ω(n2) lower bounds for convex and strongly convex functions, respectively.

Finally, by exploiting the dependence of spectral properties on the network size n, we obtain lower
bounds involving the spectral gap, which are presented in the following theorems.

Theorem 3 Suppose K = [−R/
√
d,R/

√
d]d which satisfies Assumption 3, and n = 2(m + 1)

for some positive integer m. For any D-OCO algorithm, there exists a sequence of loss functions
satisfying Assumption 2, a graph G = ([n], E), and a matrix P satisfying Assumption 1 such that

if n ≤ 8T + 8, RT,1 ≥
nRG

√
πT

16(1− σ2(P ))1/4
, and otherwise, RT,1 ≥

nRGT

4
.

Theorem 4 Suppose K = [−R/
√
d,R/

√
d]d, which satisfies Assumption 3 and n = 2(m + 1)

for some positive integer m. For any D-OCO algorithm, there exists a sequence loss functions
satisfying Assumption 4 and Assumption 2 with G = 2αR, a graph G = ([n], E), and a matrix P
satisfying Assumption 1 such that

if n ≤ 8T + 8, RT,1 ≥
απnR2

256
√
1− σ2(P )

, and otherwise, RT,1 ≥
αnR2T

16
.

Note that in both previous studies (Yan et al., 2013; Hosseini et al., 2013) and this paper, the up-
per regret bounds of D-OCO algorithms generally hold for all possible graphs and communication
matrices P satisfying Assumption 1. Therefore, although lower bounds in our Theorems 3 and 4
only hold for a specific choice of the graph and P , they are sufficient to prove the tightness of the
upper bound in general. Specifically, Theorem 3 establishes a lower bound of Ω(nρ−1/4

√
T ) for

D-OCO with convex functions, which matches the O(nρ−1/4
√
T log n) regret of our AD-FTRL up

to polylogarithmic factors. For D-OCO with strongly convex functions, Theorem 4 establishes a
lower bound of Ω(nρ−1/2), which matches the O(nρ−1/2(log n) log T ) regret of our AD-FTAL up
to polylogarithmic factors. To the best of our knowledge, this paper provides the first lower bounds
that reveal the effect of the spectral gap on D-OCO.

4. Analysis

We here present the proof of Lemmas 2 and 3, and the omitted proofs can be found in the appendix.

4.1. Proof of Lemmas 2 and 3

Let g0
i (z) = g−1

i (z) = gi(z). For any i ∈ [n], z ∈ [T/L − 1], and any non-negative integer k, we
first define a virtual update as

gk+1
i (z) = (1 + θ)

∑
j∈Ni

Pijg
k
j (z)− θgk−1

i (z). (16)

11
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In the following, we will prove that for any z = 2, . . . , T/L, Algorithm 1 ensures

zki (z) =
z−1∑
τ=1

g
(z−τ−1)L+k
i (τ), ∀k = 1, . . . , L (17)

by the induction method.
It is easy to verify that (17) holds for z = 2 due to z0i (2) = z−1

i (2) = gi(1) and (16). Then,
we assume that (17) holds for some z > 2, and prove it also holds for z + 1. From step 5 of our
Algorithm 1, we have

z0i (z + 1) = zi(z) + gi(z) = zLi (z) + g0
i (z)

(17)
=

z∑
τ=1

g
(z−τ)L
i (τ),

z−1
i (z + 1) = zL−1

i (z) + gi(z) = zL−1
i (z) + g−1

i (z)
(17)
=

z∑
τ=1

g
(z−τ)L−1
i (τ).

(18)

Combining (18) with step 8 of Algorithm 1, for k = 1, we have

zki (z + 1) =(1 + θ)
∑
j∈Ni

Pijz
k−1
j (z + 1)− θzk−2

i (z + 1)

=(1 + θ)
∑
j∈Ni

Pij

z∑
τ=1

g
(z−τ)L+k−1
j (τ)− θ

z∑
τ=1

g
(z−τ)L−1+k−1
i (τ)

=
z∑

τ=1

(1 + θ)
∑
j∈Ni

Pijg
(z−τ)L+k−1
j (τ)− θg

(z−τ)L−1+k−1
i (τ)


(16)
=

z∑
τ=1

g
(z−τ)L+k
i (τ).

By repeating the above equality for k = 2, . . . , L, the proof of (17) for z + 1 is completed.
From (17), for any i ∈ [n] and z = 2, . . . , T/L, we have

∥zi(z)− z̄(z)∥2 =

∥∥∥∥∥
z−1∑
τ=1

g
(z−τ)L
i (τ)−

z−1∑
τ=1

ḡ(τ)

∥∥∥∥∥
2

≤
z−1∑
τ=1

∥∥∥g(z−τ)L
i (τ)− ḡ(τ)

∥∥∥
2
. (19)

To further analyze the right side of (19), we define

Xk =
[
gk
1(τ)

⊤; . . . ;gk
n(τ)

⊤
]
∈ Rn×d

for any integer k ≥ −1, X̄ = 1
n11

⊤X0 =
[
ḡ(τ)⊤; . . . ; ḡ(τ)⊤

]
, and c = 1 − 1/

√
2. According to

(16), it is not hard to verify that the sequence of X1, . . . , XL follows the update rule in (8).
Then, combining with Lemma 1, for any τ ≤ z, we have∥∥∥X(z−τ)L − X̄

∥∥∥
F
≤

√
14
(
1− c

√
1− σ2(P )

)(z−τ)L ∥∥X0 − X̄
∥∥
F

≤
√
14
(
1− c

√
1− σ2(P )

)(z−τ)L (∥∥X0
∥∥
F
+
∥∥X̄∥∥

F

)
=
√
14
(
1− c

√
1− σ2(P )

)(z−τ)L

√√√√ n∑
i=1

∥gi(τ)∥22 +
√

n∥ḡ(τ)∥22

 .

(20)

12
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Because of Assumption 2, for any z ∈ [T/L] and i ∈ [n], it easy to verify that

∥gi(z)∥2 =

∥∥∥∥∥∑
t∈Tz

∇ft,i(xi(z))

∥∥∥∥∥
2

≤ LG, ∥ḡ(z)∥2 =

∥∥∥∥∥ 1n
n∑

i=1

gi(z)

∥∥∥∥∥
2

≤ LG. (21)

Additionally, because of the value of L in (14), we have

ϵ =
(
1− c

√
1− σ2(P )

)L
≤
(
1− c

√
1− σ2(P )

) ln(
√
14n)

c
√

1−σ2(P )

≤
(
1− c

√
1− σ2(P )

) ln(
√
14n)

ln(1−c
√

1−σ2(P ))
−1

=
1√
14n

(22)

where the second inequality is due to lnx−1 ≥ 1− x for any x > 0.
Combining (20) with (21) and (22), for any i ∈ [n] and τ ≤ z, we have∥∥∥g(z−τ)L

i (τ)− ḡ(τ)
∥∥∥
2
≤
∥∥∥X(z−τ)L − X̄

∥∥∥
F
≤ 2

√
14n

(
1− c

√
1− σ2(P )

)(z−τ)L
LG

≤2
(
1− c

√
1− σ2(P )

)(z−τ−1)L
LG.

(23)

Moreover, combining (19) with (23), for any i ∈ [n] and z = 2, . . . , T/L, we have

∥zi(z)− z̄(z)∥2 ≤2LG

z−1∑
τ=1

(
1− c

√
1− σ2(P )

)(z−τ−1)L
= 2LG

z−2∑
τ=0

ϵτ

≤ 2LG

1− ϵ

(22)
≤ 2LG+

2LG√
14n− 1

≤ 3LG

(24)

where the last inequality is due to
√
14n > 3 for any n ≥ 1. Now, we can complete the proof of

Lemma 2 by combining (24) with ∥zi(1)− z̄(1)∥2 = 0.
Note that Lemma 3 can be proved by simply repeating the above procedures with the update

rule of zi(z) in Algorithm 2 and replacing the norm bound of gradients in (21) with

∥di(z)∥2 =

∥∥∥∥∥∑
t∈Tz

(∇ft,i(xi(z))− αxi(z))

∥∥∥∥∥
2

≤ L(G+ αR),

∥d̄(z)∥2 =

∥∥∥∥∥ 1n
n∑

i=1

di(z)

∥∥∥∥∥
2

≤ L(G+ αR)

(25)

where the first inequality is due to Assumptions 2 and 3.

5. Conclusion and Future Work

This paper investigates D-OCO with convex and strongly convex functions respectively, and aims to
fill the gaps between the existing upper and lower bounds. First, we propose a novel algorithm for
D-OCO with convex functions, namely AD-FTRL, which reduces the existing O(n5/4ρ−1/2

√
T )

regret bound to Õ(nρ−1/4
√
T ). Second, we propose a variant of AD-FTRL for strongly convex
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functions, namely AD-FTAL, which achieves a better regret bound of Õ(nρ−1/2 log T ). Finally, we
demonstrate their optimality by deriving Ω(nρ−1/4

√
T ) and Ω(nρ−1/2) lower bounds for convex

and strongly convex functions, respectively.
Both AD-FTRL and AD-FTAL proposed in this paper require the projection operation to update

the decision, which could be time-consuming for complex decision sets. Thus, it is interesting to
design projection-free variants of our algorithms by replacing the projection with linear optimiza-
tion steps. Although there already exist projection-free algorithms for D-OCO (Wan et al., 2020,
2021, 2022), they follow the standard gossip step, and thus only achieve O(n5/4ρ−1/2T 3/4) and
O(n3/2ρ−1T 2/3 log1/3 T ) regret bounds for convex and strongly convex functions, respectively. In
contrast, projection-free variants of our algorithms are expected to achieve refined regret bounds of
Õ(nρ−1/4T 3/4) and Õ(nρ−1/2T 2/3 log1/3 T ), respectively.
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Nicolò Cesa-Bianchi, Alex Conconi, and Claudio Gentile. On the generalization ability of on-line
learning algorithms. IEEE Transactions on Information Theory, 50(9):2050–2057, 2004.

John C. Duchi, Alekh Agarwal, and Martin J. Wainwright. Dual averaging for distributed optimiza-
tion: Convergence analysis and network scaling. IEEE Transactions on Automatic Control, 57
(3):592–606, 2011.

Darina Dvinskikh and Alexander Gasnikov. Decentralized and parallel primal and dual acceler-
ated methods for stochastic convex programming problems. Journal of Inverse and Ill-posed
Problems, 29(3):385–405, 2021.

14



NEARLY OPTIMAL REGRET FOR DECENTRALIZED ONLINE CONVEX OPTIMIZATION

Marguerite Frank and Philip Wolfe. An algorithm for quadratic programming. Naval Research
Logistics Quarterly, 3(1–2):95–110, 1956.

Dan Garber and Elad Hazan. A linearly convergent conditional gradient algorithm with applications
to online and stochastic optimization. SIAM Journal on Optimization, 26(3):1493–1528, 2016.

Dan Garber and Ben Kretzu. Improved regret bounds for projection-free bandit convex optimiza-
tion. In Proceedings of the 23rd International Conference on Artificial Intelligence and Statistics,
pages 2196–2206, 2020.

Eduard Gorbunov, Darina Dvinskikh, and Alexander Gasnikov. Optimal decentralized distributed
algorithms for stochastic convex optimization. arXiv:1911.07363, 2020.

Elad Hazan. Introduction to online convex optimization. Foundations and Trends in Optimization,
2(3–4):157–325, 2016.

Elad Hazan and Satyen Kale. Projection-free online learning. In Proceedings of the 29th Interna-
tional Conference on Machine Learning, pages 1843–1850, 2012.

Elad Hazan, Amit Agarwal, and Satyen Kale. Logarithmic regret algorithms for online convex
optimization. Machine Learning, 69(2):169–192, 2007.

Saghar Hosseini, Airlie Chapman, and Mehran Mesbahi. Online distributed optimization via dual
averaging. In 52nd IEEE Conference on Decision and Control, pages 1484–1489, 2013.

Martin Jaggi. Revisiting frank-wolfe: Projection-free sparse convex optimization. In Proceedings
of the 30th International Conference on Machine Learning, pages 427–435, 2013.

Dmitry Kovalev, Adil Salim, and Peter Richtarik. Optimal and practical algorithms for smooth
and strongly convex decentralized optimization. In Advances in Neural Information Processing
Systems 33, pages 18342–18352, 2020.

Jinlong Lei, Peng Yi, Yiguang Hong, Jie Chen, and Guodong Shi. Online convex optimization over
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Appendix A. Proof of Theorem 1

According to Algorithm 1, the total T rounds are divided into T/L blocks. For any block z ∈ [T/L],
we define a virtual decision

x̄(z) = argmin
x∈K

⟨x, z̄(z)⟩+ 1

η
∥x∥22 (26)

where z̄(z) =
∑z−1

τ=1 ḡ(τ) and ḡ(τ) = 1
n

∑n
i=1 gi(τ). In the following, we will bound the regret of

any learner i by analyzing the regret of the virtual decisions on a sequence of linear losses defined
by ḡ(1), . . . , ḡ(T/L) and the distance ∥xi(z)− x̄(z)∥2 for any z ∈ [T/L].

To this end, we first introduce two useful lemmas.

Lemma 4 (Lemma 6.6 in Garber and Hazan (2016)) Let {ℓt(x)}Tt=1 be a sequence of functions
and x∗

t ∈ argminx∈K
∑t

τ=1 ℓτ (x) for any t ∈ [T ]. Then, it holds that

T∑
t=1

ℓt(x
∗
t )−min

x∈K

T∑
t=1

ℓt(x) ≤ 0.

Lemma 5 (Lemma 5 in Duchi et al. (2011)) Let ΠK(u, η) = argminx∈K⟨u,x⟩+ 1
η∥x∥

2
2. For any

u,v ∈ Rd, we have
∥ΠK(u, η)−ΠK(v, η)∥2 ≤

η

2
∥u− v∥2.

Let ℓ1(x) = ⟨x, ḡ(1)⟩+ 1
η∥x∥

2
2 and ℓz(x) = ⟨x, ḡ(z)⟩ for any z = 2, . . . , T/L. Combining Lemma

4 with the definition of x̄(z) in (26), for any x ∈ K, we have

T/L∑
z=1

⟨x̄(z + 1)− x, ḡ(z)⟩+ ∥x̄(2)∥22 − ∥x∥22
η

=

T/L∑
z=1

(ℓz(x̄(z + 1))− ℓz(x)) ≤ 0.

(27)

Then, combining with Assumptions 2 and 3, it is not hard to verify that

T/L∑
z=1

⟨x̄(z)− x, ḡ(z)⟩ =
T/L∑
z=1

⟨x̄(z + 1)− x, ḡ(z)⟩+
T/L∑
z=1

⟨x̄(z)− x̄(z + 1), ḡ(z)⟩

(27)
≤ ∥x∥22 − ∥x̄(2)∥22

η
+

T/L∑
z=1

⟨x̄(z)− x̄(z + 1), ḡ(z)⟩

≤R2

η
+

T/L∑
z=1

∥x̄(z)− x̄(z + 1)∥2∥ḡ(z)∥2

≤R2

η
+

T/L∑
z=1

η

2
∥ḡ(z)∥22

(21)
≤ R2

η
+

ηTLG2

2

(28)

where the third inequality is due to Lemma 5 and the definition of x̄(z) in (26).
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Next, we proceed to analyze the distance between x̄(z) and xi(z). Let zi(0) = 0 and z̄(0) = 0.
For any z ∈ [T/L] and i ∈ [n], Algorithm 1 ensures

xi(z) = argmin
x∈K

⟨x, zi(z − 1)⟩+ 1

η
∥x∥22.

According to Lemma 5, for any z ∈ [T/L] and i ∈ [n], we have

∥xi(z)− x̄(z)∥2 ≤
η

2
∥zi(z − 1)− z̄(z)∥2

≤η

2
∥zi(z − 1)− z̄(z − 1)∥2 +

η

2
∥ḡ(z − 1)∥2 ≤ 2ηLG

(29)

where the last inequality is due to Lemma 2 and (21).
Now, we are ready to derive the regret bound of any learner i. Due to Assumption 2, for any

z ∈ [T/L], t ∈ Tz , j ∈ [n], and x ∈ K, we have

ft,j(xi(z))− ft,j(x)

≤ft,j(xj(z))− ft,j(x) +G∥xj(z)− xi(z)∥2
≤⟨∇ft,j(xj(z)),xj(z)− x⟩+G∥xj(z)− x̄(z)∥2 +G∥x̄(z)− xi(z)∥2

(29)
≤ ⟨∇ft,j(xj(z)), x̄(z)− x+ xj(z)− x̄(z)⟩+ 4ηLG2

≤⟨∇ft,j(xj(z)), x̄(z)− x⟩+G∥xj(z)− x̄(z)∥2 + 4ηLG2

(29)
≤ ⟨∇ft,j(xj(z)), x̄(z)− x⟩+ 6ηLG2.

(30)

Then, for any x ∈ K, it is not hard to verify that

T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(xi(z))−
T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(x)

(30)
≤

T/L∑
z=1

∑
t∈Tz

n∑
j=1

⟨∇ft,j(xj(z)), x̄(z)− x⟩+ 6nηLTG2

=

T/L∑
z=1

n⟨ḡ(z), x̄(z)− x⟩+ 6nηLTG2
(28)
≤ nR2

η
+

13nηLTG2

2

which completes this proof.

Appendix B. Proof of Theorem 2

This proof is similar to that of Theorem 1, but some specific extensions are required for utilizing the
strong convexity of functions. First, for z = 2, . . . , T/L+ 1, we define a virtual decision

x̄(z) = argmin
x∈K

⟨x, z̄(z)⟩+ (z − 1)Lα

2
∥x∥22 (31)

where z̄(z) =
∑z−1

τ=1 d̄(τ) and d̄(τ) = 1
n

∑n
i=1 di(τ). In the following, we will bound the regret

of any learner i by analyzing the regret of x̄(2), . . . , x̄(T/L + 1) on a sequence of loss functions
defined by d̄(1), . . . , d̄(T/L) and the distance ∥xi(z)− x̄(z + 1)∥2 for any z ∈ [T/L].
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Specifically, for any z ∈ [T/L], we define ℓz(x) = ⟨x, d̄(z)⟩+ Lα
2 ∥x∥22. Combining Lemma 4

with the definition in (31), for any x ∈ K, we have

T/L∑
z=1

(
⟨x̄(z + 1)− x, d̄(z)⟩+ Lα

2
(∥x̄(z + 1)∥22 − ∥x∥22)

)

=

T/L∑
z=1

(ℓz(x̄(z + 1))− ℓz(x)) ≤ 0.

(32)

We also notice that for any z = 3, . . . , T/L, Algorithm 2 ensures

xi(z) = argmin
x∈K

⟨x, zi(z − 1)⟩+ (z − 2)Lα

2
∥x∥22. (33)

Combining Lemma 5 with (31) and (33), for any z = 3, . . . , T/L, we have

∥xi(z)− x̄(z − 1)∥2 ≤
1

(z − 2)Lα
∥zi(z − 1)− z̄(z − 1)∥2

≤3(G+ αR)

(z − 2)α

(34)

where the last inequality is due to Lemma 3.
To bound ∥xi(z)− x̄(z + 1)∥2, we still need to analyze the term ∥x̄(z − 1)− x̄(z + 1)∥2. Let

Fz(x) =
∑z

τ=1 ℓτ (x) for any z ∈ [T/L]. It is easy to verify that Fz(x) is (zLα)-strongly convex
over K, and x̄(z + 1) = argminx∈K Fz(x). Note that as proved by Hazan and Kale (2012), for any
α-strongly convex function f(x) : K 7→ R and x ∈ K, it holds that

α

2
∥x− x∗∥22 ≤ f(x)− f(x∗) (35)

where x∗ = argminx∈K f(x). Moreover, for any x,y ∈ K and z ∈ [T/L], we have

|ℓz(x)− ℓz(y)| ≤ |⟨∇ℓz(x),x− y⟩| ≤ ∥∇ℓz(x)∥2∥x− y∥2

=∥d̄(z) + αLx∥2∥x− y∥2
(25)
≤ L(G+ 2αR)∥x− y∥2.

(36)

Then, for any z = 3, . . . , T/L, it is not hard to verify that

∥x̄(z − 1)− x̄(z + 1)∥22
(35)
≤ 2

zLα
(Fz(x̄(z − 1))− Fz(x̄(z + 1)))

=
2

zLα

(
Fz−2(x̄(z − 1))− Fz−2(x̄(z + 1)) +

z∑
τ=z−1

(ℓτ (x̄(z − 1))− ℓτ (x̄(z + 1)))

)
(31)
≤ 2

zLα

z∑
τ=z−1

(ℓτ (x̄(z − 1))− ℓτ (x̄(z + 1)))
(36)
≤ 4(G+ 2αR)

zα
∥x̄(z − 1)− x̄(z + 1)∥2

which implies that

∥x̄(z − 1)− x̄(z + 1)∥2 ≤
4(G+ 2αR)

zα
. (37)
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Combining (34) and (37), for any z = 3, . . . , T/L, we have

∥xi(z)− x̄(z + 1)∥2 ≤∥xi(z)− x̄(z − 1)∥2 + ∥x̄(z − 1)− x̄(z + 1)∥2

≤3(G+ αR)

(z − 2)α
+

4(G+ 2αR)

zα
≤ 7G+ 11αR

(z − 2)α
.

(38)

For z = 1 and z = 2, because of xi(1) = xi(2) = 0 and Assumption 3, we have

∥xi(z)− x̄(z + 1)∥2 = ∥x̄(z + 1)∥2 ≤ R. (39)

Now, we are ready to derive the regret bound of any learner i. For brevity, let ϵz = 7G+11αR
(z−2)α for

any z = 3, . . . , T/L and ϵz = R for z ∈ {1, 2}. For any z ∈ [T/L], t ∈ Tz , j ∈ [n], and x ∈ K,
because of Assumptions 2 and 4, we have

ft,j(xi(z))− ft,j(x)

≤ft,j(xj(z))− ft,j(x) +G∥xj(z)− xi(z)∥2
≤⟨∇ft,j(xj(z)),xj(z)− x⟩ − α

2
∥xj(z)− x∥22 +G∥xj(z)− x̄(z + 1) + x̄(z + 1)− xi(z)∥2

≤⟨∇ft,j(xj(z)), x̄(z + 1)− x⟩ − α

2
∥xj(z)− x∥22 + ⟨∇ft,j(xj(z)),xj(z)− x̄(z + 1)⟩+ 2Gϵz

≤⟨∇ft,j(xj(z)), x̄(z + 1)− x⟩ − α

2
∥xj(z)− x∥22 +G∥xj(z)− x̄(z + 1)∥2 + 2Gϵz

≤⟨∇ft,j(xj(z)), x̄(z + 1)− x⟩ − α

2
∥xj(z)− x∥22 + 3Gϵz

where the third and last inequalities are due to (38) and (39).
Moreover, we also have

∥xj(z)− x∥22 =∥xj(z)− x̄(z + 1)∥22 + 2⟨xj(z), x̄(z + 1)− x⟩+ ∥x∥22 − ∥x̄(z + 1)∥22
≥2⟨xj(z), x̄(z + 1)− x⟩+ ∥x∥22 − ∥x̄(z + 1)∥22.

Combining the above two inequalities, for any z ∈ [T/L], t ∈ Tz , j ∈ [n], and x ∈ K, we have

ft,j(xi(z))− ft,j(x)

≤⟨∇ft,j(xj(z)), x̄(z + 1)− x⟩ − α

2

(
2⟨xj(z), x̄(z + 1)− x⟩+ ∥x∥22 − ∥x̄(z + 1)∥22

)
+ 3Gϵz

=⟨∇ft,j(xj(z))− αxj(z), x̄(z + 1)− x⟩+ α

2

(
∥x̄(z + 1)∥22 − ∥x∥22

)
+ 3Gϵz.

From the above inequality, it is not hard to verify that
T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(xi(z))−
T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(x)

≤
T/L∑
z=1

∑
t∈Tz

n∑
j=1

(
⟨∇ft,j(xj(z))− αxj(z), x̄(z + 1)− x⟩+ α

2

(
∥x̄(z + 1)∥22 − ∥x∥22

)
+ 3Gϵz

)

=n

T/L∑
z=1

(
⟨d̄(z), x̄(z + 1)− x⟩+ Lα

2
(∥x̄(z + 1)∥22 − ∥x∥22)

)
+ 3nLG

T/L∑
z=1

ϵz

(32)
≤ 3nLG

T/L∑
z=1

ϵz.
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Finally, combining the above inequality with the definition of ϵz , we have

T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(xi(z))−
T/L∑
z=1

∑
t∈Tz

n∑
j=1

ft,j(x) ≤6nLGR+
3nLG(7G+ 11αR)

α

T/L−2∑
z=1

1

z

≤3nLG(7G+ 13αR)(ln(T/L) + 1)

α

where the last inequality is due to
∑T/L−2

z=1
1
z ≤ ln(T/L) + 1.

Appendix C. Proof of Theorem 3

Recall that Wan et al. (2022) have established an Ω(n
√
T ) lower bound by extending the classical

randomized lower bound for OCO (Abernethy et al., 2008) to D-OCO. The main limitation of their
analysis is that they ignore the topology of the graph G and the spectral properties of the matrix P .
To address this limitation, our main idea is to refine their analysis by carefully choosing G and P .

Specifically, let A ∈ Rn×n denote the adjacency matrix of G, and let δi denote the degree of
node i. As presented in (8) of Duchi et al. (2011), for any connected undirected graph, there exists
a specific choice of the communication matrix P satisfying Assumption 1, i.e.,

P = In − 1

δmax + 1
(D −A) (40)

where In is the identity matrix, δmax = max{δ1, . . . , δn}, and D = diag{δ1, . . . , δn}. Moreover,
Duchi et al. (2011) have discussed the connection of the spectral gap 1 − σ2(P ) and the network
size n for several classes of interesting networks. Here, we need to utilize the 1-connected cycle
graph, i.e., constructing the graph G by placing the n nodes on a circle and only connecting each
node to one neighbor on its right and left. We can derive the following lemma for the 1-connected
cycle graph.

Lemma 6 For the 1-connected cycle graph with n = 2(m+1) where m denotes a positive integer,
the communication matrix defined in (40) satisfies

π2

1− σ2(P )
≤ 4n2.

Then, we only need to derive a lower bound of Ω(n
√
nT ) because combining it with Lemma 6 will

complete this proof. To this end, we set

ft,n−⌈m/2⌉+2(x) = · · · = ft,n(x) = ft,1(x) = ft,2(x) = · · · = ft,⌈m/2⌉(x) = 0

and carefully choose other local functions ft,⌈m/2⌉+1(x), . . . , ft,n−⌈m/2⌉+1(x). According to the
topology of the 1-connected cycle graph, it is easy to verify that the learner 1 cannot receive the
information generated by learners ⌈m/2⌉ + 1, . . . , n − ⌈m/2⌉ + 1 at round t unless there exist
⌈m/2⌉ communication rounds since round t.

Let K = ⌈m/2⌉, Z = ⌊(T − 1)/K⌋, cZ+1 = T , and ci = iK for i = 0, . . . , Z. The total T
rounds can be divided into the following Z + 1 intervals

[c0 + 1, c1], [c1 + 1, c2], . . . , [cZ + 1, cZ+1].
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To maximize the impact of the communication and the topology on the regret of learner 1, for any
i ∈ {0, . . . , Z} and t ∈ [ci +1, ci+1], we will set ft,⌈m/2⌉+1(x) = · · · = ft,n−⌈m/2⌉+1(x) = hi(x).
In this way, the global loss function can be written as

ft(x) = (n− 2K + 1)hi(x) (41)

for any i ∈ {0, . . . , Z} and t ∈ [ci + 1, ci+1]. Moreover, according to the above discussion, the
decisions x1(ci + 1), . . . ,x1(ci+1) for any i ∈ {0, . . . , Z} are made before the function hi(x) can
be revealed to learner 1. As a result, we can utilize the classical randomized strategy to select hi(x)
for any i ∈ {0, . . . , Z}, and derive an expected lower bound for RT,1.

To be precise, we independently select hi(x) = ⟨wi,x⟩ for any i ∈ {0, . . . , Z}, where the
coordinates of wi are ±G/

√
d with probability 1/2 and hi(x) satisfies Assumption 2. It is not hard

to verify that

Ew0,...,wZ [RT,1]

(41)
= Ew0,...,wZ

[
Z∑
i=0

ci+1∑
t=ci+1

(n− 2K + 1)hi(x1(t))−min
x∈K

Z∑
i=0

ci+1∑
t=ci+1

(n− 2K + 1)hi(x)

]

=(n− 2K + 1)Ew0,...,wZ

[
Z∑
i=0

ci+1∑
t=ci+1

⟨wi,x1(t)⟩ −min
x∈K

Z∑
i=0

(ci+1 − ci)⟨wi,x⟩

]

=− (n− 2K + 1)Ew0,...,wZ

[
min
x∈K

Z∑
i=0

(ci+1 − ci)⟨wi,x⟩

]

=− (n− 2K + 1)Ew0,...,wZ

 min
x∈{−R/

√
d,R/

√
d}d

〈
x,

Z∑
i=0

(ci+1 − ci)wi

〉

(42)

where the third equality is due to Ew0,...,wZ [w
⊤
i x1(t)] = 0 for any t ∈ [ci + 1, ci+1], and the last

equality is because a linear function is minimized at the vertices of the cube.
Then, let ϵ01, . . . , ϵ0d, . . . , ϵZ1, . . . , ϵZd be independent and identically distributed variables

with Pr(ϵij = ±1) = 1/2 for i ∈ {0, . . . , Z} and j ∈ {1, . . . , d}. Combining with (42), we
further have

Ew0,...,wZ [RT,1] =− (n− 2K + 1)Eϵ01,...,ϵZd

 d∑
j=1

− R√
d

∣∣∣∣∣
Z∑
i=0

(ci+1 − ci)
ϵijG√

d

∣∣∣∣∣


=(n− 2K + 1)RGEϵ01,...,ϵZ1

[∣∣∣∣∣
Z∑
i=0

(ci+1 − ci)ϵi1

∣∣∣∣∣
]

≥(n− 2K + 1)RG√
2

√√√√ Z∑
i=0

(ci+1 − ci)2

≥(n− 2K + 1)RG√
2

√
(cZ+1 − c0)2

Z + 1
=

(n− 2K + 1)RGT√
2(Z + 1)

(43)

where the first inequality is due to the Khintchine inequality and the second inequality is due to the
Cauchy-Schwarz inequality.
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Note that the expected lower bound in (43) implies that for any D-OCO algorithm, there exists
a particular choice of w0, . . . ,wZ such that

RT,1 ≥
(n− 2K + 1)RGT√

2(Z + 1)
≥ n

√
2nRGT

4
√
8T − 8 + n

where the last inequality is due to

n− 2K + 1√
Z + 1

=
n− 2⌈m/2⌉+ 1√

⌊(T − 1)/⌈m/2⌉⌋+ 1
≥ n−m− 1√

(T − 1)/⌈m/2⌉+ 1

=
(m+ 1)

√
m+ 1√

((T − 1)/⌈m/2⌉+ 1)(m+ 1)

≥ (m+ 1)
√
m+ 1√

4T − 4 +m+ 1
=

n
√
n

2
√
8T − 8 + n

.

(44)

If n ≤ 8T + 8, combining the above result on RT,1 with Lemma 6, we have

RT,1 ≥
n
√
πRG

√
T

16(1− σ2(P ))1/4
.

Otherwise, we have 8T − 8 + n < 2n, and thus RT,1 ≥ nRGT
4 .

Appendix D. Proof of Lemma 6

We start this proof by introducing a general lemma regarding the spectral gap of the communication
matrix P defined in (40).

Lemma 7 (Lemma 4 of Duchi et al. (2011)) Let δi denote the degree of each node i in a connected
undirected graph G. For the graph G, the matrix P defined in (40) satisfies

σ2(P ) ≤ max

{
1− δmin

δmax + 1
λn−1(L),

δmax

δmax + 1
λ1(L)− 1

}
where δmin = min{δ1, . . . , δn}, δmax = max{δ1, . . . , δn}, L denotes the normalized graph Lapla-
cian of G, and λi(L) denotes the i-th largest real eigenvalue of L.

Moreover, for the 1-connected cycle graph, Duchi et al. (2011) have proved that L has the following
eigenvalues {

1− cos

(
2πi

n

)∣∣∣∣ i = 1, · · · , n
}
.

Therefore, because of n = 2(m+ 1), it is easy to verify that

λ1(L) = 1− cos

(
2(m+ 1)π

n

)
= 1− cos(π) = 2.

Moreover, because of n = 2(m+ 1) and cos(x) = cos(2π − x) for any x, we have

λn−1(L) = min

{
1− cos

(
2π

n

)
, 1− cos

(
2π(n− 1)

n

)}
= 1− cos

(
π

m+ 1

)
≥ π2

4(m+ 1)2
.
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Since the 1-connected cycle graph also satisfies that δmax = δmin = 2, by using Lemma 7, we have

σ2(P ) ≤ max

{
1− 2

3
λn−1(L),

1

3

}
= 1− 2

3
λn−1(L) ≤ 1− π2

6(m+ 1)2

where the equality is due to λn−1(L) ≤ 1− cos(π/2) ≤ 1. Finally, it is easy to verify that

π2

1− σ2(P )
≤ 6(m+ 1)2 ≤ 4n2.

Appendix E. Proof of Theorem 4

This proof is similar to the proof of Theorem 3. The main modification is to make the previous local
functions α-strongly convex by adding a term α

2 ∥x∥
2
2.

To be precise, let K = ⌈m/2⌉, Z = ⌊(T − 1)/K⌋, cZ+1 = T , and ci = iK for i = 0, . . . , Z.
We still divide the total T rounds into the following Z + 1 intervals

[c0 + 1, c1], [c1 + 1, c2], . . . , [cZ + 1, cZ+1].

At each round t, we simply set

ft,n−⌈m/2⌉+2(x) = · · · = ft,n(x) = ft,1(x) = ft,2(x) = · · · = ft,⌈m/2⌉(x) =
α

2
∥x∥22

which satisfies Assumption 2 with G = 2αR and the definition of α-strongly convex functions.
Moreover, for any i ∈ {0, . . . , Z} and t ∈ [ci + 1, ci+1], we set

ft,⌈m/2⌉+1(x) = · · · = ft,n−⌈m/2⌉+1(x) = hi(x) = ⟨wi,x⟩+
α

2
∥x∥22

where the coordinates of wi are ±αR/
√
d with probability 1/2. Note that hi(x) satisfies Assump-

tion 2 with G = 2αR and Assumption 4. Following the proof of Theorem 3, we set G as the
1-connected cycle graph, which ensures that the decisions x1(ci+1), . . . ,x1(ci+1) are independent
of wi.

Then, let w̄ = 1
αT

∑Z
i=0(ci+1 − ci)wi. The total loss for any x ∈ K is equal to

T∑
t=1

ft(x) =

Z∑
i=0

(ci+1 − ci)
(
(n− 2K + 1)⟨wi,x⟩+

αn

2
∥x∥22

)
=α(n− 2K + 1)T ⟨w̄,x⟩+ αnT

2
∥x∥22

=
αT

2

(∥∥∥∥√nx+
(n− 2K + 1)√

n
w̄

∥∥∥∥2
2

−
∥∥∥∥(n− 2K + 1)√

n
w̄

∥∥∥∥2
2

)
.

(45)

According to the definition of wi, the absolute value of each element in −n−2K+1
n w̄ is bounded by

n− 2K + 1

nαT

Z∑
i=0

(ci+1 − ci)αR√
d

=
(n− 2K + 1)R

n
√
d

≤ R√
d
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which implies that −n−2K+1
n w̄ belongs to K = [−R/

√
d,R/

√
d]d.

By further combining with (45), we have

argmin
x∈K

T∑
t=1

ft(x) = −n− 2K + 1

n
w̄ and min

x∈K

T∑
t=1

ft(x) = −αT

2

∥∥∥∥(n− 2K + 1)√
n

w̄

∥∥∥∥2
2

.

As a result, it is not hard to verify that

Ew0,...,wZ [RT,1]

=Ew0,...,wZ

[
Z∑
i=0

ci+1∑
t=ci+1

(
(n− 2K + 1)⟨wi,x1(t)⟩+

αn

2
∥x1(t)∥22

)
+

αT

2

∥∥∥∥(n− 2K + 1)√
n

w̄

∥∥∥∥2
2

]

≥Ew0,...,wZ

[
Z∑
i=0

ci+1∑
t=ci+1

(n− 2K + 1)⟨wi,x1(t)⟩+
α(n− 2K + 1)2T

2n
∥w̄∥22

]

=Ew0,...,wZ

[
α(n− 2K + 1)2T

2n
∥w̄∥22

]
where the last equality is due to Ew0,...,wZ [w

⊤
i x1(t)] = 0 for any t ∈ [ci + 1, ci+1].

Next, let ϵ01, . . . , ϵ0d, . . . , ϵZ1, . . . , ϵZd be independent and identically distributed variables with
Pr(ϵij = ±1) = 1/2 for i ∈ {0, . . . , Z} and j ∈ {1, . . . , d}. Combining the definition of w̄ with
the above equality, we further have

Ew0,...,wZ [RT,1] =
(n− 2K + 1)2

2αnT
Ew0,...,wZ

∥∥∥∥∥
Z∑
i=0

(ci+1 − ci)wi

∥∥∥∥∥
2

2


=
(n− 2K + 1)2

2αnT
Eϵ01,...,ϵZd

 d∑
j=1

∣∣∣∣∣
Z∑
i=0

(ci+1 − ci)
ϵijαR√

d

∣∣∣∣∣
2


=
α(n− 2K + 1)2R2

2nT
Eϵ01,...,ϵZ1

∣∣∣∣∣
Z∑
i=0

(ci+1 − ci)ϵi1

∣∣∣∣∣
2


=
α(n− 2K + 1)2R2

2nT

Z∑
i=0

(ci+1 − ci)
2 ≥ α(n− 2K + 1)2R2T

2n(Z + 1)

(46)

where the inequality is due to the Cauchy-Schwarz inequality and (cZ+1 − c0)
2 = T 2.

The expected lower bound in (46) implies that for any D-OCO algorithm, there exists a particular
choice of w0, . . . ,wZ such that

RT,1 ≥
α(n− 2K + 1)2R2T

2n(Z + 1)

(44)
≥ αn2R2T

8(8T − 8 + n)
.

If n ≤ 8T + 8, according to Lemma 6, by using the communication matrix P defined in (40), we
have

RT,1 ≥
απnR2

256
√
1− σ2(P )

.

Otherwise, we have 8T − 8 + n < 2n, and thus RT,1 ≥ αnR2T
16 .
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Appendix F. Regret Bound of D-FTAL

Note that Wan et al. (2021) originally develop a projection-free version of D-FTAL for α-strongly
convex functions, which also adopts the blocking update mechanism to update the decision of each
learner. Following the notations in our Algorithm 2, at the end of each block z = 1, . . . , T/L, each
learner i of their algorithm updates as

zi(z + 1) =
∑
j∈Ni

Pijzj(z) + di(z)

xi(z + 1) = CG(K,K, Fz,i(x),xi(z))

(47)

where Fz,i(x) = ⟨zi(z + 1),x⟩ + zLα
2 ∥x∥22, and xi(z + 1) is computed by utilizing the classical

conditional gradient (CG) method (Frank and Wolfe, 1956; Jaggi, 2013) with the initialization xi(z)
and K iterations to minimize the function Fz,i(x) over the decision set K.

According to Theorem 1 of Wan et al. (2021), under Assumptions 1, 2, 3, and 4, their algorithm
can achieve the following regret bound

RT,i ≤

(
2nL(G+ 2αR)2

α
+

3GL(G+ αR)n3/2

αρ

)
(1 + ln(T/L)) +

12nGRT√
K + 2

. (48)

By substituting K = L = T 2/3 into (48), they derive an O(n3/2ρ−1T 2/3 log T ) regret bound for
strongly convex functions. However, this choice of K and L is for achieving the projection-free
property, i.e., only one CG iteration based on a linear optimization step is utilized per round on
average. It is easy to derive an improved regret bound of O(n3/2ρ−1 log T ) for strongly convex
functions by substituting K = ∞ and L = 1 into (48). Moreover, one can verify that by setting
K = ∞ and L = 1, the algorithm of Wan et al. (2021) reduces to D-FTAL in (5) because the
second step in (47) now is equivalent to computing xi(z + 1) = argminx∈K Fz,i(x) exactly via the
projection operation.
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