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Abstract

Composite quantile regression has been used to obtain robust estimators of regression coefficients
in linear models with good statistical efficiency. By revealing an intrinsic link between the com-
posite quantile regression loss function and the Wasserstein distance from the residuals to the set of
quantiles, we establish a generalization of the composite quantile regression to the multiple-output
settings. Theoretical convergence rates of the proposed estimator are derived both under the setting
where the additive error possesses only a finite /-th moment (for / > 2) and where it exhibits a
sub-Weibull tail. In doing so, we develop novel techniques for analyzing the M-estimation problem
that involves Wasserstein-distance in the loss. Numerical studies confirm the practical effectiveness
of our proposed procedure.
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1. Introduction

The area of robust statistics has seen a revival of interest in recent years, both in Statistics and
Computer Science. This is partly due to the fact that the massive surge in data volumes brings about
a significant demand for efficient and precise analysis of heavy-tailed or partially corrupted data
(Eklund et al., 2016; Wang et al., 2015; Szegedy et al., 2014). Compared to earlier works in this area
pioneered by Tukey and McLaughlin (1963) and Huber (1964, 1965), modern treatment of this topic
focuses more on handling multivariate data. For instance, in the area of robust mean estimation,
Diakonikolas et al. (2020); Lugosi and Mendelson (2021); Depersin and Lecué (2022); Minasyan
and Zhivotovskiy (2023) have proposed various extensions of univariate robust mean procedures
such as the trimmed mean estimator (Tukey and McLaughlin, 1963) and median of means estimator
(Nemirovskij and Yudin, 1983; Jerrum et al., 1986; Alon et al., 1996) to the multivariate setting. We
witness a similar surge in research interest in the area of robust covariance estimation (Mendelson
and Zhivotovskiy, 2020; Abdalla and Zhivotovskiy, 2022; Minasyan and Zhivotovskiy, 2023).

In this work, we focus on the topic of robust linear regression with potentially multivariate
response variable, where a covariate-response pair (X,Y") € R? x R? with joint distribution pXY)
is generated from

Y =b0"X +¢, )]

with regression coefficients b* € R%*P, a zero-mean covariate vector X € RP and a noise vec-
tor ¢ taking values in R independent of X. Given independent and identically distributed (i.i.d)
covariate-response pairs (X1,Y1), ... (Xp,Yy) drawn from PC5Y) | our goal is to estimate b*. The
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contamination of a linear model is mainly captured by two different mechanisms: heavy-tailed noise
(Catoni, 2012; Lugosi and Mendelson, 2019) and outlier contamination (Szegedy et al., 2014; Hu-
ber, 2004). When d = 1, both directions have thrived in recent years (Nguyen and Tran, 2013;
Fan et al., 2017; Sun et al., 2020; Sasai and Fujisawa, 2020; Pensia et al., 2020; Adomaityte et al.,
2023). However, in the context of multiple-output linear regression, where d > 1, the literature is
notably scant. In this work, we go beyond the case of the univariate response variable to the case of
the multiple-output linear model under possibly heavy-tailed noise.

One popular way to tackle the heavy-tailed error is based on the quantile regression (Koenker
and Bassett, 1978; Wang et al., 2007; Li and Zhu, 2008; Zou and Yuan, 2008; Wu and Liu, 2009;
Belloni and Chernozhukov, 2011). In the case of univariate linear regression, although the ordinary
least square (OLS) estimator is widely recognized as the best unbiased estimator when the random
error follows a Gaussian distribution since it attains the Cramer—Rao lower bound, it may not per-
form well when the random error is heavy-tailed, as the mean squared error of the OLS estimator
is proportional to the second moment of the random error term. This issue can be addressed by
using the quantile regression estimator (Koenker and Bassett, 1978). Unlike the OLS estimator,
which estimates the conditional mean function, the quantile regression estimator aims to estimate
the conditional quantile function of Y given X. Thanks to the robustness of quantiles, the quantile
regression estimator is less affected by outliers or heavy-tailed distributions. However, the relative
efficiency of the quantile regression estimator compared to the OLS estimator, i.e. the asymptotic
variance of OLS estimator to that of the CQR estimator, can be arbitrarily small based on their
respective asymptotic variances. Zou and Yuan (2008) proposed a solution to this issue through
the composite quantile regression (CQR) method, whose loss function aggregates multiple quantile
regression loss functions. Specifically, for d = 1 and any K € N, the CQR estimator b is obtained
by the following optimization problem

n K
(G- 4k, b) = argmin > > pr (Vi — X — qr), )
q1,-,qK ER, bERIXP ;1 1

where p.(t) is the so-called check function defined as p,(t) = max{t,0} + (7 — 1)t forany t € R,
and 7, = k/(K + 1). Zou and Yuan (2008) showed that the CQR estimator can achieve at least
70% relative efficiency compared to the OLS estimator even for Gaussian noise. However, when
d > 2, the CQR estimator b does not have a natural extension due to the lack of a proper definition
for multivariate rank/quantile and the corresponding multivariate check function.

One of the key contributions of this study is the development of a multiple-output composite
quantile regression (MCQR) estimator. The definition of our proposed estimator is closely related
to the concept of the Monge—Kantorovich (MK) ranks/quantiles, which are multivariate generaliza-
tion of ranks and quantiles from the view of optimal transport developed by Chernozhukov et al.
(2017) and Hallin et al. (2021). Intuitively, the univariate cumulative distribution function (CDF)
and the quantile function of any probability distribution PX can be viewed as optimal transport
maps between P and a reference distribution, e.g. the uniform distribution U[0, 1]. This perspec-
tive allows for a natural extension of ranks and quantiles to multivariate distributions. Compared
to many previous extensions based on Tukey’s depth (Tukey, 1975), MK-ranks/quantiles have sev-
eral advantages, including the ability to capture more complex and possibly non-convex quantile
contours and allowing for distribution-free inference in multivariate settings. Please refer to Hallin
(2022) for a comprehensive introduction to the MK-ranks/quantiles.
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A crucial observation in constructing our MCQR estimation is that the univariate CQR loss func-
tion can be equivalently described as the Wasserstein product between the empirical distribution of
the residuals (Y; — bX; : 4 = 1,...,n) and the uniform distribution U [0, 1]. Here, the “Wasserstein
product’ between two distributions P and @ is the maximum of E(XY") over all couplings (X,Y")
with marginal distributions X ~ P and Y ~ ). When @ is viewed as a reference distribution,
this optimal coupling is exactly the same as in MK-quantiles. See (4) for a formal definition and
more detailed discussion. This alternative viewpoint allows us to circumvent the need of defining
individual multivariate check functions and instead formulate the MCQR loss in terms of the MK-
quantiles. It is worthwhile to note that while various previous studies in the literature have attempted
to extend the concept of quantile regression to the multiple-output setting (Hallin et al., 2010; Kong
and Mizera, 2012; Hallin et al., 2015; Carlier et al., 2016; del Barrio et al., 2022), the majority have
concentrated on estimating the quantile contours rather than focusing on the robust estimation of
the regression coefficients. See Section 2 for a more detailed discussion of our proposed method.

Then in Section 3 we investigate the theoretical guarantees of the MCQR estimator. We first
prove the consistency result when the random noise is only assumed to have finite ¢-th moment for
some ¢ > 2 (see Theorem 5). Then a faster convergence rate is established when we assume a
noise distribution with a sub-Weibull tail (see Theorem 8). We highlight that the MCQR procedure
represents an M-estimation problem incorporating the Wasserstein distance within its loss function,
for which the empirical process theory tools used in traditional M-estimators are not directly appli-
cable. To the best of our knowledge, Theorem 5 and Theorem 8 are the first results that establish
the consistency and convergence rate of an M-estimation where the loss function involves the 2-
Wasserstein distance. New theoretical tools were developed along the way, which we believe may
be of independent interest in future research. Please refer to Section 3 for detailed descriptions of
the Theorems and proof sketches.

1.1. Related works

Various definitions of multiple-output quantile regression have been proposed in the past, includ-
ing the depth-based directional method (Hallin et al., 2010; Kong and Mizera, 2012; Hallin et al.,
2015), the M-quantile (Koltchinskii, 1997), the spatial quantile (Chaudhuri, 1996; Chakraborty and
Chaudhuri, 2014), among others. As remarked above, unlike our work, all these approaches focus
on estimating the quantile contours of the response variable. In addition, these definition of mul-
tivariate quantiles do not preserve the quintessential attributes of the univariate quantile, notably
distribution-freeness and the Glivenko-Cantelli property (Hallin et al., 2021). Furthermore, their
quantile contours are constrained to be convex, which hinders performance when data distribution
exhibits non-convex level sets.

In contrast, Chernozhukov et al. (2017) and Hallin et al. (2021) introduced a novel multivariate
quantile/rank framework based on optimal transport. This framework adeptly captures level set non-
convexities while retaining the distribution-freeness and the Glivenko-Cantelli property, hallmarks
of the univariate rank/quantile (Chernozhukov et al., 2017; Hallin et al., 2021). Several applications
in multivariate statistics have been established successfully (Deb and Sen, 2021; del Barrio et al.,
2022; Hallin et al., 2023; Shi et al., 2024). We refer to a comprehensive survey Hallin (2022) and
references therein. Building upon this groundwork, Carlier et al. (2016) and del Barrio et al. (2022)
proposed two notions of multiple-output quantile regression, though concentrating primarily on the
estimation of conditional quantile functions rather than the regression coefficients themselves.
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1.2. Notation

For n € N, write [n] := {1,...,n}. For any vector v € R%, we write ||v|| := (X e vjz)l/Q.

For any matrix M € RP*?, we define | M || := (Tr(MTM))lﬂ. We denote S%~! to be the unit
sphere in R?. For any measurable function f : X — R, we denote f* () := max{f(z), 0} as its
positive part, and f~ (z) := max{— f(x), 0} as its negative part. We write B as the Borel o-algebra
of R%. Write P;(R?) as the set of Borel probability measures defined on (R¢, B) with finite /-th
order moments for ¢ € N and P,.(R%) be the set of probability measures on the same space that
are absolutely continuous with respect to the Lebesgue measure. For any random variable X on
RY, write PX for the associated probability measure and P\ := %2?21 dx, for the associated
empirical distribution where X1, ..., X,, are n independent copies of X and ¢, denote the Dirac
measure on .

2. The MCQR construction

In this section, we present a generalization of the traditional CQR when the dimension of the re-
sponse variable d is greater than 1. We start by revisiting the univariate CQR estimator, and show-
ing that at the population level, it can be seen as the minimizer of the Wasserstein product between
PY =X and the uniform reference distribution U[0, 1], which allows a multivariate generalization.
Moreover, we justify that the choice of the reference distribution does not affect the population min-
imizer in this problem, thus allowing us to select more natural reference distributions in multivariate
settings.

2.1. Univariate CQR revisited

Since q1, . .., qx in (2) have the interpretation of quantiles associated with 71, ..., Tx, it is natural
to further constrain the optimization by assuming ¢; < --- < gg. Let M denote the set of all
increasing functions on R, then (2) with this additional constraint can be viewed as the empirical
version of the following optimization problem

1
arg min E{pT (Y —bX — q(T))} = argmin E{/ or (Y —bX — q(T))dT}, 3)
gEM, beRIXP qEM,bERIXP 0

where (X,Y) ~ PXY) and T ~ U0, 1]. The following lemma indicates that, when d = 1, the true
regression coefficient b* in (1) and the quantile function ¢7 : 7 — inf{y € R : P*(—o0,y] > 7} of
¢ form a solution of (3). As we will see from Lemma 2 and Proposition 3, this is actually the unique
solution to the problem.

Lemma 1 Under the linear model (1), we have

1
(b*,qf) € argmin IE/ pr (Y —bX — q(7))dr.
bERI*P ge M 0

In fact, an inspection of the proof (see Section A.3) of the above lemma reveals thatif 71, ..., 7x
converges to a distribution P# with support Z rather than to U[0, 1], then a similar result to Lemma 1
holds provided that we modify the convex check functions p, : R — RT for 7 € Z so that
they satisfy Fy' o Fz(1) € argming E p, (W — 6) for all random variables W with absolutely
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continuous distributions. However, generalizing the check functions beyond the univariate setting is
difficult. While some attempts have been made (Chaudhuri, 1996; Koltchinskii, 1997), the resulting
multivariate quantiles, defined through the minimizer of these generalized check functions, lack key
properties of their univariate counterparts (see our discussion in Section 1.1, as well as empirical
comparisons in Section 4). Instead, our work takes a different approach and generalizes the CQR
population loss function as a whole rather than individual check functions. A key observation that
allows us to achieve this is the following reformulation of the loss function of (3) in Lemma 2 below.
To state the lemma, we define the Wasserstein product between P, ) € Pg(Rd) as

(P, Qhwy == sup / () dy(z, ), 4

v€C(P,Q)

where C(P, Q) denotes the set of all couplings between P and @, i.e. for any v € C(P,Q), and
measureable subsets A, B C R%, we have 7(A x RY) = P(A) and v(R? x B) = Q(B). The name
‘Wasserstein product’ stems from its intrinsic link with the 2-Wasserstein distance: %WQQ(P, Q) =
[ =2 dP(z) + 5 [1lyl|>dQ(y) — (P, @)w,. We will often slightly abuse notation to write
(X, YY)y, instead of (PX, PY )yy,.

Lemma 2 Suppose that X ~ PX is mean-zero with finite second moment. For U ~ U|0, 1], and
a fixed b € RYP, we have

1
. 1
qlen/a E{/O pr(Y = bX — q(1)) dr} +5EY = (Y —bX,Ulw,.
The proof is deferred to Section A.4. Writing L(b;U) := (Y — bX,U))y,, Lemma 2 and Equa-
tion (3) imply that, the optimizer in b for the population CQR loss function in (3) is equal to
arg minycpaxp, £(b; U) when d = 1.

2.2. Multiple-output CQR via optimal transport

With the help of Lemma 2, we may regard L£(b; U) as a generalized population CQR loss function
for the multiple-output case (d > 2) for suitably chosen reference random vector U. The following
proposition (see Section A.5 for proof) verifies that under a mild condition this loss has a unique
minimizer and that is independent of the specific choice of U (see Section C for an intuitive illus-
tration).

Proposition 3 If P5, PV € Py(R?) N Pue(RY) and PX is not a point mass, then b* is the unique
minimizer of L(b; U).

There are various choices of the reference distribution of U, including the uniform distribution
on the unit cube (Chernozhukov et al., 2017; Deb and Sen, 2021) and the spherical uniform distri-
bution (Hallin et al., 2021; del Barrio et al., 2022). In this paper, we opt for the standard multivariate
normal distribution as the reference distribution, primarily motivated by its advantageous theoretical
characteristics. Moreover, we will also omit the specification of the reference distribution in the loss
function and simply write it as £(b) throughout the rest of the paper.

Proposition 3 motivates the following natural estimator of b* based on the Wasserstein product
of the empirical distributions.
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Definition 4 Given i.i.d. covariate-response pairs (X1,Y1), ..., (Xn,Yn) generated as in (1) and
a reference distribution PU € Py(R?) N Pue(RY) and Uy, ..., Up, i PY, the MCQR estimator
for b* is defined as

b € argmin Ly, ,,(b), where Ly (b) := (PY 75X P, 5)
beRAXP

The optimization procedure above is an M-estimation problem. However, unlike classical M-
estimation problems, the empirical loss function cannot be viewed as an empirical process of the
population loss (in fact, E(PY =X PUW,,, £ (PY =X PUY,y,), which prevents us from apply-
ing traditional empirical process theory techniques to obtain the convergence rate results directly.
Instead, a collection of new theoretical results is developed to better understand both the population
and empirical version of the Wasserstein product loss. Please refer to Section 3 for more details.
Secondly, it is worth noting that the empirical reference distribution PU is distinct from the distri-
bution of 7%’s in (2) when d = 1. Instead, we employ it as the reference distribution to redefine
the distribution function and the quantile function (refer to Section C for an example). Thus, even
when d = 1 with a uniform reference distribution, the plug-in estimator in (5) does not reduce to
the univariate CQR estimator (2). This can also be seen from the proof of Lemma 2. Therefore, our
proposed MCQR estimator (5) is different from the univariate CQR estimator that is studied in Zou
and Yuan (2008) but shares the same loss function at the population level. See also Figure 3(a) and
Figure 3(b) for an interesting difference in their robustness to contamination in one dimension.

2.3. Solving MCQR via linear programming

We describe here how the optimization problem can be solved in practice. Given {(X;,Y;)}, C
RP x R? and {U;}™, we define X = (X1,...,X,)" € R™PandY = (Y3,...,Y,)" € R™*d
and U = (Uy,...,Up)" € R™*4, Define

Com = {A €RT*™: A1, = 1,,/mand A" 1, = 1,,/n}.

Every m € Cp, , represents a coupling of P,(LX’Y) and PY in the sense that mr; ; denotes the mass to
be transported from (X;,Y;) to U;. Then by the definition of ((-, -))yy,, the optimization problem
in (5) can be written as

min max TI‘(UTW(Y —XbT)) = max min TI“(UTTF(Y — XbT))
beRdxp ﬂ'ecn,m ﬂ'ecn,m beRdxp

= max min {TI‘(UTWY) - TI‘(UTTFX[)T)},
7ECn,m bERIXP
where the exchange of the minimum and maximum is allowed as the objective is linear (von Neu-
mann, 1928). The dual formulation on the right-hand side is easier to handle since its inner minimum
is equal to —oo unless U ' X = 0. Hence, the dual problem of (5) is

max Tr(U'7Y)

ﬂ‘ECn,m

st. UlrX =0,

which can be solved by standard linear programming solvers. After obtaining the dual optimizer 7,
the MCQR estimator b is obtained via complementary slackness.
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3. Theoretical guarantees

In this section, we investigate the theoretical performance of the proposed estimator when adopting a
standard Gaussian reference distribution U ~ AN(0, I;). In Theorem 5, we provide a non-asymptotic
bound for the estimation error when only assuming a finite 2 + § moment condition on the random
noise term. Furthermore, we demonstrate in Theorem 8 that in cases where the distributions of both
the covariates and the noise exhibit a sub-Weibull tail, the MCQR estimator enjoys a faster rate of
convergence to the truth.

Given a positive definite matrix ¥ € RP*? and any matrix A € R?*P, we define the matrix
Mahalanobis norm of A with respect to ¥ as ||Alls = Tr'/2(ATAT) = |ASY2||p. We will
assume throughout this section that E(X X T) = ¥.

Assumption 1 X follows an elliptical distribution, i.e., there exists independent random variable R
on R and random vector Q ~ U(S™1) such that X = Y12QR, and P¢ is absolutely continuous.

Under this assumption, we first consider the case when the random noise ¢ is only assumed to
satisfy a finite moment condition.

Theorem 5 Suppose (X,Y),(X1,Y1),...,(Xn,Y,) are i.i.d. pairs generated according to (1),
Ui,....,Un big (0,1;). Assume m > n > 1 and that Assumption 1 holds. If PX, P* € Py(R%)
for £ > 2 then there exists C > 0 depending only on £, d and p such that with probability at least
1 — 4(logn)~!, the MCQR estimator defined in (5) satisfies

-2

~ 1
16 —b* A1 < C(n_% +n" @ +n” 2 ) logm.
An immediate consequence of Theorem 5 is that if taking n and m to be large enough such that
1 __1 £—2
C’(n_Z +mn dve +n‘7)logm< 1, (6)

then we have

Ib—b*|2 < C(n~%+n ™ +n %) logm )
holds with probability at least 1 — 4(logn)~!. We make a few remarks here. Firstly, to the best
of our knowledge, this is the first consistency result for an M-estimator whose loss function in-
volves a multivariate 2-Wasserstein distance term. Bernton et al. (2019) studied the convergence
rate and asymptotic distribution of a minimum Wasserstein estimator, but their result is restricted
to 1-Wasserstein distance in the univariate setting, for which explicit characterization of the opti-
mal transport is available. In our setting, the traditional M-estimator/Z-estimator argument (van der
Vaart and Wellner, 1996, Chapter 3.2-3.3) that derives consistency and rate of convergence of an
M-estimator by analyzing the curvature of the loss function is infeasible. Instead, our proof relies
on several new lemmas that reveal important properties of the Wasserstein product.

To briefly sketch the proof of Theorem 5, we first introduce the following lemmas.

Lemma 6 Let Z and ¢ be independent random vectors in R and U ~ N(0,1;). If P* and P?
are absolutely continuous with finite second moments, then

(Z + e, Uy, = (Z.UN, + (. Ui,
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Figure 1: Illustration of proofs.

This lemma is proved by constructing a sequence of couplings of the triple (Z, e, U) via the Slepian
smart path interpolation (see e.g. Vershynin, 2018, Chapter 7.2.1). The best induced coupling of
(Z 4 €,U) provides the desired lower bound of (Z + &, U))yy,. See Section A.7 for the proof. We
remark that the lower bound in Lemma 6 is sharp, as can be seen from Lemma S23.

Lemma7 Let X, Xo, Y1, Y be random elements taking values in a normed space (X,| - ||).
Then we have

(X1, Xo)ws — (Y1, Yahws| < (BIY2l2) /P Wa(PXr, PP 4 (B (|X1 %)W (P¥2, PY2),

This lemma links Wy (PX1, PX2), Wy(P¥1, P¥2) with Wy (PX1, PY1), Wy(PX2, PY2). This is
useful when transforming a two-sample problem into two one-sample problems. Please refer to
Section A.8 for the proof.

Proof sketch of Theorem 5 We start with the basic inequality:

L(b) = L") < LB) = Lan(D) + Lun(b7) = LB"). ®)
The proof strategy involves establishing a lower bound for the left-hand side of (8) with respect to
||b — b*||s; and an upper bound for the right-hand side of (8) in terms of ||b — b*||x;. Then by solving
the resulting inequality, we can derive an expression bounding ||b — b*[|x.
For a lower bound of the left-hand side of (8), since for any b € R¥*P, we have L£(b) —
L(Ob*) = ((b* —b)X +¢,U)w, — (&, U)w,, by applying Lemma 6 and the explicit form for
{(0* —b)X, U)w, we can show that

L(b) — L(b*) > (/12 + [|b* = b]|§ — 7, )

where 7 := ((&,U))yy, is a constant. This lower bound grows quadratically in ||b — b*||; when
||b — b* ||, is close to zero and linearly when ||b — b*||5; is large (see Figure 1(a) for an illustration).
To upper bound the right-hand side of (8), by applying Lemma 7 we have for each b € R%*P,

1 1/2
£(6) = Lnm(D)] < (m > ||Uz-||2) Wa(PY =X, PY )+ (B Y - bX[P) 2 Wa(PY, P).
i=1

(10)
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Here Wy (PY =X PY =X and Wy (PY, PY) are one-sample empirical Wasserstein distance, and
the state-of-art convergence rate can be applied (see e.g. Fournier and Guillin, 2015) (the actual
proof is more involved in the sense that we need to establish the same result uniformly over b).
Then a direct calculation on the right-hand side of (10) leads to a quadratic upper bound in terms of
||b* — b||x.. The result follows by combining the upper bound with the lower bound (9). See Section
A.6 for a complete proof. |

Before we state a faster convergence rate result, we first introduce the following assumptions.

Assumption 2 For some o1,09 > 0and o, € (0, 2], it holds that the distribution of »2X s
(01, )-sub-Weibull and P* is (02, 3)-sub-Weibull, in the sense that

Bew{ 305Xl /o) b <2 and Be{ Skl } <2 an

Assumption 3 For some 1,72 > 0, the density function of €, write as f., satisfies the following
anti-concentration property

fe(e) = viexp (—allel|?),  for|lel| > 1. (12)

On the one hand, Assumption 3 immediately implies the following anti-concentration bound

2 (1 + 1) — 1)

P(llell = r) = TCEY

y1exp(—2y91? — 275), forr > 1.

This indicates that the random noise € possesses a heavier tail than the sub-gaussian tail outside
the unit ball. On the other hand, by proposition S24(i), the sub-Weibull assumption implies that
P(lle]| > r) < 2¢=2("/72)°  The anti-concentration condition in (12) is a relaxation of the so-called
(71, y2)-regularity defined in Polyanskiy and Wu (2016). The merit of employing this relaxation
becomes apparent when examining Lemma S27, where it is demonstrated that the convolution of
two independent probability densities adhering to (12) continues to satisfy the anti-concentration
inequality. In contrast, the convolution of two independent regular densities may not be regular.
Equipped with these assumptions, we are ready to state an improved convergence rate.

Theorem 8 Under the same setup of Theorem 5 and suppose that Assumptions 2 and 3 are satisfied.
For m,n large enough such that (6) is satisfied, there exists some constant M > 0 depending only
ond,a, 3,01,02,7v1,72 such that with probability at least 1 — 33(logn)~1, we have

16" — bl < M((p/n)"? + n~2/9) (log m)7ars. (13)

When d > 4, up to a factor of the logarithm, the empirical Wasserstein distance estimation error
n~2/4 is the dominant term. This is derived from a uniform empirical Wasserstein distance control
(see (14) and Proposition S17), and its minimax optimality has been established in Singh and Péczos
(2018). Compared to (7), this improved bound in (13) removes the dependence on p in the exponent.
Moreover, unlike the convergence rate result established for the projected Wasserstein distance in
Wang et al. (2021, 2022), our argument does not require the distribution of ¢ to have compact
support. When d < 4, the parametric rate (p/ n)l/ 2 dominates the estimation error. However,
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this does not translate into a the root-n consistency even when d = 1. We conjecture that this is
likely due to an artifact of our proof. Specifically, due to a lack of effective tools to analyze the
curvation of the loss function that incorporates the Wasserstein distance, we were unable to obtain
concentration results for %(E(b) — Ly, m(b)) uniformly over b in a similar way that we have done
for L(b) — L,,m(b). Exploration along this direction remains an area for future work. We briefly
sketch the proof below. See Section A.9 for a complete proof.

Proof sketch of Theorem 8 Assume the setting of Theomem 5, error bound (7) implies that on
a high probability event, b will lie in a bounded ball centered at b*, denoted by B. Thus the basic
inequality (8) indicates the following uniform bound

L(b) = L(b") < 25up[L(b) = Lo (D)]
beB

1 — 1 &
g‘— U2 - E U2‘+sup‘— Y, — bXi|2 —E|[Y — bX 2‘
m;” il U] beBn;” i ill | |

+ sup| WE(PY X, PY) — WE(PY X P (14)
beB
Utilizing the same lower bound for the left-hand side as in (9), it remains to derive an upper bound
for the right-hand side of the above inequality. While the initial two terms of (14) can be effectively
controlled through the application of statistical concentration arguments, as elucidated in Lemma
S21, achieving control over the last term demands much more effort. Motivated by the duality
argument presented in Manole and Niles-Weed (2024, Theorem 13), we establish a non-asymptotic
uniform error bound for the empirical 2-Wasserstein distance (Proposition S17; see also Figure 1(b)
for an illustration), which forms the key ingredient of the proof. |

4. Numerical experiments

In this section, we compare the empirical performance of MCQR with other robust regression esti-
mators. The MCQR estimator is obtained by solving the linear programming problem in Section 2.3.
The competitors used in the simulation studies include the ordinary least squares estimator (LS), the
spatial quantile regression (SpQR) with zero quantile level (Chaudhuri, 1996), and coordinate-wise
CQR (CoorCQR), i.e. independently applying CQR to each component of the response variable.
We refer readers to Section D for more details about SpQR.

In each experiment, we draw i.i.d. data (X1,Y7),...,(X,,Y,) according to model (1), where
the regression coefficients b* € R?*P has independent A (5,5) entries and is kept fixed for all
repetitions. Covariates X; € RP, i = 1,...,n, are drawn from N (0, 3) with a Toeplitz covariance
matrix ¥ = (27177 ‘)i’ ; € RP*P_The noise ¢ is generated from one of the following distributions:

(la) & ~N(0,1,)

(Ib) & ~ t2(0, I) follows a multivariate ¢o distribution

(1c) € has each marginal distributed with Pareto(—2,2,1) ! and the same copula as N(0,Y),
where ¥/ = (0.9"771), ; € R4

1. the Pareto distribution Pareto(k, «, s) has density function f(z) o % for all x > 14k, with shape parameter

a > 0, location parameter & € R and scale parameter s > 0. Here Pareto(—2, 2, 1) has mean 0.

10
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EY3
1
10
0
-5
Methad Method
L —— MCQR _ — MCQR
5 20 5 4
= —— CoorCQR = —— CoorCQR
“§, — SpaR “8J, — SpaR
<2 25 — s < — s
Dimension Dimension
— p=7.d=2 -2 — p=7,d=2
30 -== p=10,d =4 --= p=10,d=4
35 -3
100 200 300 400 500 600
n
2
0
4 N
2 Method Method
. — MCQR - — MCOR
g 3 —— CoorCQR 2 —— CoorCOR
“é, —— SpaR “§, — SpaR
< — s < — s
- Dimension Dimension
— pet.d=2 -5  peTd=
. —— p=10.d=4 -—— p=10,d=4
- -
100 200 300 400 500 600 100 200 300 400 500 600
n n
(c) Pareto copula noise (d) Banana-shaped noise

Figure 2: Logarithmic average loss, measured in matrix Mahalanobis norm, of the regression coef-
ficient estimated by MCQR, CoorCQR, SpQR and LS for data generated according to the
mechanism described in Section 4 for various sample size n, covariate dimension p and
response dimension d and four different noise distributions (panels (a) to (d)).
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(1d) e follows a centered Banana-shaped distribution, i.e. &; 4 (Ba_1,||Ba_1|)* — WZQ) +0.3By,

where By is uniformly distributed in the unit ball in R?

Figure 2 reports the average matrix Mahalanobis norm error (estimated over 100 Monte Carlo
repetitions) of MCQR, LS, SpQR and CoorCQR over the four noise distributions mentioned above
for n € {100,200, ...,600} and (d,p) € {(2,7), (4,10)}. We see that MCQR has done well over
all settings considered here. In contrast, LS estimator performs the best under Gaussian noise but has
poor performance under heavy-tailed noise or noise with non-convex support. CoorCQR and SpQR
have relatively good performance in panels (a) and (b) when the noise is spherically symmetric but
their performance deteriorated when the noise exhibits strong cross-sectional dependence in panels
(c) and (d).

While our theoretical results have mostly concerned with heavy-tailed noise, we also investigate
the empirical performance of MCQR in the presence of outlier contamination. Here, we consider
two cases of e-contaminated noise, for some € € (0, 1):

(2a) € ~ (1—¢€)P;+€ePy; here P is a Pareto copula with Pareto(— %, 10, 1) marginals and copula
generated by NV (0, Y') as in case (1c) and P, is a heavier-tailed location-shifted Pareto copula
with marginals distributed as Pareto(10, 2, 10).

(2b) & ~ (1 — e)N(0, I) + eN (100, 1)

Method Method
4/ —— MCQR — MCQR
CoorCQR CoorCQR
’
<. — SpaR
— LS
Dimension
— p=7.d=1
——— p=10.d=4

— S$pQR
— LS
Dimension
— p=7.d=1
== p=10.d=4

logError
logError

-5

0.1 02 03 0.4 05 0.1 02 03 04 05
Prop Prop

(a) Pareto contamination (b) Gaussian contamination

Figure 3: Logarithmic average estimation loss, measured in matrix Mahalanobis norm, of the re-
gression coefficient estimated by MCQR, CoorCQR, SpQR and LS for data generated
according to the mechanism described in Section 4 for various outlier contamination pro-
portion (from 0.05 to 0.5), covariate dimension p and response dimension d and two
different noise contamination models. We fix n = 200.

Figure 3 shows the performance of the four procedures for increasing levels of contamination
proportion €. We observe that MCQR is generally more robust than other competitors when we
add additional outliers to the random error. Interestingly, we see that in the case where d = 1,
the CoorCQR, which reduces to the univariate CQR, shows a lack of robustness against the outlier

12
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contamination, while the 1-dimensional version of MCQR maintains its robustness even with a high
proportion of contamination.
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Supplement to “Multiple-output composite quantile regression
through an optimal transport lens”

We presents the proofs of all main results in Appendix A. Specifically, Appendix A.3 - A.5
contain proof of the theoretical results in Section 2. Then the proof of Lemma 6 and Lemma 7 are
included in Appendix A.7 and A.8, respectively. The consistency Theorem 5 is proved in Appendix
A.6, while the proof regarding the convergence rate, as specified in Theorem 8, is showed in A.9.
All ancillary results are included in Appendix B.

Appendix C provides an example of a check function under a U[—1, 1] reference distribution.
A brief introduction about spatial quantile is provided in Appendix D

Appendix A. Proofs

We first record here some notations and several classical results on optimal transport theory that will
be used throughout our theoretical analysis.

A.1. Preliminaries on optimal transport theory

Define the rescaled squared ¢o-distance as Lo(x,y) := %||$ — y||? for any z,y € RY. In this
notation, for two distributions P and Q on R%, we have
1
“W2(P,Q) = inf /L z,y)dy(z,y) =: L(P,Q). S15
V2(PQ) = if [ Loz, g)dy(@,y) = L(PQ) (S15)

Our proof depends on the following Kantorovich duality (see e.g., Villani, 2021, Theorem 1.3)

I(P,Q) = sup Jpq(p, ), (S16)
P, PYED

where @5 = {(p, ) € L'(P) x L'(Q) : (x) + (y) < La(z,y)} and
Tr (o) = / o(x)dP(z) + / b(y)dQ(y).

By taking advantage of the particular form of Ly, we also have for ® := {(¢,¢) € L' (P)x L*(Q) :
p(x) +¥(y) > 2Ty} that

2 2 ~
/ I= 4Py + / W= 400) — sup Jraen) = inf Jnole ) = (P.Q). (SI7
2 2 P pEDy pabed

Thus solve the problem of (S16) degenerates to solve the problem of I 2(P, Q).

For any ¢ € L'(P), define its Legendre transform as ¢©*(y) := sup,ega(2Ty — ¢(z)). Then
it can be shown that ©* is a convex lower semi-continuous (l.s.c.) function. This definition imme-
diately implies that for any (¢,1) € ®, ¢(y) > ¢*(y), Vy € R Thus we have Jpg(p, ) >
Jpq(p,¢*). Similarily, we have ¢(r) > sup,cgd (zTy — ¢*(y)) = ¢™*(x), Vo € R? which
further implies that Jp (¢, ¢*) > Jpo(¢™, ¢*). In the end, we deduced that

inf_Jpq(p,¥) > inf Jpo(e™,¢") > inf  Jpg(e®, @)
ppeD peL1(P) « is convex L.s.c.
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In fact, it can be shown (see e.g. Villani, 2021, Theorem 2.9) that the equality above holds, i.e. there
exists a convex Ls.c. function ¢g such that the conjugate pair (g, ) is the optimal solution to
fg(P, Q). Now we are ready to state a fundemental theorem for the optimal transport theory with
L- loss function.

Theorem S9 (Villani, 2021, Theorem 2.12 and Remark 2.13(iii)) Let P and Q be probability mea-
sures on RY, with finite second moment. We consider the Kantorovich dual problem associated with
the rescaled squared la-distance Lo. Then v € C(P, Q) is optimal if and only if there exists a convex
l.s.c. function @q such that

Supp(7) C o,
or equivalently, for ~y-almost all (x,y),
y € Opo().

Moreover, there exists a conjugate pair (0o, @5) that is a minimizer of Io(P, Q). Thus (|| - ||>/2 —
00, || - [12/2 — @) solves the Kantorovich dual problem I5(P, Q).

The 1-Wasserstein distance satisfies the following Kantorovich—Rubinstein duality.

Theorem S10 (Kantorovich-Rubinstein theorem) Suppose X is a subset of R%, define the diam-
eter of X as diam(X) := sup, ,cx ||* — yl|. Let Lip(X') denote the space of all Lipschitz function
on X and for any f within this space define

|f(@) = fW)] [ flloo
| £l Lip(x) —maX{ %px TR diam(X)}-
zHy

Then
(PQ—sup{/f )P(a) - [ FwiQ( feL1<|P—Qr>,feLip1<X>}, (318)

where Lipy (X) := {f : | fllLip(x) < 1}

In particular, the 1-Wasserstein distance can be seen as a special case of a integral probability metric
(defined below) with respect to the Lip; function class.

Definition S11 (Integral Probability Metrics) Given probability measures P and Q) as before, the
integral probability metrics (IPMs) with respect to function class F is defined as

IPM(P, Q; F) = sup /f )dP(z /f )dQ(y (S19)

fer
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A.2. Additional notation

Suppose T' is a map from a measurable space X, equipped with a measure y, to an arbitrary space
Y, we denote by T'# as the push-forward of p by T Specifically, (T#u)(A) = p(T~1(A)) for
any measurable set A.

Suppose X1, ..., X, are random samples from some probability distribution P. Then given
any function class F, define the Rademacher complexity of F as

n

1
Ro(F, P)i=E(sup -~ > 6£(X,)). (520)
fer i
where &;’s are independent Rademacher random variables, independent from X1, ..., X,,. The p-
dimensional closed ball in centered at z € R? with radius r > 0 is denoted by BE , := {y € RP :
ly|| < r} and we omit r when r = 1: B | := Bf. The matrix operator norm is denoted by || - [|op,

so that || Allop := sup.|j;|=1 [|Az|.

A.3. Proof for Lemma 1

Proof For any fixed 7 € (0, 1), by the definition of check function p, we have

qy(7) € argminE p, (Y — 0),
0

where gy (+) is the quantile function of Y. Thus under the linear model (1) we have for any = € R?,

(b*,¢2(1)) € argmin E[p;(Y —bX —q) | X = z]. (S21)
beR1Xd geR

For any b € R1*? and ¢ € R, define g(x;b, q) := E[p,(Y —bX — q) | X = x|, then (S21) implies
that

g(x; 0%, ¢2(7)) < g(z3b,q),
thus

/Rpg(ﬂc;b*’q;(T))dx </ g(z;b, q) da.

RP

Then by the Fubini Theorem and the Law of iterated expectation, we have
Elpr(Y = 0"X — ¢Z(7))] < E[p-(Y — bX —q)]. (522)
Because the quantile function ¢} € M, thus (S22) implies that for any ¢(-) € M
1 1
| Blor(y 5 X — (o) dr < [ Blp(y ~bX - g(r)lar
0 0

Therefore the result follows by applying the Fubini Theorem once again. |
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A.4. Proof for Lemma 2

Proof Let C denote the class of convex functions on [0, 1]. By the definition of the check function
pr and the fact that X is mean-zero, we have

inf ]E{/O1 (Y—bX—q(T))dT} —I—%EY

qEM
1

— inf {E/Ol(Y —q(r) = bX)*dr +/ 1- T)q(f)df}

qeEM

= inf Emax/ (Y —q(7) — bX) d,7'+/ / dudT
qgeEM t€[0,1]

= inf{E max (t(Y — bX) — ¢(t)) + Eo(U }

pec U tefo,1]
= ;HEE{gﬁ —bX)+E¢(U)}, (S23)
€
where ¢*(t) := max;c|o j{ut — ¢(u)} is the Legendre conjugate of ¢ : [0,1] — R and we
used Fubini’s theorem and a change of variable ¢ — ¢ € C defined by () fo 7)dr in the

penultimate step.
Let ¢ be the optimizer of (S23) and ¢ its Legendre conjugate, then by Villani (2021, Theo-
rem 2.9), we have

Egp(Y —bX) + Ego(U) = ;QE{EW(Y —bX) +E¢(U)}

f E —bX)+E .
¢> Pec: <i>(H)l >ry{ oy ) +ESD)]

Then by the arguments in Villani (2021, Sec 2.1.2), the pair (o, ) defined by do(u) = u?/2 —
¢o(u) and ¥ (y) = y*/2—¢5(y) is the optimizer of the Kantorovich dual formulation of the optimal
transport problem between PY ~*X and PY, i.e.

Eo(Y — bX) 4+ Ego(U) = sup Eg(Y —bX) +Ep(U). (S24)
o el (R)
$(@)+P(y) < (2—y)?/2

By the strong duality theorem (Villani, 2021, Theorem 1.3), we have
%wg (PY=2X PY) = Ego(Y — bX) + Ego(U)
= E{;(Y —bX)2 — p5(Y — bX)} + IE{;W - ¢0(U)}, (S25)
which together with the definition of ((-, -))yy, implies that
(PY0X, PY)w, = B¢ (Y — bX) +Ego(U).

The result follows by combining the above identity with the optimality of ¢¢ in (S23). |
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A.S. Proof for Proposition 3

Proof By Brenier’s Theorem, there exists a PU-a.e. unique (and P%-a.e. invertible) optimal trans-
port map ¢ : R* — R from PV to P¢, which induces a coupling P(U¢) := (¢ @ Id)#PV €
C(PY, P?). Then PV @ PU"=b)X is a joint distribution of (U, &, (b* — b)X), which induces a
joint distribution P(U:Y=0X) ¢ ¢(PY PY=bX) through the map (u, e, z) — (u,e + z). Observe
that the squared Lo transport cost associated with PUY-bX) jg

/”“—vllgdP(U’Y‘bX)(u,v) :/||u—(€+Z)H§d(P(U’6)®P(b*‘b)X)(u,e,Z)

/||¢ ) — ul3dPY (u) /r 2Pt DX (2)
=W3(PY,P) +E|(b* — b)X|3. (S26)

Therefore, we have

* 1 - 1 1 .
LB U) = L5 U) = —oW5 (P, PYTR) + oWE(PY, PF) + S E (|07 - 0) X3

1 _
=5 [ lu= vl aPY w0

e / lu— o|2dQ(u,v) > 0. (S27)

2 Qec(PU,pY -bX)

This implies that b* € argmin £(b;U). To prove the uniqueness, by Brenier’s Theorem, since
PY € P,.(R%), the optimal transport map from PV to PY %X is PU.a e. unique, thus the equality
can only be achieved in (S27) if P(U"Y =X is the optimal coupling. In such a case, by the Knott-
Smith optimality criterion (Villani, 2021, Theorem 2.12(i)), there exists a unique convex lower semi-
continuous function 4 : R — R such that Supp(PY"Y =*X)) ¢ Graph(Vh) in the sense that, for
almost all (u, v) € Supp(PUY=2X)) we have v = Vh(u). Define an event A = {Vh(¢~'(¢))) =
e+ (b* —b)X}. Then

P(A) =P((¢~ ' (e),e + (b" = 0)X) € {(u,v) : Vh(u) = v})
PUY=bX)f(y v) : Vh(u) = v} = 1.

This implies that € + (b* — b) X = Vh(¢~!(¢)) almost surely. Because X is independent of &, and
is not a point mass, the only way to make this equality hold is when b = b* as desired. |

A.6. Proof for Theorem 5

For notation simplicity, write S := X ~1/2X and S; := X ~1/2X; for i € [n] throughout the rest of
the paper.
Proof By the definition of b in (5), we have the following basic inequality:

L(b) — L(b*) < L(D) = Ly (b) + Lo (b*) — L(B). (S28)
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By the explicit formula for the 2-Wasserstein distance between two elliptical distributions (see Gel-
brich, 1990, Theorem 2.1), we have

«P(b*_b)X’ PU>>W2 _ %{E ||(b* _ b)X||2 +E ”UH2 _ )/\}22(f)(b*_b)X7 PU)}
— S {BIE - DX+ U - (0 - 92 - 9" - L)
= Te{ (0" — )T (b — b)T)"*} (S29)

> T 2{(b* = b)E(b* - b)T} = ||b* - b]s.. (S30)
Hence, writing r := ((P?, PY)))y,, we have by Lemma 6 that for any b € R?¥P,

L) = L) = (P 705F PY)yy, — (P, PY )y,

> i (PEDX PUNR r s b bk - (S3D)

On the other hand, by Lemma 7, we have

1£(0) = Lam(B)] = |(PY X, PV, — (PY 5, P,
< anWa(PY 0 BYT) (B Y - 0X ()WL (PY P, (S32)

where oy, = (231 \|Ui||2)1/ ?. We control the two terms on the right-hand side of (S32)
separately. For the first term, suppose P; is the optimal coupling between P° and P;? ,and P; is
the optimal coupling between P and PZ. Since P; ® P, induces a coupling between P¥ ~*X and
PY =X through the relation Y — bX = (b* — b)X/2S + ¢, we have

W2(PY-bX pY-bX)
< / (" — 0)SY2s1 + €1 — (b — b)S %55 — eo|Pd(P1 @ P2)(s1, 52, 1, €2)
<[5 =Wl — solPdPi(ss,0) + [ ller = ealPaPa(er, e
= [|b* = bIEWE (P, BY) + W3(PF, ).
Thus,
Wa(PY 0 BY 0% < |Ib* = bllsWa(P®, PF) + Wa(P%, Py) = L(|Ib" = b]lz).  (S33)
For the second term on the right-hand side of (S32), define s? := E ||¢||?, we have

EY —bX[%)2 = E|(0" — )X +el)? < {2B](b* — 0)X|* + 2Bl | *}"/?

= {2]p* —b||% +25°}°, (S34)

Combining (S32), (S33) and (S34), we obtain that

£(B) = L (B)] < am (6% = blls) + {20I6* — b2 + 2521 *Wo(PY, PY).  (S35)
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Since (S31) and (S35) holds for arbitrary b € R?*P, we have by (S28) that

{2+ 0" = b2 }? = v < am L (6" = Blls) + {206" — BlIZ + 252} /P wa(PY, PY)
+ a1, (0) + svV2Wy(PY, PY).

We apply Lemma S22 to the left-hand side of the above and combine with the fact that r? < s2d,
we deduce that for some constant C' > 0 only depending on d, the following inequality holds:

(2]]b* = bllz — 1) A [|b" — b[I3
(llo* = bll v1)
< 02+ 25) (mWa(P5, PJ) + (V2 + 2sV2)Wa (PY, PU) + 200, Wa (P9, P)). (S36)

Thus we only need to control the right-hand side of the above.

Note by Markov’s inequality, E(()m) := {ay, < +/dlogm} holds with probability at least 1 —
(log'm)~L. Similarily, by the convergence rate of empirical 2-Wasserstein distance in Theorem S29
implies that there exists constants C'y > 0 depending only on p and ¢ and C5, Cs > 0 depending only
on d, ¢ such that for all m,n > 1, events E;") = {Wh(P%, PS) < C’lnlL/Q(p, 0)log'/? n}, Eén) =
{Wu(P=,PS) < 02’7'71/2(61, 0)log"?n} and E?()m) = {W(PY, PY) < 03771,/2((1, 0)log'?m}
hold with probability at least 1 — (logn)~!, 1 — (logn)~!, 1 — (logm)~!, respectively. Therefore,
foralln > 1and m > n, let E®™ = E™ N EM N EMNEM™, we have P(E(M™)) >
1 —4(logn)~ L.

Note

(2] = bllss — 1) A [Ib"
(lJo* = bl v 1)

_ B2 .
15 > ||b* —b||E AL

(n,m)

Then combining this with (S36), and working on the event &/ , there exists some constant M >

0 depending only on d, ¢, p such that

6% —bI|E AL < M1+ s) (1% (p, £) + s72/2(d, £)) log"? m

M
M(n= Y44 n” o + n22;/) log m,

IN

where a positive constant depending on d is absorbed in M in the final inequality, while we stick
with notation M for simplicity. |

A.7. Proof for Lemma 6

Proof By the Brenier’s Theorem (Villani, 2009, Theorem 2.12 (ii)), there exists optimal transport
maps ¢,v : RY — R? such that ¢#P° = PU and ¢# P? = PU. Now, for any fixed ¢ € [0, 1],

we define M;(z, e) := /1 — tp(2) + /t¢p(e), for all z,e € R?. Since M;(Z,¢) 4 U, there exists
a coupling P(Z=U) ¢ ¢ (PZ ® P¢, PY) whose associated transport map is M; (more specifically,
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PZaU) = (Id ® My)#(P? ® P?)). Thus, we have
(Z +2, U, /(z—i—e WAPZEU) (2 0 u)
- / (2 + e, VI = t(2) + Vi(e))d(P? © P*)(z,¢)
_ﬁ/ 2))dP? (2 +\// e))dPs(e)

= — <<Z, U>>W2 + \/><<€a U»Wzv

where in the penultimate step we used the fact that € is independent from Z. Now, taking { =
(e, U>>W2
(. UN3w, H(ZUD3y,

, we have

(Z 4, U)iw, = (Z, Uiy, + (& Ui,
as desired. |

A.8. Proof for Lemma 7

Proof Let X, X5, V1, ), denote four copies of X'. By Lemma S12, there exists a distribution 7 on
Xy x Xy x Y1 x Vo with marginals PX1, PX2, PY1 PY2 such that | x, x xy» 1] 2 x3» 1|2 x 3, are
optimal couplings between X; and X», X9 and Y5, and X; and Y respectively. Then we have

(X1, Xohw, — (Y1, Yo,

— s / (21, 2) dp(wr, 29) —  sup / (1, o) dv(y1, o)
peC(PX1,PX2) veC(PY1,PY2)

< /<$1,$2>dn\xlxxg($1,ﬂ?2) - /<y17y2>d77b71x372(yl,3/2)
< /(901,902 —y2) — (y1 — 1, Y2) d77($17$2,y17y2)
/ I — il %dn] 3 (2, 12) / o1 |2, (20))

9 9 1/2
o — walPdnl ey ) ([ el ()
= w2<PX2,PY2> C(EX12)Y + w2<PX1,PY1> (B |v)?) ",

where we used the Cauchy—Schwarz inequality in the final inequality. Similarly, we can find 7} such
that 7]y, x v, 7|x,x s 7|y xy, are the corresponding optimal couplings between Y7 and Ys, Xo
and Y5, and X and Y] respectively. Then,

<<}/1?Y2>>W2 - <<X17X2>>W2 < /<y1,1/2> dﬁ|y1><372(y17y2) - /<$175E2> dﬁ|/\’1></\’2(x17x2)

< /<y1 —x1,Yy2) — (x1, 2 — Yy2) dij)(x1, T2, Y1, Y2)

< Wo(PX1, PY) (B |V2)2) 2 + Wa(PX2, PY2) - (B || X1 )2) .
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Combining the above two bounds, we get the desried results. |

Lemma S12 For L € N, write V. = {1,...,L}. Let (X;,Q;,v;), i € V be L probability spaces.
Suppose that for some E C V XV, and for each (i, j) € E, we have a pre-specified joint probability
measure &; j on (X; x Xj,$; ®@8);) such that &; j|x, = v; and &; j|x; = v;. If the simple undirected
graph G = (V, E) is acyclic, then there exists a joint probability measure p on (HiL:1 Xy, ®iL:1 Q)
such that p|x, = v; for alli € V and p|x,xx; = & j for all (i, j) € E.

Proof We assume first that G is connected. Then, there exists a traversal of all the vertices in G
such that apart from the first vertex in the traversal, each vertex has exactly one edge connected
to an earlier vertex. This can be done by using e.g. depth-first search or breadth first search, after
arbitrarily assigning a root node, and each node is connected only to its parent node when first
visited. Hence, without loss of generality, we may relabel the nodes so that this traversal is given
by the ordering 1,2, ..., L. We now prove by induction that for any ¢ € {1,..., L}, there exists a
measure p; . gon Xy X --- X Xpsuchthat p; |, =v;foralli e {1,...,¢}and p; 4
& jforall (i,5) € EN{l,...,0}%

The base case of the induction is trivially true as we can take p; = ;. Now assume that we
have successfully constructed p; .. ,—; for some / € {2,...,L}. Let ¢’ be the only neighbour of
¢in {1,...,£ — 1} (the existence and uniqueness of ¢’ is guaranteed by the traversal ordering of
the vertices in the previous paragraph). By the Disintegration Theorem (see e.g. Graf and Mauldin,
1989), there exists a probability measure &y (- | z¢) on A such that dy e (we | xp)dve (ze) =
d&p o(xp, ). Now, we define

XZ’XXJ' =

dpi,..o(x1, .. xe) = dpr.o—1(x1, . T 1)dEge (2 | 20r).

To see that p; o satisfies the required conditions, we check that for any B € €, p1,._¢|x,(B) =
p17_”,g_1|)(i(B) = Z/Z(B) if ¢ < ¢ —1and

p1..0lx,(B) =p1,. 0(X1 x - X Xy X B) = / / d&p (ze | wer)dpr,..o-1lx, (Ter)
x, /B

= / / d&per(ze | 2o )dve () = Ep (X x B) = vy(B),
X, /B
if i = £. Moreover, if (i, j) € EN{1,...,£}?, thenfor A € Q; and B € €, we either have (i, j) €

EN {1, B 1}2, in which case p17...7g’)(i><xj (A X B) = pl,...,E—I‘XZ‘XXj (A X B) = f@j(A X B),
or (i,7) = (¢, £) (or (¢,¢") which can be handled symmetrically), in which case,

P1,..elx,xx, (A X B) = /A/Bdizw(xe | xpr)dpr,....o-1lx, (Ter)
= /A/Bd&w (z¢ | e )dvp (zpr) = & (A X B).

This completes the induction. In particular, pq ., satisfies the desired properties of p in the lemma.
|
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A.9. Proof for Theorem 8§

Define event © := {||b — b*||s, < 1}, then in the regime of (6) we have P(©) > 1 — 4(logn)~ .
We henceforth work on the event © throughout the proof. Write the linear transformation A(b) =
(b* — b)X + ¢ for any b € R*P,

Our proof strategy for Theorem 8§ is to use the fact that b* maximizes £ and b maximizes L, to
bound £(b) — L(b*) by |L(b*) — L (b*)| 4| L (D) — L, (b)]. Write B := {b € R¥P : [|b—b*||5 < 1}.
Then on the event O, the key to control the latter is to establish a bound on

sup|W2(PA®) pUy — w2 (pA®) py)

beB
in Proposition S17. The proof of Proposition S17 relies on rewriting the Wasserstein distances using
the Kantorovich dual formulation. Specifically, writing &, = {(f,g) € L'(P:"") x L}(PY) :

Tu < f(v) +g(u), Y(v,u) € Supp(Pn( )) x Supp(PY)}, then for any fixed b € B, by Theorem
S9 and Lemma S28, there exists a conjugate pair (Pp;nm» Pp.,, ,,) Such that

(Phonm» Pom,m) = arg min / FdPA®) 4 / gdPY, (S37)
(fv Eéb
SWB(PAO, PY) = / [012/2 = B () dPA)( / 10l2/2 = G () dPY (1),

and
[ul|?/2 < @ (W) < |ull?/2 + Losnans  [017/2 = Linim < @ (v) < [|0]1/2,  (S38)

where Ly, r, := max{La(A(b);,U;) : 1 <i<n, 1 <j<m}.
Before stating Proposition S17, we first establish two results on extensions of @, , and @5, .
onto the entire R%, which will form the core of the argument in the proof of Proposition S17.

Proposition S13 Let ¢ and $* be defined as in (S37) and set L m = MaX;c[y] jefm] L2(A(D)i, Uj).
Let Cy.pms Pbin,m and oy, . be defined such that for all v € R,

vl

Cb;n,m (U) = sup {UTU - @b;n,m (u)} \ ( - Lb;n,m)v
pA®) 2
u€Supp(Pr ")
@b;n,m(v) = sup {U U — Cb;n,m(u>}7
ucRd
Cronm (V) = sup {v7u — @y m(u) }.
u€R4

Then we have

(i) for any (u,v) € R x R v'u < @ (1) + ¢}, 1 (0);

.. ~ A(b % ~ %
(i) Pbinm(®) = @pn,m (u) foru € Supp(Py ( )) and gpbm,m(v) = cpbm’m(v)forv e Supp(PmU);
(iii) foru,v € RY — Ly < 145 — oy 0(u) <0and 0 < 195 — or - (0) < Ly s
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(iv) Let my.pm € C (PnA (b), PY) be the optimal coupling between P,f‘ ®) and PY. Then for any
(u,v) € Supp(Tpn,m), we have v € Oy m (1) and u € 3¢z;n7m(v).

Proof Note (i) is immediately followed by the definition of ¢y, ,,, and ¢Z;n7m. For part (ii), note
for any u € Supp(PY)

Pb;n,m (u) < Supd{UTU - UTU + @b;n,m (u)} = Sab;n,m(u) (839)
veER

For any v € Supp(Pf(b)),
Crnm (V) < sup {v7u — 0" U+ G (v) }

ucRd

[Ell

= Cb;n,m(v) < @;;n,m(v) \% (? - HCHOO) < @Z;n,m(v)‘ (S4O)

Assume any of (S39) or (S40) holds strictly, then because P,’:1 ®) and PU are finitely support it
follows that

[ ernm@iPEw) + [ G @O < [ G @)dPE @) + [ Gy (0)aPA o),

which contradicts to the optimality of (P m, ., ). This completes the proof for (ii).
For part (iii), by the bounded property (S38) and preceding constructions we have for u € R?

HuH2/2 - Sob;n,m(u) Z ien]gd{LQ(uy ’U) - Lb;n,m} - _Lb;n,m- (841)
v
Moreover, we have

1ull/2 = @oimm (1) < = (1ull*/2 = Coinm (u))

=— inf (L) = (| ]P/2 = Gonm () A Lignm <0,
u’GSupp(P;?a))
(S42)

where the last step follows by the fact that ||u||?/2 — @p.p.m(u’) < 0, for all v’ € Supp(Pf(b)).

Here, we proved that — L., ,, < % — @bn,m (1) < 0 and the result holds. For any v € R4, by
(S42) we have

[01/2 = @i n(v) = 0 (La(u,0) = (/2 = Grnm(w)) 2 0. (543)
Moreover, by (S41) it follows that
[012/2 = @ m () < ~(10]%/2 = Gtnn(0)) < L (344)

Thus we have 0 < @ - ‘PZ;n,m(U) < Lp.pn,m as desired.
To prove (iv), note (ii) implies that

/ (Db () + Do (©) — 0T 0) Ay (1 0) = 0.
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Furthermore, part (i) implies that the integrand of the above is nonnegative. Thus it follows that

Pbnm(u) + @Z;n,m(”) = UTUa V(u,v) € Supp(mhnm)-

Then the conclusion follows by (Villani, 2021, Proposition 2.4). |

Now we argue that for all b € B, ¢y, ,,, (and similarly, ¢y, ) is a piecewise Lipschitz function
on a high probability event that does not depend on b. The following lemma plays a key role in the
argument. It implies that the local Lipschitz constant of ;. . is largely driven by the magnitude of

the subdifferential of ‘PZ;n,m- The proof is analogous to Manole and Niles-Weed (2024, Lemma 10),
but for the sake of completeness, we provide it here.

Lemma S14  Suppose P and Q) are two distributions on RY. Let (i, ©y) be the conjugate pair
that solves I5(P, Q) (see (S17)). Then for any r > 1, ¢ : ng — Rand ¢ : Bg”, — R are
Lipschitz continuous with parameters Lo and L respectively, where

Lo = sup{lyll -y € Dpo(BE,)} and L= sup{l<] - = € Oi(B,))

Proof We focus on ¢( and the same argument can be used for . Firstly, by Villani (2021,
Proposition 2.4), for any v € B&T, o admits the following representation

po(v) = sup {ulv—gfu)}.
u€0po(v)

Thus, there exists a sequence of uy € dpp(v) such that
1
wo(v) < ulv — of(ug) + T fork=1,2,....
Then for any v’ € B ., we have

* 1 *
o(v) = @o(v') < upv — @f(ur) + = ug v’ + @f(ux)

k

1 1
=l (0 =)+ < Lollo =0/l + 1.
and the Lipschitz property follows by letting k — +-oc0. |
For all j > 0, define L; := [—37,37]% and let P := L; \ L;j_1. We note that each P; can be

further partitioned into N := 3% — 1 cubes, say {P; i }x=1,... n, that are each congruent to L;_;. We
note that all elements of P; has norm bounded by ¢; := sup.cp, [|2|| = 39V/4d.

For any I C R%, we write C(I) for the set of all the convex function on I. We define Cyy, (1) :=
{fec):Imu>0,st|f(x)—= fy) <m|z -y, |f(z) <u, Ye,y € I} to be the class
of m-Lipschitz convex functions on I bounded in value by u. Given a sequence M and U, define

Cuy = {f R xR = R: flp,, €Crmu,(Pjx), j >0, 1 <k <N}

We now prove that for suitable choices of M, U and R, T', ¢}, .. — Pp.n.m(0) € Car,u and @y, 1 —
©bn,m(0) € Cr on a high probability event that does not depend on b. Recalling that we write
S =%"12X and S; = ©~1/2X, fori € [n].
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Let’s first discuss the concentration property of PU and PA(®) and their empirical counterparts
PY and P;L4 ®) 1n fact, due to the Gaussian assumption, P is a (v/2d, 2)-sub-Weibull distribution.
Moreover, by the sub-Weibull assumptions on S and ¢, there exists a constant ¢ > 0 depends on
01,09 such that ||.S|| + ||¢]| ~ (o, a A 3)-sub-Weibull. Thus by noting that || A(b)|| < ||S||+ ||| for
allb € B, PA® isa (o, A B)-sub-Weibull random vector as well. However, the concentration of
the corresponding empirical measures introduces extra randomness on the sub-Weibull parameters,
as defined here

By, = [ ex (H ”2)de and Ejg, = | ex (W) APA®)
1m = p 4d b;2,n = P AgalB n -

The following lemma constructs the sub-Weibull properties of PU and PA(b)

Lemma S15 Define Es,, := supycp Epon. Then for any fixed n,m > 1 we have that PY is
((2dEy )Y/2,2)-sub-Weibull and P is (0/(2F2.,)Y (@) o A B)-sub-Weibull, where Ey ,, <
2+ \/@ with probability at least 1 — 2(logm)~! and Es, < 2 + log” with probability at
least 1 — 2(logn) L.

Proof We only need to note that 7 ,,, > 1, and Jensen’s inequality yields that
/exp(”uH2 )dPU < Eﬁ <9
4dE17m m — 1m =<
One the other hand, for each fixed b € 13, a similar calculation can be applied to P,fb4 ®)
that P ~ (0(2Ep2.0)" (") . A B)-sub-Weibull. Thus by noting that

and obtain

o] AG) v]| Ab)
we have P ~ (0/(2F5,,)Y (@) o A B)-sub-Weibull

Now we control the sub-Weibull parameters. Define I'; := {Elym <244/ 1“% }, then by the
Chebyshev’s inequality we have

L Var(E1m 2
P(T9) < P(\Elm —EE | > \/@) < mVar(Ej ) < .
7 ’ m logm logm

To control Es ,,, we first note

EEQm — ESupexp(4(||A( )”)a/\ﬁ) < Eexp<i(HSH+HEH)aAﬂ> <o

beB a o

Then define T'y := {Eg n <2+ IOgn} then we have

P(I5) < P(E2,n — Eexp(i(W)O‘/\ﬁ> > W)
(e ) e () 2 o)
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where the final inequality is obtained by Chebyshev’s inequality. |

Proposition S16 Let J,, = L% log3<fg§;>J, I, = L% log3<l°8gdm>J and l, ., = (logm) V
(log n)2<(‘m~ﬁ). Then there exist an event Y with probability at least 1 — 12(logn)~! and constants
Cl,C!, C;,C; > 0depends on d,v1,72,01,02, «, B such that on (, for all b € B, we have gog;mm —
cp;';m’m(O) € Cu,u and Ppm — Ponm(0) € Crr where M and U are chosen as

Che; 0<j<Jy, Col?, 0<j<Jy
My =4 07 SR /R G e 20
Clln,mfj, 3> Jy Cllmmfj, 3> Jn
and R and T are chosen as
10 <i<I, o003 <i<I,
R= O R PErEte (s
C3ln7m€i, P> Iy, Cglmmg?, P> I,

Proof Note Lemma S14 implies that in order to quantify the Lipschitz constant of ¢y, . on Py,
we only need to bound the magnitude of sup{[|y|| : y € d¢j,, ,,(P;x)}. To this end, we first
note that 9y, . (v) = 9°(|| - II°/2 = ¥}, ) (v) and || - [|?/2 — 5., . is obviously a c-concave
function. Thus by Lemma S13(iv) and Lemma S15, we can apply Manole and Niles-Weed (2024,
Theorem 11) to obtain? that there exists a constant Cy > 0 depends on d such that for any v € Pj
and y € dyy,, . (v), we have

Iyl < Co2aBym)2{(Jull + )V sup [log(PAa,de))}”Q}. (547)

w:ljv—w||<2 ( 0.3

)

Thus to upper bound the magnitude of dyj.,, . (v) we only need to prove an anticoncentration bound

A(b)
for P, .
We first note that from (12), for any 0 < j < J,,, v € P;j and w such that |jw — v|| < 2, we have

d/2 2d _ 1
T
rexp(—alel?) de > T ey (- 23122 - 5070)

= I'(d/2+1)
> 2K exp(—27205), (S48)

P = [

Bw,Q BO

where K7 € (0,1) is a constant depending on d, 71, v2. Observe that the right-hand side does not
depend on z or w, hence, we may take infimum over v € P; and w such that [jw — v|| < 2 and have
the same lower bound. Hence, we have

P* @ PS(BY,, x BY) = PF(BY ) PS(BY) > 2K exp(—2212),

for some K| € (0,1) depends on d, 71,72, 01 and «, where the sub-Weibull assumption on S has
been exploited in the final inequality.

2. We remark that the bound given below uses the probability mass on BZJ,P, whereas the original formulation in Manole
and Niles-Weed (2024, Theorem 11) has Bfluyl instead. We have used a slightly different radius here for the conve-
nience of the subsequent argument. The exact radius is unimportant in the argument used in that theorem and the
same proof will work verbatim with radius changed to 3.
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On the other hand, let B := {B}, : a € R%r > 0} be the set of all balls in R?. Let

U=/ % and define

T, = { sup |P5 @ PS(B x BL) — P*® PS(B x BY)| < u}
BeBd 7

Thus, since & < K{n~/8 < Kie_ng? for 0 < j < J,, working on T'; we have PS ® P,f(liff)’2 X
Bd) > K} exp(—272€?). Thus consider the event

In
Ty := ﬂ{ inf inf PI® P;?(B,flm x BY) > K| eXp(*2’}/2€?) },

i=0 vEP; wil|v—w||<2

we have T C Y. Note the Vapnik—Chervonenkis (VC) dimension of B¢ is no more than d + 2
(See e.g. Devroye et al., 2013, Corollary 13.2), by the VC-inequality (see Vapnik and Chervonenkis,
2015, Theorem 2) we have

P(Y$) < n%2 exp(—na?/32) < n?~4 <72 (549)

whence P(Y3) > 1 —n~2. Thus working on Yo N Ty, by [[A(b);|| < ||Si|| + ||€i|| for all b € B and
i € [n], we have PO (BZ,B) > K} exp(—272€j2), and combining this with (S47), we conclude that
forany 1 < k < N and 0 < j < J,, there exits some sufficiently large constant C, > 0 depends
on d, 1,72, 01, & such that

sup Iyl < Co(2dBrm) (4 + 1+ V2075 + \ [log(1/K7))

YEIP 1, (P k)
log m 1/2
< CoBlats < G2+ Ofn TGS Gy =My (850)

When j > J,, by Lemma S13(iii) and Manole and Niles-Weed (2024, Proposition 16), we
only need to bound Ly, . Note Ly i < L 1= 2maX;cpy ||Z_1/2XZ-||2 + 2max;ep, [ 24
2 max ey [|U;||*. Define 7y, m := 207 (4 log n)?/® + 203 (4logn)?/# + 8dlog m and consider the
event Y3 := { Ly, < Tnm}. By part(i) of Proposition S24 and union bound, it follows that

P(T5) < P(max 1572 X, > of (41ogn) ) + P(max l* > o3 (410 n)*/")
1€n €|n

—HP’(mfxx] |U;||I> > 8dlogm) < 4n~ ' +2m™ 1. (S51)
J€lMm

Therefore on the event Y3, by Manole and Niles-Weed (2024, Proposition 16) we have that there
exists a universal constant C; > 0 and a sufficiently large C'{ > 0 depends on o1, o2 such that for
any 1 <k <N,

sup lyll < C1(4) + rnm) < Cllyml; =: M;, forall j > J,. (S52)
Y€y m (Lik)
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Putting (S50) and (S52) together, for some constants é@, Cy >0 depend on d, 1, v2,01, 02,
we have ;. — ¢}, . (0) € Carp on the event Y/ := Yo N Ty N Y3, where M = (M) ;>0 and
U = (Uj);>0 are chosen as

& 0<j<dn o _ Col3, 0<5<Jn
’ Ciln,mgjy ,7 > Jn ’ élln,m€§7 .7 > Jn
as desired.

A similar argument can be applied to study the Lipschitz property of ¢p.p m. Since U ~
N(0, 1), forall i < I,,, u € P; and all w such that [[w — u|| < 2, we have

PUBS) = [ (om 2 expl(— ol 2) dy > 2Kac

where Ko € (0,1) is a constant depends only on d. Let 0 = 4/ W, and define

I,
Ty = { sup |[PY(B) — PY(B)| < 17}, and T := ﬂ{ inf  if PYBY) > KQe*Z?}.
BeBd P uEP; wi|lu—w||<2

Then since & < m~1/8 < Kye ‘im we have Y4 C Ys. Furthermore, by leveraging the VC-
inequality again, we can deduce that P(Y$) < m~2, which implies that P(T5) > 1 — m~2. On the
event Y5 N I'o, by applying Manole and Niles-Weed (2024, Theorem 11) and Lemma S14 again we
obtain that for 0 < ¢ < I,,, there exists constants Cy > 0 depends on d, v, 8 and C?, > 0 depends
on d, o, c, 8 such that

sup [|2]] < Ca0(2Ba,0) ") (26 + 1+ \/log(1/K2))

Zea‘ﬁb;n,m(u)

log n) 1/(anB)

< G\ < 2+ GSCH =R, (S53)

n

When i > I, since we still have |||u|?/2 — @pnim| < Lomm < Lnm by Lemma S13(iii),

working on the event Y3, there exists an absolute constant C'3 > 0, and C% > 0 depends on o1, 02
such that for1 < k£ < N.

sup lz]| < C5(l; + rnm) < Colymli := R;  fori > I,. (S54)
Zea@b;n,m(Pi,k)

Thus combine (S53) and (S54) we can deduce that there exists constants C’z, C’g > () depend on
d,a, B, 01,09 such that p.p m — Pbinm(0) € Crronthe event T = Y/ N T5 N Ty, where

R _ | Cal 0<i<ln . _ |Gl 0<i< Iy
(2 9 (2 = . *
C{;lnﬁm&, 7> Im Cglmmg,:;’, 1> Im
Finally, combining the controls on the probability of Yo, T3, T5,I'; and I'y, we arrive at the the
upper bound P(Y) > 1—n"2—4n~'—2m~t —m=2—-2(logm)~' —2(logn)~' > 1—12(logn)~*

when m > n, which completes the proof. |

Now we are ready to introduce the core proposition in the proof.
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Proposition S17 There exists a constant C' > 0 depending on d, o, 3, 01, 02,1, Y2 such that for
any fixed n,m > 1, the following inequality holds

sup‘Wz PA() PY) —W2(P! A(b) pU)‘ < C(logm)rAiAﬁ <\/g+ 21/d> (S55)
beB

with probability at least 1 — 29(logn) "

Proof Note part (i) and part (iii) of Lemma S13 implies that (|| - |2 — ¢, || - |2 — @binm) is @

feasible pair to the duality of the Kantorovich problem between PA®) and PV . This yields that
Iwz(pA®) pUy > / <’“”2 — ¢, (v))dPA(b) (v) + / <”“”2 — o, <u)>de(u)
52 ) = 9 Pbin,m 5 Posn,m
-/ WP 0 0) + / B 1p2
/ o] (dPA®) _ gpA®))(, / ]| (dPY — aPY)(u)
{ [ G PO @) + i ()P ()}
~{ [ hnm@a(PAO = PA) )+ [ (i (P - PE) W)}

By the definition of (¢p;n,m, ¢}, ,,)» We have W2 (P, pA® ,PYY = [(15E v — Ppnm (v ))dPA(b)( )+
i (M — bsn,m (1)) dPY (u). Consequently, from the above display, we deduce that

1
SWA(RA®, B — SW3(PA®), PY)
< / o m(0)A(PAD — PA®) () 4 / b (w)d(PU — PY) ()
- Eb n,m

/||v| (PA0 — pA0) iy 4. [ 12 1l 4 p2 — Py ). (ss6)

*anm

On the other hand, define ¥, := {(f, g) € L'(PA®)x LY (PY) : vTu < f(v)+g(u), ¥(v,u) €
Supp(PA®) x Supp(PY)}, then Theorem S9 implies that for any b € B3 there exists a conjugate
pair (¢}, ) such that

(Vg ) —argmm/fdPA(b /gdPU7

f,9€%

WEPAO,PY) = [ ol 2= 0ie)aPAO )+ [l /2 = vn(u) dPY ).
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Since Wy, C @y, (||v]|2/2 — 15 (v), [[ul|?/2 — ¥s(u)) is a feasible solution for the duality between
P and PU. Therefore, we can rerun the previous derivation and obtain that

Iwzpae puy 1w2<PA<”> PY)

/ e = PAO) @)+ [ wua)d(PY - PE)

:'Gbnm
2 2
/IlvH d(PAD _ pA®))( /”“” — PY)(u).  (S57)

Write the first two terms and the last two terms of (S56) as E,, ,, and F;, ,,, respectively, and write
the first two terms of (S57) as G, ,,. Then combining (S56) and (S57), for ¥, defined in (S68), we
have

1
sup W2( A(b) PU) fWQQ(PA(b),PU)) <sup|Ebnm\+28up|anm|—|—sup\Gbnm|
beB!2 2 beB

/1 1
(logm 2/\aAﬁ 19 + \/> ogn + 19 Ogm

with probability at least 1 — 29(logn) !, where we have used Lemmas S18, S21 and S20 to bound
each of the three terms in the penultimate inequality. |

Lemma S18 There exists C > 0, depending only on d, o, 3,2, 01, 02, and an event ) with prob-
ability at least 1 — 18(log n) ™1, such that on Q, for any b € B, we have

21
[ G0 A(PAO = PAO) )] < Cltog )7 (0, + JE )
2

’/%;n,m(u)d(PU — PY)(u )‘ < C(logm) mm( h;fm>

where ¥, is defined as (S68).

Proof We note that the value of the integrals on the left-hand side of both inequalities will not
change if we add any constant to the functions ¢Z;n,m and ¢y, . Hence, we may assume without
loss of generality throughout this proof that (Z)Z;mm(O) = dpn,m(0) = 0.

Note that due to the sub-Weibull assumptions on ¢ and S, and combining with Proposition
S25(ii), we have (g, S) ~ (p, a A B)-sub-Weibull for p > 0 depending only on o; and o5. Then let
K = p(4logn)/(@8) and Q) := {max;<;<, ||(¢:, S;)|| < &}, and by Proposition S24(i), we have

P(5) < nP(l(=, S)] = 5) < znexp{—;w/mW} <2
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For any b € B, define the linear projection T}, : R? x R — R? such that
Ty(s,e) := (b* — b)S/%s +e. (S59)

Write B, = {Ty(s,e) € R? : (s,e) € Bd+p }. Working on the event €2; and observing that
| Ty |lop < 1 forany b € B, we have

[ Ginn@d(PA® = 21w = G © Thle,5) dP° @ P5(e, 5)
R\ Y Rd+p\BSIp )
(a) T 2
S / <H b(ea S)H + Tn,m) d(Pa ® PS)(e, S)
Rd+p\ng;p 2

2
. / <H(€S)! n m,m) d(P* ® P%)(e, 5)
RE+P\BG P 2

© Cae 1G4 QT# <G (S60)
n n
where we use part (iii) of Proposition S13 to obtain (a) and Lemma S26 to obtain (b) and Cy > 0 is
a constant only depending on d, o1, 02, «, 5.

On the other hand, for X C R¢, we define Lip; ;(X) := {f € Lip;(X) : sup,ex | f(z)] < 1}
to be the class of 1-Lipschitz functions on X uniformly bounded by 1. Consider the following
function class

F = {(S,e) — (poTy)(s,e) ]lBngp(s,e) :beB, pe Liplyl(Bg)}. (Sé61)

Let jp, = (Jn + 1) [logg( (41ogn)'/(@"B) /d1/2)]. Then we have 37"\/d > k, which implies
that BO . C U %0 U w—1 Ljx for P; ;. defined before Lemma S15. Let T be the event with probablhty
1-12(logn)~ 1 on which Proposmon 516 holds. Then, from Proposition S16, we have ¢y, ., | Bl , i

Lipschitz continuous with parameter M, and upper bound Uj, , for M; and U; are defined in (S45)
Specifically, since j, > J,, from (S45) there exists C'5 > 0, dependlng only on d, o, 3, 01, 02, Y2,

such that M;, v U;,, < Cs(log m)%aw Whence, observing that
<lo;;;n,m (H’Tb(" )) 133+P ('7 )

C5 (log m) 2/\045/\['}

e F,

we deduce that

/ (pb;n,m(v) _ d(PA(b) _ Pf(b))(v)
Ey Csk(logm)2rans

-, P T D) ype s pS e g pS) e, s)
Bit? Csri(logm)2hers

/ Phn,m (KTo(s, €))

¥ C5(log m)2rans TRarp
< sup /f s,e)d(P* @ PS — P€®PS)(€ s)} (S62)

d(P*® P° — P @ Py)(e, s)
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By Lemma S19 and Wainwright (2019, Theorem 4.10), there exists an event {2y with probability
at least 1 — n~!, on which for some constant C’ > 0, depending only on d, we have

§2C’<z9n+\/§) +\/21C;Lg”. (S63)

Combining (S60), (S62) and (S63), we have on event Y N 21 N (2 that

/Qoznm(v)d(PA(b) _ PnA(b))(’U) < C’5/€(logm) 2/\2/\5 <2C,(79n + \/E) + 12logn> n %
Y n n n
< CY(log m) T <19n + \/5 + 210g">,
n n

for some Cf > 0 depending only on d, cv, 3,01, 02, 72. A symmetric argument shows that on T N
Q1 NQ, [—pr,  d(PA®) — A(b)) can be controlled by the same upper bound. This establishes
the first claim of the lemma.

A similar argument is applied to obtain the bound for the empirical process of @y, .. Let
v = 2y/2dlogm, and define Q3 := {max1<z<m Ul < ~}. Then by a union bound we have
P(Q25) < mP(HUlH > 7) < 2mexp(—§ﬂ) < % Working on €23 we deduce that for some
absolute constant Cg > 0,

sup’/fd(P€®PS—P§®Pf)
fer

[t d? P = [l aPV)
RNB] RABY

(d)C
2

(c) 2
RABE 2

In the above, we use part (iii) in the Proposition S13 to obtain (c) and Lemma S26 in inequality (d).
Define

M = {91y : g€ Lipy1(5))}. (S65)

Let iy, = (In + 1) 4 [$logs(8dlogm)|. Observe that 3=\/d > ~ thus we have Bd
Ui’”o k 1 Pi k.- Since @y, € Crr on T according to Proposition S16, we have that ¢y, m|Bd

is bounded and Lipschitz continuous with upper bound 7;,, and Lipshictz constant R;, as de—
fined in (S46). Moreover, by the explicit display of (S46), there exists a constant C depends on

5
d,o1,09,a, 3,72 such that R; vV T; < Cr(logm)2rarB8. Therefore, on Y, we have

‘pb;n7m(<7’ >)
5
C7(log m)2rans

1ga () €H,

and consequently,

1

. /B G d(PY = P)(u) < sup{ / h(u) d(PY — Pg)(u)}. (S66)

Crv(logm heH
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Then applying Lemma S19 and Wainwright (2019, Theorem 4.10), we derive that there exists an
event ()4 with probability at least 1 — m ! such that on this event we have

/hd(PU - PY)

Consequently, combining (S64), (S66) and (S67), and working on the event T N {23 N {24, we obtain

21
<20, + 1) 2228 (S67)
m

sup
heH

21 C
[ ernam@ d(PY = PE) < Crllogm) 7 (20, + | 25T ) 4 O,
m m
< C(logm) . (19 . 2logm>
=7 m m '

for some C7, depends on d, 01, 02, @, 3, 72. A symmetric argument can be applied to establish the
upper bound for [ —@p..m(u) d(PY — PY) and the second claim follows. Finally, the proof is
complete by observing that P(YT N Q1 N Qe N Q3 N Q) > 1 —18(logn) L. [

Lemma S19 Suppose that T be a subset of linear maps from RP to R¢ whose operator norms
are bounded by 1 and let L be a subset of {g : g € Lile(Bg), g(0) = 0 and g is convex}. Define
F:={(go h)]lBg cheT,g€ L} Let P € Pa(RP). Then exists C > 0, depending only on d,

such that
Ru(7.P) (0, +[2)
where
k=2, ifd > 5,
Uy =< kY 2logk, ifd=4, (S68)
k=172, ifd < 3.
fork € N.

Proof For any fixed 6 € (0,1), let G be a d-covering set of £ with respect to || - HLoo(Bg). By

Bronshtein (1976, Remark 1 and Theorem 6), we have Ny := |G| < eCs(/DY? for some Cs >0,
depending only on d. Similarly, let 7{ be a -covering set of 7~ with respect to ||- ||op. By Wainwright
(2019, Lemma 5.7), we have Ny := |H| < (1+2/6)%. Now, given any f = goh € F, we can find
g € Gand h' € H such that ||¢’ — QHLOO(Bg) < ¢ and ||h — hllop < ¢. Consequently, for X ~ P,
we have

(goh—g ol) g |2y < l(goh—g oh)Lpr |2y + (g 0 h =g o h) Lpp || 12(p)

/ 2\1/2 , , 2y1/2
= {E‘(Q —g')oh(X) ]l{HXHSI}) } + {E g o(h—h)(X) ]l{IIXllﬁl}‘ } < 26.
which implies

4\ 42 P AN 24
log N (20, F, | - | 2(p) < log(NolNy) < cg(5> ; dplog(l T 5) < 08<5) W2
(S69)
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Since all functions in F are uniformly bounded by 1, the La(P)-diameter of F is bounded by 2.
Thus, by Dudley’s chaining (see e.g. Wainwright, 2019, Theorem 5.22), for any € € [0, 1], we have

32 2
Rn(F, P §2e—|—IE/ log!/2 N (8, F, || - dé
(F,P) Vi g ( [RRIVEIT2Y;

25+34/400 /% 2 64(dp)/2 % 1
< 2+ pYE /6/46d/4d5+ 12 /6/451/2d5.

By choosing € =< n~=2/4if d > 4 and € = 0 otherwise, we deduce from the previous inequality that

there exists C' > 0 depending only on d such that

n=24 4 (p/n)V/2, ifd>5
Rn(F,P) < CSn~12(ogn +p'/?), ifd=4,
(p/n)"/2, if d <3,

completing the proof. |

Lemma S20 There exists C > 0 depending only on d, o, 5, 01, 02, V1, Yo, such that with probabil-
ity at least 1 — 6/n, both of the following inequalities hold:

sup < C(logm) Trand /2

beB

/ ¥ (0) d(PA®) — PAD) ()

sup
beB

< C(logm) zars m 12,

/ n(u) d(PY = PY)(u)

Proof Since adding a constant to ¢} or 1%, will not change the value of [ 17 (v) d(PA®) — p (b))(v)
or [p(u)d(PY — PY)(u), we assume 9} (0) = 1,(0) = 0 with out loss of generality. We first
note that E ||(b* — b)XY/25||? = ||b* — b3 < 1, for any b € B. By Lemma S27 and the anti-
concentration inequality of € given in (12), there exists a constant M; > 0 depends on ~y; and
such that the density function of A(b), write as f4(;), have the anti-concentration inequality

Fag(v) = My exp(=2%[[v|*),  forall [|v]| > 2.

Then by recalling that PV ~ (1/2d, 2)-sub-Weibull, we apply Manole and Niles-Weed (2024, The-
orem 11) to obtain that ||V (v)|| < C(||v|| + 1) for all v € RY, where C > 0 is a constant
depending on d, 71, v2. Therefore, applying mean value theorem, we have |17 (v)| < C(||v]| + 1)
for all v € R,

3. In the original Theorem 11 of Manole and Niles-Weed (2024), a regular condition is required on the density function
of the source probability measure. Nevertheless, it is indeed sufficient to reestablish the result by merely assuming an
anti-concentration inequality on the density function of the source probability measure, as we have proven for f4 )
here.
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Define Q1 := {maxi<i<y || (1, Si)|| < x} and By == {Ty(s,e) : (s,e) € By P} for each fixed
b € B. From the proof of Lemma S18, we have P(€2;) > 1 — 2/n. Then on §2; we can obtain that

upl [ i =PI =sup| [ e Tils e d(PS @ P)(sic)
beB!JRA\E, beBlJRA+P\BITP

< Csup / (1+ |To(s, ) |)2 d(PS & P¥)(s,¢)
beB JRA+r\BG P

beB
C/

)
n

< C'sup / 1+ (s, 0))2 d(PS ® P*)(s,¢)
Rd+p\3d+P

for some constant C’ > 0 depending on d, o, 3, 01, 02, V1, Y2, where we used the fact that P(5€) ~
(p, a A B)-sub-Weibull and Lemma S26 in the final inequality. It therefore remains to control

G :=sup P (v) d(PA(b)—Pf(b))( ) Sup)/ PioTy(s,e) d(P°®P°— PS @ P:)(s,e)|.
beBJE, beBl/BGTP

To simplify the notation, define the centered function
Ui (s,€) =1y o Ty(s,€) L{[[(s, e)[| < n} — E[v5 0 T(S, ) L{[|(S, )| < K},

then it follows that [|¢);lle < 2C(k +1)? < C(log m)%iw. In this notation, we have G =
SUppeg |1~ Zze[n] Yy (Si, €i)|. By Markov’s inequality, we then have

2 2
log m) 2AaNB < (log m) 2AaNB
—1/2 nt2 ~ \/’ﬁ

We now claim that G, when viewed as a function of (s1,e1),..., (s, ey), satisfies the bounded
difference property (see e.g. Wainwright, 2019, (2.32)). By symmetry, it suffices to consider a
perturbation on (s, e1). Define v = (v;),,v" = (v))_, where each v; = (s;,¢;),v, = (s}, ¢€}) €
R+P  such that v; = v} for any ¢ # 1. We have

+0o0
E(G) :/ P(G > t)dt <n~ 1/2+c/ (S70)
0

1~ -
a0 -y 0] g1 -] | o
i=1
2C (logm) X

< L oupldyon) ~ G500) <

—_ )
N beB

n

estbalishing, the bounded difference property for G. Thus by McDiarmid’s inequality (see e.g.
Wainwright, 2019, Corollary 2.21), we obtain that the event

\/ﬁc(log m) 2/\2/\B }

Alzz{GgEG+ NG

occurs with probability at least 1 — 1/m.
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Thus, working on the event €21 N A1, we deduce from (S70) that

2 2
supl [ 47 ()a(PA®) — PO ()| < CLETPTE  C  CRoBm) T,
beB vn n vn
for some constant C' > 1 depends on d, o, 3,71, 72, 01, 02, which completes the first claim of the
lemma.

For the second claim, in order to bound [ ,(u)d(PY — PY)(u), we notice that the anti-
concentration property of PU holds due to the Gaussian assumption. Thus Manole and Niles-Weed
(2024, Theorem 11) implies that ||V, (u)|| < C(1 + Hu||)o%ﬁ for some C' > 0 depending on
d, 01,09, a, B, and it follows that |y, (u)| < C(1 + Hu||)o%ﬁJrl

Define Q := {maxi<j<pm, ||U;|| < ~}. From the proof of Lemma S18 again, we have P({22) >
1 — 2/n. Working on €23, we have

= sup
beB

sup / Gn(w)d(PU — PU)(u)
beB|JRA\B,

/ wb(u)dPU(u)
Rd\BOV’Y

- 2 C

= C/ (1+ a7 T aPY (u) < —

m
for some constant C' > 0 depending on d, o, 3, 01, 02. Now, defining G:= SUPpep ‘ fBo . Ypd(PY —
Pp)l,
probability at least 1 — m™

is lemma, there is an event Ay with

L such that on 5 N Ay, we have

2

~ — 2 ~ —
- - C(logm)2rans  C  C(logm)2rens
d(PY — PY <G+ <EG+ 22—~ 4L <o)
supl [ (P~ (| < G+ T <G4 TSR 4 T < SRS,
(S71)
for C' > 0 depending only on d, o, 3, 01, 02, Ya. [ |

Lemma S21 There exists C > 0 depending only on d, o, 8, 01, 02, V1, Yo, such that with probabil-
ity at least 1 — 5/n, we have

/ ]2 d(PA® — PA®)Y ()

\ [ a(e? - ) )

Proof Observe that the only property of +; that we used in the first part of the proof of Lemma S20
is that ||V} (v)|| < C(||v]| + 1) for all b € B and v € R?. The same property is satisfied by the
function v + ||v||%. Hence, a very similar proof to that of Lemma S20 will establish the first claim
here. N

As for the second inequality, since U; SV (0, 1,), we have Y- | ||U;||? ~ x2 ;. By Laurent
and Massart (2000, Lemma 1) we deduce that

P[5 2o Wil - Bl = 2 2 < 2,
m m
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which implies the second claim. |

Proof of Theorem 8 Recalling that in the regime of (6) event © holds with probability at least
1 — 4(logn)~*, and working on © we have b € B. Thus there exists M > 0 depending only on d,
a, B, 01, 02, 71, Y2 such that with probability at least 1 — 33(logn) ™!, we have

L(b) — L(b*) < 2sup [L(D) — Lpm(D)]
beB

1 & 1<
<|= U'Q—]EU2‘ ‘f TS~,-2—IETS-,-2‘
<[5 I 1] gl 31735 01 - RITi(S: )

+ sup[ WE(PA®, PU) — WE (PO, PY)|
beB

< M(log m) 2/\2/\[3 p + L (S72)

where the second inequality uses the definition of ((-,-)))y, and in the final inequality, we used
Lemma S21 to control the first two terms and Proposition S17 for the last term.

On the other hand, by the lower bound developed in (S31) and Lemma S22 we have for r :=
(P2, PY))y, that

L(b) = LO7) = \Jr2 + ||b* = BlJ, —r > %(1 + )72 = b3 (S73)

Combining (S72) with (S73), we obtain that

1/4
16— blls < M(logm)mm{ (£} 4 L (S74)

¥ = s n nt/d [’
with probability at least 1 — 33(logn)~!. Here we close the proof. |

Appendix B. Ancillary results

Lemma S22 For any a > 0, we have inequality

a? ;
Va+z2< 2\/5+\/6 : Woszsl
($—1)+m+\/a Jifx > 1.

)

and

2 .
\/a+x2>{2fm+\/a 71f0§x§1,
- —1 1 .
Tt taeg Ve Lifr> L

Proof Write

Tt
\/a+x2:/ dt + +/a.
0

a + t2

Thus the first inequality can be obtained by utilizing ¢/va + 2 < t/y/a and t/va +t> < 1in
the case of 0 < ¢t < 1 and t > 1 respectively. The second inequality follows by noting that

t/Va+t2>t/v/a+1when0<t<landt/vVa+t?>1/y/a+1whent> 1. [ ]
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Lemma S23 There exist independent random vectors Z and ¢ such that P%, P € Py(R?%) N
Pac(R?) such that (Z + €, U3, = (Z,U)3y, + (e, U)3y,-

Proof Consider independent random vectors Z ~ N (0,%) and ¢ ~ N(0,T"). By the same argu-
ment as in (S30), we have

(Z + e, U, = Te((E+1)Y2)
(2, Uhw, = Te(S'?)
(e, U)w, = Te(T?).
Hence, the desired result hold if we take ¥ = 02I; and I’ = 'VZId. |

Proposition S24 Let X be a random vecotor. Then the following properties are equivalent:
(i) There exists o > 0 such that P(|| X || > z) < 2= 3(@/)" forall x > 0.
(ii) There exists K, > 0 such that {E|| X |*}*/* < K k'/5,
(iii) There exists K|, > 0 such that Eexp (|| X|))?) < exp ((AK})P) for all || < 1/K],.
(iv) X follows the (o, B)-sub-weibull distribution.
The proof follows by Vladimirova et al. (2020, Theorem 2.1).

Proposition S25 For pi1,ps € N, let X € RPLY € RP? be two independent sub-Weibull random
vectors with parameter (o1, ) and (02, 3) respectively. Then the following statements holds:

(i) For matrices A € RY*P1 gnd B € RY*P2 there exists o > 0 depending only on o1, 09,
| Allops || Bllop such that AX + BY ~ (o, A 3)-sub-Weibull.

(ii) There exists o > 0 depending only on o1,09 such that the concatenation of two random
vectors Z := (X,Y) € RP1*P2 js q sub-Weibull random vector with parameter (o, A ).

Proof (i) Suppose K, and K, are the induced constants of X and Y by the part (ii) of Proposition
S24. Then it follows that

(EAX + BY )" < (B AX|5)* + (B||BY |*)/*
< [ Allop (B [ X |F)Y* + || B|op (B [[Y ||F)1/*
<N Allop V| Bllop - (Ko k'/* + Ko, k')
< 2(|Allop V [[Bllop) - (Ko, V Koy KV,

This proves that AX + BY satisfies part (ii) in the Proposition S24 thus the conclusion follows by
the equivalence of part (i7) and (iv).
(ii) For any integer k > 1, we have
1/k 1/k
NI < EBUX]+ 1YY
< ENXI)YE + E®IYIF)E < (K, v Ko,

where the sub-Weibull assumption on X and Y have been exploited. The conclusion follows by
employing Proposition S24. |
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Lemma S26 If X is a (o, 3)-sub-Weibull random vector as defined in (11), then for any s > 0,
there exists C > 0, depending on s, o, 3, such that E(|| X ||* 1{|| X|| > t}) < Ce1(t/9)",

Proof We have
s s 1 )8 L(4/5)8
E(IX* 11X = #}) = B[ X||* 1{ et 1X1/0)" > i/}
< B{|| x| X1/ 5@/
< KO (R x|y 2 R b))

22101 X[},

IN

where we used the definition of X being (o, 5)-sub-Weibull in final step. The desired bound follows
since by Proposition S24, we have E|| X ||?* < C for some constant C that depends on s,0,3. W

Lemma S27 Suppose X,Y are independent d-dimensional random vectors with finite second mo-
ment. If X follows an absolutely continuous distribution with density function fx which admits the
following anti-concentration inequality for some constant y1,y2 > 0:

fx(z) 2 mexp(=lzl?), ¥ z| 2 E[Y]?.

Then there exists a constant K depends on vy and 2 such that the density function of V .= X +Y,
write as fy, satisfying

fr(v) 2 Kiexp (=2xn[ll?), ¥ |v]| 2 2E[Y]>.

Proof Write My := E ||Y'||? < +oc. For all ||v]| > 2M>, we have

fr(w) = / Fx(o— 9 fy(y)dy > / i exp (—llo — yI2) fir () dy

lyll<Ma

1
> / V1 exp (—27v2|[v]|?) fr (y)dy > 4 (1 — ﬁ) exp (—2y2]|v]1%),
Iyl <Mz 2

where 7} = 71 exp(—272 M%) and the last inequality is followed by the Markov inequality. Thus

the result holds by letting K1 = ~{ (1 — A%) [ |

Lemma S28 Ler X, C R? are Borel sets such that Lo is bounded on X x Y, i.e. ||Lal|so :=
SUP(zy)exxy L2(2,y) < +oc. Then for any p € P2(X) and v € Po(Y) we have

inf{Ju,u(%¢) : (QO, 1/)) € (i)}
= inf {Juu(p,%) : (2,8) € &, —[Lalloc < o = |- 1P/20, 0 <9 = || [7/2 < | L2},

where ® := {(¢,1) € L' (X) x LY (V) : o(x) + ¥ (y) > 2Ty, V(z,y) € X x Y}
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Proof Note that by the argument same as (S17) we have

mf{J,“, o, ) : (o, E(ID}
oy ey . o -
=/ 5 v(y) —sup{Juu(p, ) : (0, 9) € P2}, (ST9)
X
where ® := {(ip, ) € L}(X) x L'(Y) : p(x) + d(y) < La(x.y), ¥(z,y) € RY x R}, Note
by Villani (2021, Remark 1.13), we may restrict the supremum in the right-hand side of (S75) over
some bounded functions:

sup{J v 0) (0, 1) € @2}

— sup{Ju(9) : (9,0) € 82,0 < ¢ < [|Lolloc, —[ILaoc S <0} (S76)
By Villani (2009, Theorem 5.10) we may further impose that ¢ be c-concave and w ©°. Suppose
(0, ¢§) be a solution to the right-hand side of (S76). Define @ := || -[|2/2 — 0, ¥ := || - [|?/2 — 5.
Then by (S75) we have
inf {Jl0) : (00) € ) = [ Ga)du(o) + [ Sy, (s77)
X Yy

Moreover, note

p(z) = ||zl|*/2 — wo(x) = ||z[|*/2 ~ inf{c(@,y) - ¢o(y)} = Sup{fv y— (Iy1?/2 = Gy},

yey

which implies that (@,1)) € ®. Combine this with (S77), we proved that ($, ) is an optimal
solution to the left-hand side of (S75). Finally, by the boundedness of (g and ¢, we have

0 < fl|*/2 — ¢(2) < | L2floc and — |[La]loc < lylI?/2 = (y) <0

as desired. ]

Theorem S29 (Fournier and Guillin, 2015, Theorem 1) Let X ~ PX be a probability measure
on R such that My := E||X||* < +oo with £ € (2,+00). If PX is the corresponding empirical
distribution, then there exists a constant C' > 0 depending only on d and { such that for all n > 1,

E [W3(PX,PY)] < M7/ "7 (d, 0), (S78)
where
nz ifd<4 (na ifl>4
Tn(d,0) :=¢n %log(l—&—n) ifd=4 +4n %log(l—i-n) ift =4
n=i ifd>4 |n'T if2 < 0 <A
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Appendix C. Spatial reference distribution

In this section, we derive the MCQR loss function under reference distribution U[—1, 1], which may
provide an intuitive example for the verification of Proposition 3. In one dimension, the traditional
rank and quantile can be understood as a pair of optimal transport maps between the distribution
of interest X ~ P and the uniform distribution U ~ U|0,1]. When P does not assign mass to
sets with Hausdorff dimension 0, the corresponding distribution function F' and its inverse map
Q := F~! serve as the corresponding optimal transport map. This concept can be generalized to
other reference distributions, for instance, U[—1,1]. In this case, the spatial distribution function
Fyp(+) :== 2F(-) — 1 takes on the role of F" in the previous case. Moreover, the corresponding check
function needs to be modified as

SP(X — )= (1+7)(X —0) —2(X —0)1{X —0 <0}, V¥rel[-1,1]

Suppose V' ~ U[—1, 1], then the composite quantile regression optimization becomes
1 1
E/ PP (Y — BrX — q(T)) = dT = / (Y —BTX —q(r)) dr + / / T) dtdr
—1

=FE rnax/—( —bX —q(7 dT—l—/ / —q(7)drdt
te[—1,1]

=E max (—(1—¢)(Y —bX)+¢(t)) + E¢(V

te[—1,1]
= Etn[qalxl] (LY —bX) + ¢(t)) + Eo(V),
cl—1,
where ¢(t) ft 7)d7. Thus, applying the same argument as Lemma 2 we can see that the

composition quantile regression estimator of b* is once again
b* = argmin{(PY "X, PV))y,

This gives some intuition on Proposition 3. However, if choose the standard normal distribution as
the reference distribution, we may not be able to find a straightforward optimal transport map as F’
or Fgp,, but Proposition 3 demonstrates the validity of this extension.

Appendix D. Spatial quantile

The concept of the spatial (or geometric) quantile was initially introduced by Chaudhuri (1996).
Uniquely characterizing the underlying probability distribution as a special case of M-quantile,
as demonstrated in (Koltchinskii, 1997, Theorem 2.5), this quantile permits a seamless extension
to the regression framework (Chakraborty, 2003) and functional quantile regression (Chakraborty
and Chaudhuri, 2014; Chowdhury and Chaudhuri, 2019). A more recent development involves an
extension to the hypersphere, as explored by Konen and Paindaveine (2023).

The definition of Spatial quantile starts from rewriting the check function p,(-) as

1
pr(z) = =(|z| + (27 = 1)2) = 5(]2! + vz), forany z € R,

l\.')\r—t
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with v = 27 — 1. Thus a natural extension of the check function to the multi-dimensional case is by
substituting the absolute value function by the L;-loss function:

2 (2) = 5 (=l +072),

where v = 7u, and v € S?!. This extension of the check function immediately leads to the
following definition of spatial quantile:

Definition S30 Suppose Y ~ PY is a random variable on R® (d > 1). Then for any T € [0, 1] and
u € S the Tu-spatial quantile of PY is defined as

Qry = argminE @, (Y — y). (S79)
y€Rd

Note the solution of (§79) are such that

Y_QTU

E . vr=
(V=0

) = .

Intuitively speaking, this indicates that Q,,, defines a point in R? such that the average unit vector
from it to other random samples should be Tu.

The generalization to quantile regression setting is simply by applying the spatial quantile defi-
nition to Y — b* X — a, where X € RP is the covariate vector, b* € R?*? is the regression coefficient
and a is the intercept term. Specifically, for fixed 7 € [0,1] and u € S%1,

(Gry,bry) = argmin E®,, (Y — bX — a).
bERIXP qcR4

Therefore, given observations (Y1, X1), ..., (Y,, X,,) satisfying equations
Y, =0"'X;+¢e,i=1,...,n,

for some random residue terms ¢;’s that are independent with with X;’s, the spatial quantile estima-
tor of b* can be obtained by

. 1 &
(6P alP)y  argmin  — Z O, (Y —bX; —a).
beRdxP, ackr T [T

Therefore, the optimizer can be obtained by applying classical convex optimization algorithms.
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