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Abstract
We prove that whenever 𝑝 “ Ωp1q and for any graph 𝐻, counting 𝑂p1q-stars is optimal among

all constant degree polynomial tests in terms of strongly separating an instance of 𝐺p𝑛, 𝑝q, from
the union of a random copy of 𝐻 with an instance of 𝐺p𝑛, 𝑝q. Our work generalizes and extends
multiple previous results on the inference abilities of 𝑂p1q-degree polynomials in the literature. 1
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We study the computational limits of low-degree polynomial algorithms for the planted sub-
graph detection problem. Let 𝐻 “ 𝐻𝑛 be an arbitary undirected graph. We wish to distinguish a
“null” Erdős-Rényi random graph 𝐺p𝑛, 𝑝q from the planted instance where one observes the union
of a random copy of 𝐻 “ 𝐻𝑛 and an instance of 𝐺p𝑛, 𝑝q. This is a generalization of a plethora of
recently studied models initiated with the study of the planted clique model (Jerrum 1992), which
corresponds to the special case where 𝐻 is a 𝑘-clique and 𝑝 “ 1{2.

Over the last decade, several papers have studied the power of low-degree polynomials for
detecting specific choices of 𝐻’s in planted subgraph model. In this work, we adopt a unifying
perspective and characterize the power of constant degree polynomials for all graphs 𝐻 and for
any 𝑝 “ Ωp1q at the same time. Perhaps surprisingly, we prove that the optimal constant degree
polynomial is always given by simply counting signed stars in the input random graph. As a direct
corollary, we conclude that the class of constant-degree polynomials is only able to “sense” the
degree distribution of the planted graph 𝐻, and no other graph theoretic property of it.

To establish our characterization of the power of constant degree polynomials, we show that
whenever the degree-𝐷 advantage tends to infinity, thresholding a signed star counting polynomial
of degree at most 𝐷 strongly distinguishes the planted model and the null model. At the core of
our argument is the analysis of the second moment of the signed star counting polynomials in the
planted model. We remark that this completes the picture of constant degree testing for the planted
subgraph detection problem, as it is well established in the low-degree literature that a bounded
degree-𝐷 advantage implies the failure of degree-𝐷 polynomials (see e.g. Coja-Oghlan et al. 2022).

1. Extended abstract. The full arXiv version of our paper appears in https://arxiv.org/abs/2403.17766v1.
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