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Abstract

Reputation and reliability play a central role in a wide range of applications, from online mar-
ketplaces to review aggregators to ridesharing services. Many reputation systems are vulnerable
to manipulation, and protected only by keeping algorithms secret, avoiding high-stakes applica-
tions, or using side information to identify malicious users. The current situation is reminiscent of
pre-modern cryptography, characterized by a patchwork of ad hoc techniques with minimal formal
understanding of their security.

We propose a reputation system which provably achieves a very strong correctness guarantee
under extremely pessimistic assumptions—it works even given a supermajority of malicious users,
converges to optimal behavior after a constant number of interactions per user, does not require
repeated interactions, and accommodates time-varying quality of resources.

Our formal model is simple but general. In each period, a user is given an opportunity to inter-
act with a resource, and must accept or reject the proposed interaction. If they accept, they receive
a payoff in [—1, 1]. Ideally all users would behave honestly, pooling their data and quickly learn-
ing which resources are worth interacting with. Our protocol essentially matches this performance
when all users are honest, while guaranteeing that adding malicious users or users with varying
tastes does very little damage.

We also extend our results to a more challenging setting where users interact with each other
rather than with static resources, and where the two parties to an interaction may receive different
payofts.

Keywords: Online learning, collaborative learning, manipulation-resistance, collaborative filter-
ing, reputation systems

1. Introduction

The Internet suffers from a fundamental tension: it provides access to an inexhaustible wealth of
content, knowledge, and opportunity, but also exposes us to an inexhaustible supply of malice,
incompetence, and greed. It seems all but impossible to realize one without the other. Compared to
our local communities, the Internet is an unfriendly place full of unaccountable strangers, and we
behave accordingly.

Simple solutions to this problem invite an arms race between honest users and malicious ma-
nipulators. If we use reviews to identify good merchants, bad merchants will pay for fraudulent
reviews. If we use social networks to identify honest users, malicious users will find fake friends.
These are not hypothetical concerns: there is ample evidence that manipulation is common across
a very wide range of contexts. If we want to use reputation systems in high-stakes situations, they
need to be robust to manipulation.

Identifying fraudulent reviews or malicious users by behavioral characteristics, such as their
choice of words or the timing of their activities, is akin to “security by obscurity”: when it works,
it relies on the attackers’ ignorance, incompetence, or fear of legal consequences. But is it possible
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to do better? If manipulators can imitate honest users perfectly, is there any way to mitigate their
influence?

We introduce a very simple and general model of interactions in an online community. In each
period, two users have a chance to interact with each other, or a user has a chance to interact with a
resource such as a movie or merchant.! If they choose to interact, then each user receives a payoff
in [—1,1].

We propose a protocol for answering queries of the form “should user x interact with resource
y?7” or “should user x( interact with user x1?”

We show that every set of users who follow our protocol achieves a total payoff nearly as high as
if they had used the optimal whitelist/blacklist to decide which resources or users to interact with.
This holds even when almost all users behave adversarially, when the quality of resources varies
arbitrarily over time, when assessments are very noisy, and when the number of interactions per
user is a constant independent of the size of the community.” This problem is difficult because we
need to satisfy a regret bound for every set of users simultaneously—we are ignorant not only about
what strategy will perform best, but also about whose payoff we are trying to maximize.

We must address two key technical challenges. The first challenge is the computational com-
plexity of optimizing over an exponential space of possible filtering policies. This is addressed by
applying recent algorithms for online matrix prediction based on semidefinite programming (Hazan
et al. (2012); Christiano (2014)). The second challenge is to achieve low regret for every set of users
simultaneously. Overcoming this challenge is key to ensuring robustness and non-manipulability.
We propose a new algorithm which uses matrix prediction to iteratively refine a filtering policy, and
analyze our algorithm using a novel application of traditional online learning guarantees.

When users interact with each other, we must address a third challenge: an interaction may be
good for one user but bad for another. We need honest users to interact with each other whenever
the rotal payoff is positive, But we also need to prevent honest users from interacting too much
with “free riders” who receive high payoffs themselves but whose interaction partners receive low
payoffs.? To address this challenge we introduce an accounting system based on logarithmic barrier
functions. We show that this system effectively limits the extent of free-riding while allowing honest
users to freely interact with each other.

These results suggest that reputation systems are not inherently vulnerable to manipulation, just
as communication is not inherently vulnerable to eavesdropping. We raise a raft of open problems,
from achieving statistically optimal and distributed protocols, to incorporating side information, to
designing more complex and realistic systems that use trust as a building block.

In Section 2 we state our model. In Section 3 we sketch our approach to collaborative filtering.
In Section 4 we present our complete algorithm for collaborative filtering and for reputation systems
in the case of symmetric payoffs. In Section 5 we generalize this algorithm to the reputation system
setting under a weaker “ex ante” symmetry condition.

1. The only difference between a “user” and a “resource” is that users receive payoffs.

2. 1t is clear that a set of users can only converge to this benchmark once €2(1) of them have interacted with each
resource: there is no way that the honest users can tell whether a given resource is good until at least one of them
has interacted with it. We essentially match this lower bound, although we require e ~® honest interactions in order
to effectively estimate a resource’s quality to within &, while the statistical lower bound is £ 2.

3. In our model, this would include e.g. a user who asks for favors much more often than they return them, or a user

who often downloads files from a P2P service but rarely uploads them.
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1.1. Related work

Many researchers have explored systems for collaboratively deciding what resources or users are
worth interacting with. Our work is the first that is both statistically efficient and robust to manipu-
lation: in the case of honest users our protocol reduces to an efficient online learning procedure, but
it also guarantees that adversarial participants cannot significantly degrade the results.

Collaborative filtering: In the collaborative filtering problem, a set of users interact with a set
of resources, and exploit their common tastes to more efficiently predict which resources each of
them will rate highly. This problem has been studied at length; see (Su and Khoshgoftaar (2009))
for an overview.

In contrast with this literature, we focus on robustness and non-manipulability. Existing work
makes essentially no guarantees if we include even a small fraction of users who behave manipu-
latively. Most existing work also makes strong assumptions on the relationship between the prefer-
ences of different users (such as the existence of an approximately low-rank decomposition), while
we only assume that there exist sets of users who could benefit by pooling their information.

Some collaborative filtering systems, for example (Alon et al. (2006); Awerbuch et al. (2008)),
make guarantees for every sub-community and are robust to adversarial manipulation. However,
these systems aim to recover entire preference functions under relatively optimistic conditions, such
as static preferences, strong similarity between the preferences of different users, and deterministic
on-demand access to those preferences. We weaken these assumptions considerably, allowing weak
similarities between users, time varying and noisy preferences, and adversarial patterns of available
interactions.

Our results build on recent results in matrix prediction due to Hazan, Kale, and Shalev-Schwartz
(Hazan et al. (2012)). Their algorithm can be applied directly to the collaborative filtering setting
and is robust to many kinds of variation in preferences; but it cannot handle even mild manipulative
behavior.

Manipulation-resistance: Another literature attempts to modify reputation systems to limit the
influence of sybils, fake identities controlled by an attacker. For example, see (Yu et al. (2009);
Resnick and Sami (2007)). This work focuses on a setting where a user can get useful feedback
from the same peer across many different decisions, and so can directly learn about the reliability
of each peer. In our setting only a handful of users have information about each decision, and so a
user can rarely or never get direct advice from the same source more than once. Existing techniques
do not achieve useful bounds in this setting.

Competitive collaborative learning: From a modeling perspective, our work is most similar
to the competitive collaborative learning framework of Awerbuch and Kleinberg (Awerbuch and
Kleinberg (2005)). In their model, honest users collaborate to discover an approximately optimal
resource as quickly as possible. In contrast, in our setting finding the optimal policy requires making
judgments about arbitrary resources. This significantly complicates the learning process: if the
optimal policy depends on only one resource then it can spread between the honest users like gossip.
In contrast, in our setting the honest users must learn to assess each other’s reliability across a wide
range of contexts.

Economic systems for P2P networks: Many decentralized economic protocols have been pro-
posed to reduce the scope for free-riding and enforce reciprocity, especially in the context of Peer-
to-Peer (P2P) networks; for some representative examples see (Cohen (2003); Meulpolder et al.
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(2009); Vishnumurthy et al. (2003); Gupta et al. (2003); Seuken et al. (2010); Seuken and Parkes
(2014)).

We are interested in addressing the problem of free-riding, which is also the motivation of most
work in this area. However, we are interested in proving that our system works in our adversarial
context. This requires us to focus on issues like price levels—how much money should a user be
willing to pay for a given real benefit? —and liquidity—how do we ensure that users have enough
money to facilitate honest transactions? These issues have not received much theoretical attention in
the context of P2P networks, but are critical to proving that our system actually achieves its intended

purpose.

2. Our model

2.1. Collaborative filtering: users interacting with resources

We consider a set X' of users and a set ) of resources, such as blog posts, hotels, or merchants.

We will describe an algorithm that could be used by a centralized online service, making rec-
ommendations to individual users. It is also possible to implement our algorithm in a distributed
setting, but we consider a centralized implementation for expositional clarity.

Ineachroundt =1,2,...,T,...:

1. An adversary chooses ' € X and y' € ), and reveals them to the algorithm. For example,
this may correspond to user x! searching for an item in an online marketplace, identifying a
merchant 3 selling that item, and then consulting the collaborative filtering system to deter-
mine whether to purchase from that merchant.

2. An adversary chooses a reward p' € [—1, 1], but does not reveal it to the algorithm.

3. The algorithm outputs s € {0, 1}, potentially stochastically. Outputting s = 1 indicates a
recommendation to interact, while s = 0 indicates a recommendation not to interact.

4. If s' = 1, then the algorithm observes p'.

For any set of users H C X, define p=T (H) to be the total payoff

p=T(H)= > s

t<T:xtcH

Define OPTST(H ) to be the total payoff that users in H would have obtained over the first 7" rounds
by choosing the optimal set of resources .S and interacting only with resources from that set. That
is, define:
OPT="(H) = L.
(M=mpa >,
t<T:xtcHuytcS
The regret of the users in H is the difference between the benchmark OPT<T (H) and their actual
payoff p=T'(H).
In Appendix C we exhibit a polynomial-time algorithm Afgjering and prove:
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Theorem 1 For any set of users H C X and any T > 0, Agiyering satisfies
p<T(H) > oPT<T(H) — O(\/3 T2N)

where N = |X U )|

The sequences 2! and 3, and the payoffs p’, are all adversarial and may depend on the past behavior
of the algorithm. This adversarial dependence captures arbitrary malicious behavior by the users and
resources. We effectively model all users outside of H and all resources outside of .S as controlled
by a single adversary who knows everything except for the future random choices of the algorithm.

To get some intuition for the result, consider the case where |Y| = ©(|X|). Let k = T/ |X|
be the average number of interactions per user, and let « = |H| / | X| be the fraction of users in H.

Then our regret is O (k2/3a_1> per user in H. The regret would be O (kl/gofl) if the users in

knew each others’ identities in advance and optimally pooled their information.*

Note that this guarantee holds for every set of users H simultaneously, and different subsets will
have different optimal sets S. We can apply this analysis to whatever subsets give the most useful
lower bounds.

Our algorithm solves a filtering problem—our protocol will simply decide whether proposed
interactions should occur, rather than recommending the best interaction. Such a filtering system
could be paired with a recommendation system if desired, such as proposing the cheapest merchant
that hasn’t yet been rejected, or proposing the interaction that is most likely to be accepted. Because
our analysis holds in the worst case, we can apply it even when this filtering system is one compo-
nent of a more complex recommendation system. The analysis of the composite system would have
some additional complications: we raise this as an important open problem in Appendix F.

Finally, note that although the algorithm directly observes the payoff p’ for every interaction,
the bound and benchmark only depend on the values of these payoffs for rounds when z! € H.
Moreover, the bound holds even when the payoffs p’ are chosen arbitrarily. So we can safely run
the algorithm using self-reported payoffs even in the presence of malicious users. If user ! does
not report a payoff in [—1, 1], we take p' = 0.

2.2. Reputation systems: users interacting with users

In the previous setting, each interaction involves a user =’ and a resource y'. We can make the
problem more challenging by allowing users to interact with other users.

In this setting, both parties to an interaction are users, xf), 2! € X. As before, the algorithm
outputs st = 1 or s = 0 according to whether it reccommends interaction. If s' = 1, the algorithm
observes two payoffs p§, p € [—1,1].

The payoff of a set of users H is now defined by

pTH) = Y s'h+ Y s
tST:xSEH th::E’iGH

We will modify the definition of our benchmark to impose an “ex ante” symmetry condition. Rather
than having the adversary choose a pair of payoffs pf, p} directly, we assume that the adversary

4. In the lower bound k is actually the average number of interactions per user in H. We expect this to be comparable
to the average number of interactions per user.
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chooses a distribution over pairs of payoffs. We define

OPTSH(H) = ) 2min{E[p6},E[pﬂ}a

tST:xf) ,xtl €H

where the expectations are taken over the adversary’s distribution.

To see why the “ex ante” symmetry condition is necessary, consider a simple example where
users request and offer favors to one another, and use a reputation system to decide whether it is
worth doing a favor for a peer. Our modified benchmark amounts to eliminating unreciprocated
altruism: we assume that Alice has roughly as many opportunities® to help Bob as Bob has to help
Alice.® Some assumption of this form, which excludes “free riders” from the set H, is clearly
necessary: maximizing the welfare of free riders is equivalent to being exploitable by free riders, so
we can’t be both generous and non-exploitable.” This condition could be weakened by imposing a
global balance condition rather than a pairwise balance condition, or by allowing unequal weights
for different users; we leave these as important open questions.

We exhibit a polynomial time algorithm Arepyation and prove:

Theorem 2 For any set of users H C X and any T > 0, Arepu,a,i(m satisfies

p<T(H) > OPT=L(H) — 0(\/3 T?N),

sym
where N = |X|.

As before, note that this guarantee holds for any set of users. For example, we could take H to
be the set of all users who never break a community norm, or the set of users who behave kindly
or competently (for whatever definitions are relevant to a given application). Or we might want to
apply the analysis to a smaller set H characterized by shared expectations or tastes.

Finally, note that our theorem does not rule out the existence of incentives for users to distort
their reporting or to ignore our recommendations in specific cases. Our theorem applies regardless
of how the users behave; so such distortions won’t break our guarantee, but they might make it less
meaningful. For example, if we let p! be the payoff reported by =, and that report is dishonest, then
maximizing Y s'p’ may not be useful. We could apply our theorem with H containing only those
users who report honestly, but if everyone reports dishonestly then that won’t help either.

3. Sketch of the algorithm

In this section we will present the intuition behind our algorithm in the case of collaborative filtering.
In section 4 we will give a formal presentation of the algorithm.

5. Of course in reality they may interact only a single time, this is only a statement about expectations.

6. In many settings, interactions are inherently inequitable and cash payments are used to ensure that both participants in
an interaction benefit—e.g. the traveler will pay the host who provides them lodging. Our theorem applies regardless
of the size of such a transfer, but the conclusion is strongest when the transfer is large enough that the two parties
benefit equally (in expectation) from the transaction.

7. Formally, suppose that there are only two users, Alice and Bob. Suppose that every time they interact, Alice receives
a payoff of —0.1, and Bob receives a payoff of +1. If Alice and Bob are both in H, then the naive benchmark would
be 0.97", which could be attained only if Alice and Bob almost always interact. But if only Alice is in H, then any
sensible benchmark is 0, which can be attained only if Alice and Bob almost never interact. In this case we would
refer to Bob as a “free rider.” No algorithm can possibly succeed in both cases, and it’s not clear which is the “right”
behavior.
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3.1. Naive approach

Our first approach is to apply online learning to maximize the total welfare of all users:

e Consider all possible pairs H C &',S C ). Each of these corresponds to a strategy for the
filtering system: set s' = 1iff 2! € H and y* € S. Initially assign each of these strategies a
weight of 1.

e In round ¢, pick a random strategy, with the probability of each strategy proportional to its
weight. Follow the recommendation of this strategy.

e After observing p!, adjust the weights of the strategies using multiplicative updates.®

e The resulting composite strategy receives a total payoff within O (\/ TN ) of the best possible
choice of H and S.

This will end up being the core of our approach, but it has two fundamental problems:

1. This algorithm guarantees that the total payoff of all users is close to the optimum, but it
doesn’t make any guarantee for the users in any particular set H.

2. There are exponentially many subsets, and so this algorithm is intractable.

To illustrate the first problem, suppose a malicious merchant creates a number of sybils (fraudu-
lent accounts) and fabricates positive interactions with them. As long as the interactions with sybils
are sufficiently positive, including the sybils in H and the dishonest merchant in S will increase
the total payoff of the strategy corresponding to (H,S). But it will generally decrease the payoff
of the honest users, by leading them to interact with the dishonest merchant. In a more extreme at-
tack, dishonest users could create a large community of interacting sybils which is indistinguishable
from the “honest” users of the system. A naive algorithm would simply maximize the welfare of
the largest or most vocal community, potentially at the expense of all other users.

This is a fundamental challenge for reputation systems. Many existing reputation systems, such
as EigenTrust (Kamvar et al. (2003)), are vulnerable to similar attacks. Straightforward adjustments,
and in particular considering a richer space of strategies,’ are not sufficient to address the problem.

In Section 3.3 we show how to address problem 1, by applying online learning to iteratively
improve a filtering policy. This allows us to construct very complex filtering policies which cannot
be significantly improved by any simple perturbation. We show that the resulting policies simulta-
neously minimize the regret of every set of users.

In Section 3.2 we show how to address problem 2 by using recent results in matrix prediction.

In Section 4 we present our full algorithm, integrating both of those ideas, and sketch the anal-
ysis.

8. Technically this is a contextual bandits problem, since we only observe the payoff p’ if we pick s* = 1. But because
there are only two options—O0 or 1—this complication doesn’t change the regret bounds.

9. We considered sets of strategies based on clusterings, divisions into overlapping cliques, and low-rank interaction
matrices. None of these approaches can address the basic difficulty.



CHRISTIANO

3.2. Matrix prediction

In order to avoid considering all 2%V pairs of subsets (H,.S), we apply recent results from matrix
prediction (Hazan et al. (2012); Christiano (2014)).

The first idea is to work with the space of matrices P € R**Y with entries in [0, 1]. We view the
entry P, as representing the probability that x € H and y € S, for some hypothetical distribution
over pairs (H, .S). Each of these matrices corresponds directly to a strategy: recommend that = and
y interact with probability F,.

If we could use online learning to make recommendations as good as the best matrix P, that
would be even better than making recommendations as good as the best subsets (H,.S). Unfortu-
nately, this is impossible: without further assumptions on the matrix, each entry is essentially an
independent prediction problem, and so we cannot converge to good behavior until every user has
interacted with every resource.

We would be happy to only compete with the subset of matrices that actually arise from a
distribution over pairs (H,.S). Unfortunately, this set of matrices is very complex, and optimizing
over it is intractable—it is a generalization of the Max-Cut problem.

The analogy with Max-Cut suggests a possible solution: we can instead optimize over the set
of positive semidefinite matrices. That is, every matrix corresponding to an actual distribution over
pairs (H, S) appears as the X’ x ) submatrix of a PSD matrix in RAYWYXAVY " (Christiano (2014))

presents an algorithm that achieves regret O(\/ TN > compared to the best matrix of this form,

which is even better than competing with the best single pair (H, S).

This approach can address our computational difficulties. But it still leaves us with our second
problem: the roral payoff of all users will be as good as if we had chosen the best set (H,.5), but
the payoff of the honest users might be arbitrarily poor.

3.3. Iteratively adjusting the filtering policy

Our second key idea is using online learning to update the matrix P, rather than to compute it
directly. In this way we can build up very complex matrices, and guarantee that our strategy is
locally optimal. This will turn out to be exactly what we need.'”

To motivate this approach, consider the sybil attack described in Section 3.1. In this attack, there
is a large set of dishonest users who report positive interactions with a single dishonest merchant.
The result is that total welfare is higher if everyone interacts with the dishonest merchant, rather
than no one interacting with them.

But we could improve total welfare further by refining this filtering policy, namely by instructing
the honest users to sfop interacting with the dishonest merchant.

In fact, as long as the users in H are underperforming our benchmark, there is a very simple ad-
justment that would increase total welfare: tell the users in H to start interacting with the resources
in S, and sfop interacting with resources not in .S.

So before each decision, we will use matrix prediction to find two matrices, J and C' in R**Y,
We then increase P, when J, > 0, and decrease P,, when Cy, > 0.

10. Local optimality is actually more useful than global optimality for our purposes. For a static optimization problem
global optimality would imply local optimality. But for a learning algorithm that uses a different solution in every
round, competing with the global optimum does not imply actually converging to the global optimum, and it does not
even rule out the existence of a simple local change that would consistently improve performance.
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We show that as long as any set of users H is underperforming our benchmark, there is some
change that would improve total welfare—namely, we can take J,, = 1 forx € H,y € S and
Cpy = lforx € H,y ¢ S. If the users in H are significantly underperforming their benchmark,
then this change would significantly increase total welfare, and so will be eventually discovered by
the learning algorithm.

4. The core algorithm

Our algorithms for the collaborative filtering and reputation system problems are both based on a
core algorithm A. In this section we define A and sketch its analysis; the complete analysis is given
in Appendix B.

A solves the special case of collaborative filtering where ) = X'. In this special case there is a
single set X' containing both users and resources—for simplicity we will still refer to the elements

of X as “users.” An interaction may involve two users =, z} € X, but still results in a single payoff

ph.

We can define a number of performance measurements and benchmarks in this model. We
recover collaborative filtering by defining p=* (H) is defined as 3, <TateH p', and the benchmark

OPT=T(H) is defined as maxgcx ZtST:xgeH,zgespt‘

The same algorithm will also be directly applicable to reputation systems in the special case
where pfy = p!.!! In Section 5 we show how to extend this approach to the case where pf, # pi
(though we still make the “ex ante” symmetry assumption from Section 2.2).

4.1. Online local learning

We first describe the matrix prediction algorithm that will be used to learn the matrices J and C
(following the plan described in Section 3.3). To learn these matrices, we will embed them as part
of a larger PSD matrix X.

Let £ = {j, co, c1} be a set consisting of three possible labels for an element = € X. Intuitively,
in each round we will use online learning to find a labeling ¢ : X — L. We will tell two users to
start interacting if they are both assigned the label j, and we will tell two users to stop interacting if
one is assigned the label cg and the other is assigned the label c;.

Formally, we’ll embed J and C' in a matrix X whose rows and columns are indexed by elements
of X x L. Intuitively, X represents a probability distribution over possible labelings ¢ : X — L,
via:

Xz )y = P({(x) = aand £(y) = b).

If X actually corresponds to such a labeling, then X should have all of its entries in [0, 1] and should
be positive semi-definite.
We will define J and C' as appropriate submatrices of X, via:
Joy = X j)w)
Cay = X(z,co)(ge1)

11. This is not true in general—we present an algorithm which successfully solves both problems, but the two problems
are not equivalent.
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The interpretation is that two users z, z} should become more likely to interact if they are both
assigned the label j, and they should become less likely to interact if zf, is assigned the label cg
while z} is assigned the label c;.

In order to learn the matrix X, and hence the matrices .JJ and C, we apply the algorithm OLL,
for online local learning from (Christiano (2014)).

We will be producing a sequence of matrices X! € R , representing a sequence
of adjustments to the current filtering policy. We’ll represent the payoffs of possible choices by a
sequence of matrices Bt € R(X¥*L£)x(X¥*L). the payoff of choosing the matrix Xt € R(X¥*£)x(¥xL)
is given by the matrix inner product

<Et,Xt>= Y. ElawnXaws:
z,yeX,a,beL

(XXLYX(XXL)

Intuitively, Efz o) (y.p) Tepresents a payoff received by any labeling ¢ with {(x) = aand {(y) = b. In
our application the matrices I will be very sparse.
Write E<T =37, E'and E<T =Y, _ E".

Then OLL. (E <T> is defined as the solution to the following semidefinite program:'?
argmax 5<E<T,X> + log det(X + I).
XGR(XXLL)X(XXLL)

X0
0<X (2,a) (y,0) <1

The most important property of OLL. is given by the following result, which states that the
payoffs of using OLL. (E<t) are nearly as good as using the best fixed PSD matrix X:

Theorem [Restatement of Theorem 12] For any sequence E' and any X = 0 with entries in [0, 1],
we have

;<Et,(’)££€<E<t)> > ;<Et7x> —0 5;’Et‘j —O<Ng*1>

The analysis will also use the fact that the matrices X* change slowly:

Lemma [Restatement of Lemma 11] For any E<! and any E' we have

< O(E ‘EtL)

Our statement of Theorem 12 and Lemma 11 are slightly different from the statements in (Christiano
(2014)), so we present proofs in Appendix E.

‘omg (E<t> —0LL. (Eft)

12. The algorithm in (Christiano (2014)) maximized under some additional equality constraints, e.g. Ea X(z,a)(z,a) =
1. For our purposes it doesn’t matter whether we include these or not, and for ease of exposition we omit them. It
is easy to verify that this leaves the results of (Christiano (2014)) unchanged, as we show in Appendix E; likewise,
including these extra inequalities would leave our results unchanged.

10
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4.2. Our core algorithm

We will define an algorithm A, which is parameterized by a learning rate ¢ < i. In order to

implement the unparameterized version we will use a standard doubling trick, restarting A, with
exponentially decreasing values of €.
The algorithm A.:

° SetPSy =1lforz,yc X.

e Fort=0,1,...,T —1:

Output s' = 1 with probability Pét 0> and st = 0 otherwise.
01

If s" = 1set p' = p'/ P!, ,. Otherwise, set p* = 0.
0*1

Define B! € RYX£)X(X¥XL) (6 be the sparse matrix with the following non-zero entries:

t t N
Bl iyt ) = (1= Pyt )P
t t At
E = PP

(w,c0)(z],c1

Let X'+ — OLL. (Eﬁt).
Define

Jt+1 _ t+1

1
v = 1 X@iwy TE
1
t+1 __ t+1
Coy = 7X@ co)wer)

For each z, y, set

PLL = PL, - CHPL, 1 (1 PL)

4.3. Analysis sketch

Our matrix prediction algorithm ensures that

> Plp' =) (P;;ylt = Cp PLp 4 Ty (1 - P;;y{) pt) — R(T)

for any matrices C* and J* in the comparison class, where R(T") is a regret bound whose value
depends on the learning rate.
In particular, we can pick C* and J* to be:

o _{1 ifoeHandygs . _{1 ifreHandye S
xy xy

0 otherwise 0 otherwise

11
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This implies that

pt ifzt c Hiyte S
S P =) <0 ifzt € Hoyt ¢ S | — R(T) (1)
t P;fy Lot otherwise
= P v+ OPT="(H) — p="(H) — R(T) )

If the P*~! on the right hand side of Equation 1 were replaced by a P?, then this would yield
precisely the desired result.

To finish our argument, we use the fact that our matrix prediction algorithm guarantees that C
and J change slowly. By imposing a lower bound on the entries of the matrix .J, we can ensure that
P also changes slowly. This lets us replace P!~! by P?, and yields the desired result. Unfortunately,
the replacement slightly weakens the bound, which leads to suboptimal 72/3 regret.

The complete analysis is given in Appendix B

5. Reputation systems with asymmetrical payoffs

In the reputation system case, if payoffs are symmetric (with p}, = p!) then we could apply the
algorithm from Section 4. But the asymmetric case presents new difficulties. In this section we
sketch our solution. A formal algorithm and analysis is given in Appendix D.

Our approach is to reduce to the symmetric case by implementing “side payments” that track a
user’s debt to the rest of the community. We maintain an account balance w'(x) > 0 for each user
x. Whenever pfy # p!, we adjust w(xf)) and w(xﬁ) so that the “effective payoffs” of the two users
are equal and the total balance ) __ w'(x) is conserved. Over the long-run the budget constraints
wt(x) > 0 imply that the actual payoffs cannot be too different from the effective payoffs.

The most natural approach is to consider changes in balance as interchangeable with payoffs.
That is, we could pick the new balances w!*! such that the two users benefit equally:

p6 + wttl (x6> —w! (xt> = p'i +wttt <mﬁ) —w! <a:'i)

The problem with this approach is that we can’t ensure that all balances w’*! () remain positive. If
we restrict interactions with user 2 when w(x) is low, then once a user goes to a low value they will
simply get “stuck,” unable to recover. And if we allow users to run up arbitrarily negative balances,
then a dishonest user may do arbitrarily much damage.

Motivated by the idea of logarithmic potentials in optimization, we instead define the effective
payoff as the actual payoff plus the change in log balance. That is, we pick the new balances w!*!
such that

o+t (1w (ah) ) 1o (' (55) ) =t + 10w+ (u1) ) ~ 1o (w'(1) ).

The logarithmic potential function prevents w'(x) from ever getting too close to 0 without introduc-
ing significant distortions. The resulting protocol seems to be self-correcting and highly robust to
liquidity shortages. It also has a natural interpretation in terms of logarithmic utility functions, and
may be of independent interest.

12
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More formally, in round ¢ we define the transfer

¢ wowi (Pt — o)
(wh +wf)

9

where w! = w'(z!). We then set

W (ah) = w' (ah) — 7'
witt (aj’i) = w' (wﬁ) + 7t

We define the symmetric payoff of the interaction as the quantity

pl = p§ + Alog<w(:c§>>

which is approximately equal for ¢ = 0 and ¢ = 1. Moreover, it is easy to check that the expectation
of p' is at least the minimum of the expectation of p}, and the expectation of pf, which is precisely
what we need in order to compete with OPTSSYCIQ(H )

We can now apply A to the symmetric case. The analysis of .4 case guarantees that total payoff
p' of honest users is at least OPTSSyﬁ(H ). So whenever the actual payoff of the honest users is below
OPTSSYE(H ), it must be because their total balance w'(x) is increasing.

Because w'(z) > 0, the roral weight of honest users, Y, w'(z), is bounded by N. So we
can obtain a bound on the actual payoff—the worst case is when users in H end up with all of the

weight (when they are owed the maximal possible debt by users outside of H'). But even in this case

the gap between the symmetric payoffs and the real payoffs is bounded by |H | log (‘—ﬁ')

6. Conclusion

Our results apply in a simple stylized model of reputation systems and collaborative filtering, and
they could be improved in many directions; some of these are explored in Appendix F. But we have
shown that there is no in-principle obstruction to building reputation systems which are statistically
efficient and theoretically secure. We hope that this positive result may encourage other researchers
to develop improved protocols and apply them in more complex domains.

13
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Appendix A. A unified model

In this section we introduce a unified model for collaborative filtering and reputation systems with
symmetric payoffs. This model is essentially the special case of our collaborative filtering model
from Section 2.1 with ) = X, though we also define some new performance measures that will be
used in Appendix B.

The algorithm makes decisions over a series of rounds ¢ = 1,2, .. .. Prior to the first round, the
algorithm is given a set X''3 of size N = |X|. The set X' contains all users of the system as well as
all resources with which those users might interact: in the setting of Section 2.1, X plays the role
of Y U.

In each round:

1. An adversary chooses zf, } € X and reveals them to the algorithm.

2. An adversary chooses p' € [—1, 1], but does not reveal it to the algorithm.
3. The algorithm outputs s* € {0, 1}.

4. If s' = 1, then the algorithm observes p'.

By convention, we assume that in the collaborative filtering setting, x} is the resource and
receives a payoff p! = 0.

13. In fact our algorithm and analysis would apply even if users join and leave over the course of the algorithm. X would
then be a function of 7', containing all users who participate in any of the rounds ¢ = 1, 2,...,T". For simplicity, we
assume that X’ is fixed.
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For any set H C X, we can define three different performance measures:

po (H) = Y s
tST:xBGH

pil(H)= > s
tST:xtIEH

p=T(H) =p5" (H) +py" (H)

All of these measures use the same benchmark:

oPT<"(H)= >

t<T:axf,xicH

where the expectations are taken with respect to the distributions chosen by nature in step 2.

Appendix B. Analyzing A

The algorithm A is defined in Section 4. In this section we prove:

Theorem 3 For any set of users H, any T > 0, and each i € {0, 1}, A satisfies
p=T(H) > oPT<T (H) — 0(\/3 T?N).

Because the same algorithm satisfies the guarantee for both ¢ = 0 and ¢ = 1, we can add the
corresponding inequalities to prove p=* (H) > 20PT<T(H) — O (\3/ T2N )

In the rest of this section we prove Theorem 3. This proof follows the informal exposition in
Section 4.3.

In Appendix C we apply A to the collaborative filtering case, defining the algorithm Afgjering
and proving Theorem 1. In Appendix D we apply A to the reputation system case, defining the
algorithm Ajeputation and proving Theorem 2

For convenience, we will write p'(P) for the expected payoff obtained by using the matrix P in
round ¢, namely

P'(P) = p' Py

ZoTq °

We write U (P, X) for the matrix that would be obtained by updating P* with the matrix
X1 = X i.e. defined by the equations

1 1/2
Joy = X @i+

1
ny = ZX(.Z‘,CO)(y,Cl)

U(Pt, X) " Pl — CuyPl, + Jwy(l - ngy)
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B.1. Performance lemmas

Our first lemma asserts that using the matrices X' to update P is nearly as good as using any fixed
PSD matrix X. This is what allows us to argue that our algorithm will find a good update if one
exists: with this lemma in hand, we simply need to show that the desired update is implemented by
some PSD matrix X.

Lemma4 Forany X = 0 with0 < X, o)y < 1 we have
p'(P') > p< U(pit, >—0(5 ﬁt2>—(9<N>,
$() > X (v(o0)) o (-3 ) o2

where P are the matrices computed by A..

Proof We have p!(P') = p! <U(Pt*1, Xt)>. Moreover,

pt <U(Pt_1aX>> = pt ((1 - Jz’éx’i - Cxé:ptl)P;gzli + Jxéz’i)
_ tpt-1 ¢ t—1 t—
=9 (Pt ) + T (1= Pogy) = Cogutr' Pr
1
()
where J and C' are defined from X in the same way that J! and C* are defined from X*, and

Bt = el/2pt (1 — P;t_ xlt> doesn’t depend on X. We constructed the matrix E? precisely so that it
00

would satisfy this identity.
Because X! = OLL. (E<t), by Theorem 12 we have

Zp (P) = Z<t<Ptl)+i<Xt,Et>+5t>
2 Sy om) o T -o(3)

Hx
2< rx)) -o(- e ) -o(2)
=S (v(px)) (X fpf) o[ T)

t<T
i']). |

t

where the last equality holds because ‘Et P

:(9(

B

The next step is to prove that if some group H of users is not meeting our benchmark, then there
is some PSD recommendation which would generate a substantial improvement in total payoff.

This essentially corresponds to the description of the matrices J*,C™* in the proof sketch in
Section 4.3.

The reason for the £!/2 loss in this theorem is our restriction that J* > ¢+/#, This limits our
ability to stop honest and dishonest users from interacting, but was needed to prevent rapid changes
in P,

1/2
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Lemma 5 For any set H there is a matrix X H w0 with0 < X ({Z ) () < 1, such that

OPTET (H) - pET (H) = O Z(ﬁ <U(Pt,XH)> —pH(P') &2 M) ,

t<T
where P are the matrices produced by A..

Proof Observe that A. is perfectly symmetrical under an exchange of zf, and =% : the only difference
is that the matrices P! are transposed, and the indices of X (z,a)(y,b) are modified by exchanging co0
and cy. So it suffices to prove the theorem for ¢ = 0.

Define the vector v via V(zj) = Y(z,eo) = LTorz € H, v ey =1forz ¢ H,and v(, q) =0

T
otherwise. Define the matrix X as <vH ) (UH ) . This matrix is clearly PSD, and has entries in
[0,1].

Suppose = ¢ H. Then X[\ = X[ o =0 forall y. Thus U(Pt,XH ) =Pl
For x,y € H, we have X(];Lr:l,j)(y,j) = 1 and hence
U(Pt,XH> _3p L Liara_p,
wy 44 Y
Forx € H,y ¢ H, we have X/ = 1 and hence

(z,c0)(y,c1)

3
U(Pt,XH> — 2Pl +2(1—PL).

Ty 4
We compute:
3 1
X o(o(ran)=] ¥ s(r)e) TSl
t<T:xfeH t<T:x{eH t<T:al,xieH
1 1
7 - o -

Rearranging, and using the fact that U (Pt, XH ) = Péy forx ¢ H:
Yy

OPTET(H) —piT(H) <4 Y (pt (U(Pt,XH)> —p'(P') +&/2 ‘pr

tST:a:(t)eH

_ 42(# (U(Pt,XHD —p'(P') &2 ‘pt‘>7

t<T

as desired. [ |
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B.2. Bounding rates of change

The other ingredient of our proof is the claim that P changes slowly. This corresponds to the
final paragraph of the proof sketched in Section 4.3, and allows us to replace P~! with P! in the
conclusion of Lemma 4.

Lemma 6 For any x,y, we have

S|P Pl =02

t<T t<T

P +00),

where P are the matrices computed by A..

Proof Consider the “steady state” value of P given J and C, defined as

t
vt = — T
W J, +CL

This is the value to which P would converge if J and C' were left unchanged for many iterations.
We will show that Y does not change very quickly, and that P? is “following” Y* and hence does
not change very quickly either.
Note that each entry of J* and C" is defined to be an affine function of one entry of OLL. (E <t)
Jt+1 _ Jt
Ty Ty

with coefficients that are O(1). Because ‘ Et‘1 is (’)(ﬁt), Lemma 11 implies that
(9(5 | pt ) and similarly ‘Ci;rl _ Cgtcy
£1/2. Thus

= O(e[p'|). By definition we have C%, > Oand 1 > JE, >

t+1 t
oy B oy
41 i+1 i
Joy +Cay' oy +Coy

t+1 t
Yo, — Y

Tt (Tt + cty) = gk, (T i)
(s, +Cty) (55" + C5Y)

t+1 t t+1 t+1 t+1 t
(e, - cit) + et (gt - L)

Ty (T + ctp)
A 1 A 1 ~ A~
_o ep' It +ep'CLY :(9(825) :O<€1Pt2> :O<€1/2ﬁt)
Tty (T + ci) Ty e/

Note that this conclusion requires Jiy > £1/2; enforcing this condition is responsible for our sub-
optimal regret bounds. Otherwise both .J.,, and C, could take on very small values and Py, could
change rapidly.
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By the definition of P!*!, we have
P;;H = (1 - Jéy - C;y)thy + Jiy
= (1 - J;y - C:f:y)P;y + (‘]iy + Ciy)yxty

By the definition of J and C, we have J!, + CL, < T+i4 el/2 < 1. Thus P! is a convex
combination of P}, and Y},. In particular,

¢ ¢
P, =Yy

Pl - P+

t+1 t
PEY YL

, from which the desired result

<X

Intuitively this suggests that ) | P4 — PL, it -yl
would follow.
To see this formally, consider the total length of the path
0
Py, Ph....,PL.Y}L
i.e. the sum of the absolute values of the differences between consecutive points. If we change this
path by adding a new point:
Py Pry ... Pl PRt Y]
we don’t change the total length, because P'*! is in between P! and Y. If we then change this
path by changing the last point:

0 1 t t+1 t+1
P, PL,... Pl P Y

we increase the total length by at most

i+1 t
P =Py

t+1 t
YE v

isatmost )

By induction, the sum
O(1).

i = vE o) = 025 [5])+
|

B.3. Putting it all together
We are now ready to prove the main result of this section:
Theorem 7 For any set of users H and any T > 0, A. satisfies
N
p=T(H) > oPT<" (H) — 0(51/27’) - o()
€
in expectation.

Proof By Lemma 5, there exists an X H > 0with0 < X (Ia{ ) (b.) < 1 such that

OPT;T(H)fplgT(H) =0 Z(pt(U<Pt,XH)> 7pt(Pt> +51/2 ﬁt)
t<T
o) o)

20



PROVABLY MANIPULATION-RESISTANT REPUTATION SYSTEMS

in expectation, where the second inequality holds because E H ﬁtH < 1. So it suffices to bound

Sier (pt <U(Pt, XH)) —pt (pt)) .

Note that A, always satisfies P;,é ot > Jﬂtﬂé ot > /2, and consequently Ip'| <1/ Pié o= e~1/2,
We have in expectation:

> (¢ (v ) ()

t<T

<] e Tl +o( %)
—o(s1) +0 <]:>

where the third line uses the definition of p’ and Theorem 4, the fourth line uses the definition of
U(-,) and the upper bound |p*| < £~1/2, the fifth line uses the bound E || p'|] <1 (note that P*
is fixed before p’ is sampled), the sixth line uses Theorem 6, and the seventh line uses the bound
E [|p"]] < 1.

2/3 . . . . .
% and using a standard doubling trick, we obtain a more convenient form:

Theorem [Restatement of Theorem 3] There is an algorithm A which satisfies

piT(H) > oPT<T (H) — o(vs T2N).

By setting € =

Proof Every time 7" = 2%, we start a new copy of A, with ¢ = g, = N2/37-2/3,
By Theorem 7, we have

Yoot Y pt—O(E,ﬁ/sz)—o<N>

€
2k <t<2b+1 2k <t<ohtl k
zit€H zhaleH
_ Z ot — 0(22k/3Nl/3>
2k <p<oh
xé,xtleH
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Summing from k& = 0 to k = [log(7T')|, we obtain the desired bound. |

Appendix C. Algorithm for collaborative filtering

In this section we define the algorithm Afjering. It is a direct application of the core algorithm A,
which was defined in Section 4 and analyzed in Section B.
We prove

Theorem [Restatement of Theorem 1] For any set of users H C X and any T' > 0, the recommen-
dations of Afiering satisfy

p<T(H) > oPT<T(H) — 0(\/3 T2N>

where N = |X U ))|.

Proof Given X’ and ), Afiering initializes a copy of A with set of users X' U ). In each round
t=1,2,..., Afiering consults A to determine if zf, = 2’ and 2 = 3" should interact. It then passes
the payoff p’ to A.

We apply Theorem 3 with 7 = 0 and with H containing both the users we care about, and all of
the resources from the maximizing set .S. |

Appendix D. Algorithm for reputation systems

In this section we define an algorithm Ajcputation for the reputation system setting, and prove

Theorem [Restatement of Theorem 2] For any set of users H and any T' > 0, Ayeputation Satisfies
p<T(H) > OPTSE(H) — o({‘/TTN>
The algorithm Ayepytation Works as follows:
e Given X, initialize an instance of A with set of users X.
e Foreachr € X, setw’(x) = 1.
e Foreachroundt =1,2,...

— Consult A to decide whether 2} and 2! should interact. Output the recommendation of

A.

— If no interaction occurs, go on to the next round.

~ : t (ot ¢ _w t_ at,t tot
— If interaction occurs, define w! = w'(z!) and B! = aryar- Setp’ = Biphy + Bip} and
return this payoff to the A as the payoff of the interaction.
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= Set tot (ot ¢
ot dwywy (Pl —Po)
(wh +wh)

9

where § < i is a learning rate parameter whose value will be defined later.
- Set

and go on to the next round.

For convenience, write 77 = (—1)’7¢, i.e. the “payment” received by user x! in round ¢.

It is easy to verify that || < 26w, so that each w'(z) changes by at most a factor of (1 & 24)
in any round. Since § < %, this guarantees that w’(z) > 0.

To analyze this algorithm we rely on the potential functions

1

U (@) = 5

log (w” (x)) +p<" (2),

where p<7T(z) is the total payoff received by user z over rounds 1,2,...7T — 1 (and similarly for
p=T(x)). We use three lemmas to relate the reported payoffs p to the actual payoffs p=7 ().

Our first lemma shows that the modified payoffs are at least as large as the smaller of the two
original payoffs. This lemma is why we need to use a symmetrized benchmark.

Lemma$ E [p'] > min {IE [ph] B [pﬁ]}
Proof We have
E '] =& 8wh + Bin
= 64 [p}] + BLE [l]

> min {E [pé} E [pﬂ }

as desired, where the last inequality follows from 8 + 8! = 1. [ |

Our second lemma relates p' to the change in U?(z). Essentially, it shows that both U* (azg) and
U* (%) increase by p' in each round. This was the motivation for our definition of 7—it is a transfer
which is exactly large enough to equate the payoffs of the two players.

Lemma9 Ifs' =1, then U (z) > U'(al) + p' — O(9).
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Proof We have

<
+
=
N
s&gw-
N———
SO
5}
09
7 N
g
~
+
=
VS
8
S
N———
~_
+
i~}
Q
+
—
A/~
sRH-
N——

=U! (xf) + (1$10g<wt+;f($f)> + pt

= Ut<x§) + ;log<1 + Té) + pt

> U' (965) + B (pifz - p?) +pj — 40

> U*(af) + By (pii) + (1 Bii)ph = 49

> Ut(*”«"f) + 81 (pi- z) + Bip; — 40

= Ut(a:f) +pt—45
where we have used the bound qu < 26 and the inequality log(1 + z) > z — 462 for |z| < 2§ <<
12. |

Our third lemma relates the quantities U7 () to the payoffs p=7 (x). Essentially, it shows that
increases in users’ balances cannot be responsible for sustainable increases in U. Over the very long
term increases in U can only be due to users receiving high payoffs.

<I) > 3 07w 5 o1y )

zeH

Lemma 10

Proof Y w'(z) is conserved by the algorithm, and w'(z) > 0, so

Z w? (z) < ZwT(x) = Zwo(x) -

zeH

So by Jensen’s inequality, ) _; log (w (z )) < |H| log(‘m) This implies:

T(H) = Z UT(z) — % Z log(wT(ac)>

rzeH xeH
1 N
> T — =~ |H|1 —
> S 0t - 5 s )
xeH
as desired. ]

Combining these three lemmas yields our desired result: we know that p is at least as large as
our benchmark, we know that U7 increases by p' each round, and we know that in the long run in-
creases in U are equivalent to increases in p=7. The full proof deals with the approximation errors
introduced by the curvature of the utility function, the deviation introduced by transient changes in
balances, and the regret of the algorithm .A:

24



PROVABLY MANIPULATION-RESISTANT REPUTATION SYSTEMS

Theorem [Restatement of Theorem 2] A epuraion 0btains payoffs

p<T(H) > OPT<T(H) — (9(\/3 T2N).

sym

Proof We will assume that 7 > 16N is known in advance, and choose § = 4/ %; this assumption

can then be removed by a standard doubling trick exactly as in the proof of Theorem 1.
By applying Theorem 3 twice and Lemma 8, we have

> vz Y (¢)-o(VIN)

tiateH t:xhxteH
st=1
= Z 2 * min {IE [pg} JE [pﬂ } - (9(\/3 T2N).
t:xhxleH

Then we can apply Lemma 9 and Lemma 10 and obtain in expectation

p () = Y U7 (e) - 5 it os )

zeH ‘H‘
> S Ut -
xeH
= > U"(2) - 0(VNT)
zeH
> Z U%(x) + Z p'— 0T — O(\/ﬁ)
z€H it:axleH
st=1
= Z pt — O(\/ﬁ)
z,t;f:elH
> Z 2 % min {]E [pg} JE [pﬂ} - (’)( 3T2N> - (’)(\/ﬁ)
tah xl e H

> OPT<T(H) — O(W)

where the last inequality uses the assumption 7" > N. |

Appendix E. Analysis of online local learning

Lemma 11 (Christiano (2014)) For any E<! and any E' we have

<o(:|e])

‘Oﬁﬁe (E<t) —oLL. (Eﬁ'f)
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Proof Note that the ¢; and /., norms are dual. So this result follows directly from Lemma 8 in
(Christiano (2014)) and Lemma 2.19 in (Shalev-Shwartz (2012)). |

Theorem 12 (Christiano (2014)) For any sequence E' and any X = 0 with entries in [0, 1], we

have
2
3 <Et, OLL. <E<t)> >3 (B x)y -0l |F| | -o(ne)
t t t<T !
where ‘Et|1 is the sum of the absolute values of the entries of E'.

Proof By Lemma 2.3 of (Shalev-Shwartz (2012)) and Lemma 5 of (Christiano (2014)), for any
X > 0 with entries in [0, 1] we have:

Zt: <Et, OLL. <E<t>> > zt: (E", X>—O(N51)+Zt: <Et, occ.(B<) - ocL. (Egt)> _

Using Lemma 11 we have

Zt: <Et, OLL. (E<t) —0LL. (Eét)> > _ Xt: ‘Et‘l ’0555 (E<t) YT <E§t>
=0 zt: € ‘Et‘j

(e o]

which gives the desired result. n

Appendix F. Open questions

We have presented a protocol for managing trust which achieves a qualitatively new—and surpris-
ingly strong—formal guarantee. But the theoretical picture is far from complete, and the proposed
protocol is far from practical. We hope that our model and algorithmic approach will inspire further
work in both of these directions, and in this section we highlight some areas for improvement and
elaboration.

Tighter regret bounds: Our regret bound of O (\3/ T?N ) can probably be improved to O (\/ TN ) ,
which translates into a significant performance improvement.

When the fraction of dishonest users is €, it may be possible to achieve a regret of O (\ /T Ne log(s)) .

For small values of ¢, this would be major improvement over our current bound, which doesn’t
depend on the number of dishonest users. Similarly, when the fraction o of honest users is

small, it may be possible to achieve regret of (9( TNa 10g(a)> . In some settings, this may
be a very large improvement in regret per honest user.
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Our regret bound depends on the total number of interactions. This might be improved to
depend only on the number of interactions involving an honest user. The distinction is partic-
ularly important in settings where dishonest users can fabricate large numbers of interactions
amongst themselves, or where the fraction of honest users is very small.

Distributed implementation: Although our protocol is is polynomial-time, it has no efficient dis-
tributed implementation. Ideally each user’s computation and communication would be poly-
logarithmic in the size of the community.

The main challenge is distributing the online learning algorithm at the core of our protocol.
The current algorithm requires semidefinite programming, which must be replaced by fast
distributed computation, such as a random walk or sparse linear algebra. In addition to the
algorithmic difficulties, the computation must be robust to manipulation by adversarial users;
this might be achieved either by finding a computation which is inherently robust or by using
cryptographic tools to ensure accurate computation.

Simultaneous interactions: Our protocol assumes that interactions occur one at a time: after one
pair of users interacts, their reports immediately become available to the next pair of users. In
most contexts this is not a realistic assumption.

When applied to a setting with & simultaneous interactions, our protocol achieves regret (k).
It is not hard to construct examples where the regret must necessarily be Q(log k). We suspect

that this lower bound is tight, and that some protocol achieves regret O <log kvTN ) . Under
realistic assumptions, it may be possible to eliminate the dependence on k altogether.

Recommending vs. filtering: Our protocol answers questions of the form “should I interact with
this merchant?” rather than questions of the form “which merchant should I interact with?” In
many contexts the latter question is more useful—though deciding which users’ input to trust
is a key difficulty for both problems. (Awerbuch and Kleinberg (2005)) provides a similar
algorithm that answers “which merchant should I interact with?” but exploits the simplifying
assumption that there is a single best merchant for all transactions. It is natural to try to
combine these two assumptions, and to design a protocol which recommends one resource
from amongst k options.

Incentive compatibility: Our protocol has a robust theoretical guarantee, but that guarantee is only
meaningful to the extent that users report meaningful payoffs and are willing to engage in
productive interactions. Our protocol does not provide incentives for users to report honestly
or to engage in interactions that benefit other users (except that each user must contribute
enough that interacting with them is a net positive for the rest of the community).

A more sophisticated protocol might be able to provide such incentives. Because our en-
vironment is quite general we can easily embed problems like bilateral trade, and so any
algorithms will need to deal with negative results such as Myerson-Satterthwaite. But even
in light of these limits, there is likely to be room for a much deeper understanding of and
accommodation for user incentives.

Asymmetric interactions: Our protocols all require that interactions be symmetric on average, or
else make use of transfers to symmetrize them. This is a very strong condition that would be
nice to weaken.
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One generalization is to consider sets of interactions that are globally balanced, so that each
user has as many opportunities to give as to receive overall even though the pairwise interac-
tions are asymmetrical.

A further generalization is to sets of interactions that are balanced only when different users
are assigned different weights. Any Pareto efficient allocation corresponds to maximizing
some weighted combination of users’ payoffs, and we could attempt to learn such weights
in parallel with the rest of the reputation system problem. The key difficulty is doing this
learning in a way that is robust to manipulation.

Sybilproofness: Our system bounds the damage done by the introduction of any dishonest user. In
some settings it is easy for an attacker to create large numbers of dishonest users or sybils. If
creating sybils is very cheap, then our bounds may not be tight enough to discourage such an
attack on their own.

By extending the model it might be possible to ensure that the introduction of a dishonest
user does no damage to the honest users. For example, if monetary transfers are available,
each user could pay an upfront deposit to cover any possible damage they might inflict (in
particular, a new user would need to pay a cost of at least 1 before any interaction with an
established user, which would potentially be refunded if the interaction went well). Actually
designing such a system appears to be quite subtle, but our tight bounds on the damage per
dishonest user seems like a useful first step.

Composition and complex protocols: Worst-case performance guarantees allow our protocol to
be used as a subroutine without compromising its correctness. Together with other building
blocks, our result might be used to design more complex protocols in the same way that
simple cryptographic primitives are used to build more complex cryptographic systems.
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