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Abstract

We propose a novel deep learning paradigm
of differential flows that learn a stochastic dif-
ferential equation transformations of inputs
prior to a standard classification or regres-
sion function. The key property of differential
Gaussian processes is the warping of inputs
through infinitely deep, but infinitesimal, dif-
ferential fields, that generalise discrete layers
into a dynamical system. We demonstrate ex-
cellent results as compared to deep Gaussian
processes and Bayesian neural networks.

1 INTRODUCTION

Gaussian processes are a family of flexible kernel func-
tion distributions (Rasmussen and Williams, 2006).
The capacity of kernel models is inherently determined
by the function space induced by the choice of the ker-
nel, where standard stationary kernels lead to models
that underperform in practice. Shallow – or single –
Gaussian processes are often suboptimal since flexi-
ble kernels that would account for the non-stationary
and long-range connections of the data are difficult
to design and infer. Such models have been proposed
by introducing non-stationary kernels (Tolvanen et al.,
2014; Heinonen et al., 2016), kernel compositions (Du-
venaud et al., 2011; Sun et al., 2018), spectral kernels
(Wilson et al., 2013; Remes et al., 2017), or by ap-
plying input-warpings (Snoek et al., 2014) or output-
warpings (Snelson et al., 2004; Lázaro-Gredilla, 2012).
Recently, Wilson et al. (2016) proposed to transform
the inputs with a neural network prior to a Gaussian
process model. The new neural input representation
can extract high-level patterns and features, however,
it employs rich neural networks that require careful
design and optimization.
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Deep Gaussian processes elevate the performance of
Gaussian processes by mapping the inputs through
multiple Gaussian process ‘layers’ (Damianou and
Lawrence, 2013; Salimbeni and Deisenroth, 2017), or as
a network of GP nodes (Duvenaud et al., 2011; Wilson
et al., 2012; Sun et al., 2018). However, deep GPs
result in degenerate models if the individual GPs are
not invertible, which limits their capacity (Duvenaud
et al., 2014).

In this paper we propose a novel paradigm of learning
continuous-time transformations or flows of the data
instead of learning a discrete sequence of layers. We
apply stochastic differential equation systems in the
original data space to transform the inputs before a
classification or regression layer. The transformation
flow consists of an infinite path of infinitesimal steps.
This approach turns the focus from learning iterative
function mappings to learning input representations in
the original feature space, avoiding learning new feature
spaces. A TensorFlow compatible implementation will
be made available upon acceptance.

Our experiments show excellent prediction performance
on a number of benchmark datasets on classification
and regression. The performance of the proposed model
is comparable to that of other Bayesian approaches,
including deep Gaussian processes.

2 BACKGROUND

We begin by summarising useful background of Gaus-
sian processes and continuous-time dynamicals models.

2.1 Gaussian processes

Gaussian processes (GP) are a family of Bayesian mod-
els that characterise distributions of functions (Ras-
mussen and Williams, 2006). A zero-mean Gaussian
process prior on a function f(x) over vector inputs
x ∈ RD,

f(x) ∼ GP(0,K(x,x′)), (1)
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